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Abstract: Consider the 2D defocusing cubic NLS i u t + A u - u l u [ 2 : 0  with 
Hamiltonian f(IV~b[2 + �89 14). It is shown that the Gibbs measure constructed from 
the Wick ordered Hamiltonian, i.e. replacing [q~[4 by :[~b[ 4 :, is an invariant mea- 
sure for the appropriately modified equation Jut + Au - [ulul 2 - 2 ( f  [u[2dx)u] = O. 
There is a well defined flow on the support o f  the measure. In fact, it is shown that 
for almost all data q~ the solution u, u(0) = ~b, satisfies u(t )  - eitA~9 E CHs(]R), for 
some s > 0. First a result local in time is established and next measure invariance 
considerations are used to extend the local result to a global one (cf. [B2]). 

Introduction 

1 Consider the Wick ordering HN = f [Vul 2 + N f [ul 4 - -  2aN f [ul 2 -t- a~ of  the 2D- 

Hamiltonian f IVul 2 + i f [ul4 corresponding to the 2D-defocusing cubic N L S )  It 
is shown that the solutions UN = u~ v of  the Cauchy problem 

I "3HN ~ A~tN -- PN(blNlblNI 2) "~- 2aNUN 0 (UN) t = l ~ -  

[ U N = PNblN, U (0"~ --  X-~ gn(CO)ei(X n) Nk ] --  Z-~[n[<=N ~ -  
(i) 

converge weakly for all time, for almost all 09. 2 Here {gn(e)) [n E Z} are indepen- 
dent LZ-normalized complex Gaussians and PN denotes the usual Dirichlet projection 
on the trigonometric system. 

In fact, there is some s > 0, such that 

UN(t) -- e 2icN(c~ ~ gn(Og)ei((x'n)+ln[2t) 

I n l < N  In[ 
(ii) 

u is a complex function. 
2 We ignore for notational simplicity the problem of the zero Fourier mode in (i). This problem 

may be avoided replacing In[ by ( Inl  2 -1- ~C) 1/2, tr > 0 (redefining the Laplacian). 
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CN(PO) = ~ 2 - 1 (iii) 
(nl<N [nl 2 

converges in H~(T2), for all time t. 
The study of (i) mainly reduces to the truncation independent equation 

(iv) 

where the expression between brackets has to be considered as the usual cubic term 
uluI 2 with suppression of certain square-terms (which are obviously divergent for 
the data considered in (i) when N ~ oo). 

The main point is that (iv) is well posed for typical elements in the support of 
~176 almost surely in the Gibbs measure, or, equivalently, for data r = ~ I,l 

co. Once a local result is obtained, one proceeds as in [B2], using the invariance 
of the Gibbs measure e-HN(4~)Hd~ for the flow of the truncated equations (i), to 
get the results on solutions for all time. The limit flow for N --+ oo and the flow of 
(iv) have the normalized Gibbs measure d# = limN--.oo e-HN(4OHd~ as an invariant 
measure. 

This problem was considered in the paper [L-R-S]. The present work extends 
the one-dimensional result in [B2] to the 2D-defocusing case. 

1. Wick Ordered Hamiltonian for Cubic 2D-NLS (Defocusing Case) 

We first recall the process of Wick ordering the [ul4-nonlinearity (we are in the 
complex case). This Wick ordered Hamiltonian will lead to the modification of the 
cubic nonlinearity appearing in (iv) above. For the general theory of Wick ordering, 
the reader may consult [G-J]. 

The Wick ordered "truncated" Hamiltonians are given by 

1 HN = f [VUN] z + ~ f [Un[ 4 -  2aN f lUN[ 2 + a  2 ,  

where 

aN.: ~ 1 ~< gn(O3)ei(n,x) 2L2(dxdoo ) 
In/2 I. N Inl 

n+O 

The corresponding Gibbs measure is 

e--HNl-ld(~N=exp [--~ f I~bNI 4 -b2aN f l~NI 2 -  a21 exp ( - - f  IV~bNI 2 ) Y  [Id~N. 

Wiener measure 

Denoting q~ = q~N, one has 

1 1 --~fl~bl4+2aNfl(~[2--a2N=---~f(l(~12--2aN)2+a2N < ( logN) 2. (0) 
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Fourier expansion yields 

1 1 
2 f 1r -~- 2aN f Ir - a2N = --~ 

423 

E gnl(~ gn2(~ gn3(~ gn4(O)) 
.~-.2+.~-.~=0 I<1 In2l In31 ]n4l (1) 

n 1 + n  2,  n 4 

_ ( Ign(~~ 2~2 " Ign(~~ a~v 

1 Ig.(co)l 4 
+ 

Inl~<N In14 

Ign(co)l 2 Ig.(o~)l 2 - 1 
E inl 2 inlEN< inl2 +aN, I<<N 

(2) 

(3)  

The contribution of term (2) to the difference in (4) is 

Ig~(oo)l 2 - 1 E 
In _ Inl 2 a<lnl_-<N Inl 2 " 

Since f la.(co)12do~ = ~, the norm is estimated by (Elnl>N0 i@ff) 1/2 <No  I . 

1 / 2  

(1 + Ix1 I)-2(1 + Ix2 I)-2(1 + Ix3 I)-2(1 + Ix1 - x2 + x3l)-2dxl dx2dx3 

< No 1/2 " 

E .1-.2+o3-.4-0 Inll I <  In31 In4[ 
n I ~ n  2, n 4 

max I"il >No 

Since these are products of 4 Gaussians, there is equivalence of the LZ(&o)-norm 
and the Orlicz norm Lr with ~k(2) = e "~v2 - 1. Since the {g,(o)} are inde- 
pendent complex Gaussians, one clearly gets for the L2(dco)-norm 

Ixal>N0 

a.l(co) g.2(o~) g.~(~o) g .4(o)  

hence ( 2 
( 2 ) = -  E in12 

Thus (1), (2), (3) are finite a.s. in a). 
Also for N > No, there is the following distributional inequality: 

P~o[ ( - ~  flCN[4+2aN flONl2--a2N) 

--(--~flCNol4+2aNoflr > 11 <Ce  -NOa (4) 

(for some 6 > 0). 
To prove (4), one considers the different terms (1), (2), (3) and uses the standard 

moment inequalities for linear combinations of products of Gaussians (obtained 
from hypercontractivity estimates). The contribution of expression (1) above to the 
difference in (4) is given by 
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1 ~ N0-2 Estimate (4) easily Similarly, term (3) contributes for ~M>N0 
follows. 

One deduces the following stability estimate (2 > 2) 

P c o [ - - ~ f , ~ N [ 4 + 2 a N f ] ~ P N l 2 - - a  2 > Z ]  =<e - e ~ .  (5) 

P r o o f  Choose No with (log No) 2 < ~. From (0) applied with N = No and (4), (5) 
follows. 

Hence, the renormalized Gibbs measure is a weighted Wiener measure with 
density in Np<oo Lp. 

2. Truncated N L S  

OHN u~t = i _ _  ~ iu N - Au N + PN(uNIuNI 2) - 2aN uN = O. 
OU N 

Rewrite equation (u = u N) as 

iut -- Au + 2( f [uf 2 - aN )u + PN(uluj 2 -- 2u f l u ]  z) = 0,  (6) 

I~.(o,)1:-1 CN(~O) is time invariant, and converges to where f lul 2 - aN = EI.I<=N 1.12 --  

coo(m) < eo a.s. in w. Define UN = e 2ieN(c~ �9 VN, reducing Eq. (6) to 

ivt - Av + PN(vlv] 2 - 2v f Iv] z ) = 0. (7) 

The nonlinear term is given by 

PN{ E ~(nl)'~(n~)~'(n~)e '<"~-"~+~'x>} (8) 
n2 4=nl, n 3 

- E "~(n)l'~(n)J 2e~<"'x>. (9 )  
I~1 < N  

3. Cauchy Problem 

iut - -  Au + PN(UJUl 2 - -  2u  f lu[ 2) = 0 
gn(ro) ei(n,x) 

bl = P N  u, u ( O )  = ~ N ( X )  = E I n ] < N  lnl 

on time interval [0, v]. 

Proposition. The Cauchy prob lem 

Jut - Au + (u]ul 2 - 2u f lul 2) = 0 
On(o~) ei(X,n) u ( o )  = 4 ~ ( x )  = E I.I 

(lO) 

(11) 

1 
�9 ~ (c~ > O) and the is well  posed  on [0, z] except  f o r  co in a set  o f  measure <_ e 

solution u is the (distributional) limit o f  the solutions UN o f  (10) when N ---+ oo. 
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In fact 
f N 

u - ~ gntco)ei((x'n)+l<2t) 
Inl 

is the limit in LH~(x2)[0, 7] o f  

U N -- 

f o r  some s > O. 

Corollary. Solutions o f  

gn(co )ei( {x'n)+lnl2t) 
I,,l<N Inl 
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v _ ~a/tN 
t - - '  ~y  (12) 

HN(0)  = ~bN(CO ) 

1 

for  t E [0, z] and N ~ ec converge fo r  co outside a set o f  measure < e - 7 .  In 
f ac t  

-- e2iCN(C~ " E ~ ei((x n)+t]n[2) (13) UN 
F~t<w I n l  

converges in LHeCS(T2)[0,~ ] when N --+ oc for  those co. 

Using invariant Gibbs measures e--HulldON (forming a convergent sequence to 
a measure # ~ Wiener measure) and probabilistic considerations, one shows next 
that a.s. in the co solution UN = UN,~ of (12) converges on [0, ~ [  and also (13) 
converges in H s for all t. The limiting flow leaves # invariant since e-HNHd(ax  
is invariant under the flow of the mmcated equation (12). The reasoning followed 
here is completely analogous to the argument in [B2] for the 1-dimensional NLS. 

4. Estimates on (11) 

Consider the integral equation associated to (11) 

t 
u(t) = S ( t )~  + i f  S( t  - "6)[(Ulb/] 2 --  2u f Ib/I 2)( 't ')]d't" , 

0 
(14) 

where S(t )  = e its. Consider the norm (space-time on [0, z]) 

Iflullb = f d 2 ( 1  + [nl2)s(1 + 12 -Inl21)i~(n,,~)l 2 

Here ~(n, 2) denotes the Fourier transform u, in the sense that 

u(x, t) = ~ f d2 ei({n'x)+~t)~(n, 2) for (x, t) c T 2 • [0, ~] 
n 

(15) 

(strictly speaking, ~ is not tmiquely defined and (15) should be understood as a 
restriction norm). The exposition below will be closely related to [B1], which the 
reader may wish to consult for more background and details. 
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We will show that for co outside an exceptional set of size < e ,a, the trans- 
formation 

t 

u H S(t)4) + i f  S(t - ~)[(ulul 2 - 2u f lul2)(z)] aT (16) 
0 

de nes an III Ills-contraction on the set S(t)4) + (111 Illx-ball). 
Write, cf. (8), (9), 

ulul 2 - 2u f lul 2 = ~ u(nl)u(rt2)u(rt3)e i(nl-n2+n3'x) 
n2 #nl, n3 
- 2 e i < ' ' x )  . (17) 

n 

The contribution of the second term in (17) is immediate. We consider the first as 
a trilinear expression, replacing the ~, ~, ~ factors by ul, u2, u3 resp. We limit each 
Fourier transform to a dyadic region [ni[ ~ Ni (i = 1,2,3). Denote w the first term 
in (17). Since 

~i2t _ gilnl2t 
]S(t-z)w(z)dr=-io , ez  2E  f d2 ~(,,2)ei("x>~ 2 in]2 j ,  

there is an estimate of 

by (cf. [B1]) 

i S(t - ,)w(z)d'c 

{~  ~ In[2Slw(n'~)1211/2 @- ~ ( d~.) 2} 1/2 

(18) 

where the denominator 12 -  ]hi21 means 12-  Inl21 + 1 (because estimates are local 
in time). 

For each of the ui (i = 1,2,3), there are 2 possibilities, 

1 
ui = Nii ~ g'(co)ei(<x'n)+dnl2)' (I) 

InI~Ni 

I l tu i l l l ,  < 1, ( I I )  

decomposing as S(t)O + (HS-ball). 
Denote N 1, N 2, N 3 the decreasing ordering of {Nb N2, N3 } and u 1,/,/2, bt 3 the cor- 

responding ui-factors. The estimates from [B] permit to bound (18) by 

"c c �9 exp log N 2 �9 Illullllslllu2111o Illu31110. (19) 
log log N 2 

This estimate appears in [B1] in the discussion of the 2D cubic NLS. The 
main underlying (Strichartz-type) inequality is inequality (26) below. The factor 

log N exp ~ appears from bounding the number of lattice points on a circle of ra- 
dius _-< N. 
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The exponent s will be a sufficiently small positive number. It follows from 
(19) that the following cases are taking care of 

ul(II), u2(II), (20) 

ul(II), u3(II) and log N 2 ~ log N 3 . 

If IIIvllls _-< 1, w e  may clearly write v as 

(21) 

\ l / 2 v  �9 / 
f d2'(12'1 + 1)-a/2 (n~nes(1 + [2'l)l~(n, n2 + 2')12) [e~'~t~ax,(n)ei(Inx)+tl~12)l, 

(22) 
~(n, n2+2 ') 

where a,v(n) = ( ~ ,  nzslv(;'/'"z+'~t)lz) . . . .  1/2, hence y'~, ~2Sla~,(n) l  2 = 1. Also be H61der's 

inequality, 

f (1 + I,Vl) -172 nNS(1 + [2'[)lV(n,n 2 + 2')12 d2' < (log K) 1/2 . (23) 
12'1 <K 

Next, we aim to bound the range of 2'. Observe that we may assume (restricting 
o )  that say 

~ gn(O))e i{x'n} ~ log N c (24) 
I , , l ~ N  

O<3 

for all N. Hence, 

I lu , [ l~  ~ clogN/ if ui is of type (I). (25) 

Recall also the main estimate used in the Cauchy problem for the 2D-cubic NLS 
(Strichart-type inequality) 

ei(<x'n)+tlnl2) < logl~ an exp �9 ( ~ lan 12) 1/2 . (26) 
N I n -  <N L4(T3) 

This L4-inequality reduces to lattice point counting on circles and the exponential 
factor bounds the divisor function. For details, see again [B1]. 

Hence 

I"-no ~ I f d2 a(n, 
,~ )ei( (x,n)+;~t) 

<N L4(T 2 • [0,1]) 

( n  ~ \ 1/2 <<N ~ f d,~(1 + I,~- Inl21)la(n,'Z)l 2) �9 (27) 
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To prove (27), write n = no +n~,lnll < N and 2 =  ]n]2+21. Estimate for 
[,~ --[//[21 < K 

I Z f d2{a(n,'q.) ei(('~''}+;~t)} 
In-nol <N ]2_lnj2j <K L4(T 2 X[0,1]) 

< f d21 ~ a(no+nl, lno+nll2+J.1)e i((x+2n~ <<by(26) 
1211 <K n 1 <N L4(T2 x [0,1]) 

N ~ f d)q la(no+nl, lno+nlt2+j.1)[ 2 
[211<K In N 

( n  ~ I 1/2 <= N*(logK) U2 f d).(1 + I)~- Inl21)la(n,J.)t :~ 

This bound is conclusive, except if logK >> logN. Now the range J 2 -  ]nl2J > N 20 
may be trivially estimated, writing from the triangle and Hausdorff-Young inequality 
w.r.t, the t-variable 

[I.-~<N f d2a(n'2)ei((x'n)+zt) [ 
I 2~- I n 121 > NaO L4(dx dt) 

} 3/4 

< ~ f [a(n, 2)14/3d~, . 
/,~-,,ol <N I;~--I,?I>N 20 

This expression is bounded by N2N -5, from H61der's inequality, which estab- 
lishes (27). 

By interpolation, for 2 __< p < 4, 

f d2 a(n, 2)e i((x'n)+;~ 
In--no[ <N LP(T2 x [0,1]) 

<< N e fd2(1 + [2-  Inl2l)z-~la(n,2)l 2 (28) 

Consider first a triplet (u>u2,u3), where u I is (II) and hence u 2 is (I) (otherwise 
we are in case (20)). We estimate using duality (18) by 

(N1)S f u 1 �9 u 2 . u 3 �9 v ,  (29) 

where 

.(n, ,~) 
v = ~ f d ~ . i 2 _  tn{Zll/~ei((~'~)+;~ or v = F # f d 2  v(n) d(<~,~>;.t ) 
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with y'~.fd2lv(n, 2)12< 1 and ~nlV(n)12< 1. Applying (28) with p = 3  and 
(24), estimate (29) by 

(NX)" ~ f lpJul] ~ lu2] �9 [u3l-IPjvl ~ (N1) ~ ~ IIPJua[13 �9 Ilu2H~llu31131lrjvlP3 
Jcd JcJ 

<< (N1)~(N2)~ 2 ( 2fe l - 
JC~ \nCJ 

\ 1/2 I/2 
X (~n fd~l}~-'/'/1212/3'/A3(/'/'~)12) (n~J fd,,~]l~-I/,/12l-l/3+l~(v/,~), 2)  

( < (N2) ~ 2 fd21nl2Sl "t -Inl21V31~(n,'~)l 2 
I~I~N 1 

\ 1/2 

( in~N3 f d'~l}" - In'212/3'u3(n,~,)' 2) 

x ( ~  fd212-,n12,-1/3+]~(n, 2)12) 1/2 (30) 

Here ~ denotes a partition of the set [In[ ~ N 1] in intervals d of size ~-, N 2 and 
Pj is the corresponding Fourier restriction operator in the x-variable. 

Thus the preceding estimate (30) is conclusive provided for some ui of type (II) 
we consider the contribution of ff//lK/~_ln,121>>(N2)q or if the denominator 2 - In/2 in 
(18) satisfies 12 - In[2[ >> (N2) ~. Hence we may in the estimate of (18) assume 

12 - Inl21 ~ (N2) ~ and I1~i- Inilal ~ (N2) ~ if ui of type (II). (31) 

It follows from (22), (23) that, up to introducing a factor logN2 in estimating (18), 
the ui of type (II) may be taken of the form 

Ui = e  i2;t ~ ai(n)e i((n'x}+tlnl2) , (32) 
Inl~Ni 

where 

12;1 <<N~ and ~n2Slai(n)12 ~ 1. (33) 

Thus (18) with w the first term in (17) is bounded considering an expression of 
the form 

(l~ { tnl <~N1 
al (nl )a2(n2 )a3(n3 )12 } 1/2 

n=n 1 n2+n3,n2#-nl,n 3 
Inl2=]nl p2_ Fn 212+ In 312+/, 

(Inil ~N/ ,  i =  1,2,3), (34) 

where I~l << (N2) ~, ~ ]aI(n)l 2 < 1, a2(n) = g'(~) a3 (n )  = gn(c~) = U 2 ' --93-- or ~ [a3(n)[ 2 < 
(N3) -2~. 
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Next, assume u 1 of  type (I). Estimate by (24), (28), 

(29) < (Na)Sllull]~llu2l]3]]u3ll3llv[]3 

<= (N1)S(logN1) �9 (N2) e ~ f d~l 2.- In1212/31~Z(n,2)12 
In]~N2 

( • ~ fd)@-In1212/31u3(n, 2)l 2 
Inl~N3 

x ( n ~ f d 2 , 2 - [ n , 2 1 - 1 / 3 + l ~ ( n , 2 ) , 2 )  1/2 . (35) 

Thus the estimate (35) is conclusive provided for some ui of  type (II), we consider 
the contribution of  ~i][i,~i_lnil21>(N1)V q or if the denominator 2 -  Inl 2 in (18) satisfies 

I,~- Inl2l > (N~) 7s. Thus in this case, (18) may be estimated assuming 

I,~-Inl2l < (N1) 7s and [ h i -  [nil2l < (N1) 7s if u i is of  type ( I I ) ,  

and hence is bounded by 

{ ~n )a2(n2)a3(n3 ) 2"l ( logN1)2(Nt)  ~ 2 al(nl ~ (Inil ~ N i ) ,  (36) 
n=n 1 --n24-n3,n 2 4:nl,n 3 
InlZ=lnl 12- ]n 212+1n312+~ 

where I~1 < (N~) 7s, al (n)  = g'(m) and a i (n )=  g,,(o~) - 7 -  ~ or ~ lai(n)[ a < ( N i )  -2s for 

i = 2,3. 
Observe that for n = nl - n2 + n3, 

Inl 2 - ([nil 2 -]n2k 2 + In3[ 2) = 2(n2 - nl,n2 - n3), (37) 

hence the second condition in the summation in (34), (36) may be written 

(38) (n2 - hi,n2 - n3} = ~ .  

If 1~21 > lO(Inll+ln31),  I ( n 2 - n l , n 2 - n 3 ) ]  " In212 and it follows from I#l << 
(N2) ~ or I#1 < (N1) 7s that thus tnl[ ~ N  a or tn31 ~-,N 1. Hence, we may assume 
nl = N l, since the role o f  ubu3 is identical. We assume here s small enough 
( ~ <  -27). 

Our next aim is for given n and/~ to estimate 

( (39, # (nbn2,n3)[[nil ,.o Ni and n = nl - n2 +n3 , (n2  - nl, n2 - n3} = ~ �9 
n2 ~-nl,n3 

In the proof o f  Lemma 1 below, we will use some elementary facts about lattice 
points on circles in the plane. First, on a circle of  radius R, there are at most 
e x ~  log R t ' ~  << R~ lattice points. As already mentioned above, this bound is an es- 
timate on the divisor function (considering factorization in the ring of  Gaussian 
integers a + hi, a, b ~ Z). Secondly, if  F is an arc on a circle of  radius R and 
IF[ < cR 1/3, then F may only contain two lattice points. Indeed, if  there were 3 
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distinct elements PbP2,P3 in F N Z 2, then 
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[1 1] 
- -  > 2 area triangle (P1,P2,P3) = det 1 P2 E Z \ { 0 }  

R 1 P3 

leading to a contradiction. This last argument is the essence o f  Jamick's theorem 
on the distribution of  lattice points on strictly convex arcs (see [BP]). 

Lemma 1. 
(39) << min{NZ(N1 A N3) e, N2N3(N3)e}. (40) 

(Recall that N1,N2,N 3 is the decreasin9 orderin9 of  N1,N2,N3.) 

Proof 

(i) Fix n2 and write (nl - n z ,  nl - n )  = - ~  as 

nl n § n2 2 11 n- -n2  2 
2 = - 2  § ~ " (41) 

Thus (41) corresponds to the lattice points nl on a given circle with Inll ~ N1. Their 
number is bounded by e x p ~  (distinguish the cases log N1 > log radius and 

log N1 << log radius; in the second case, the number is at most 2, by the triangle 
argument). This gives the first bound in (40). 

(ii) Write the equation as ( n - n b n -  n 3 ) =  ~ and assume InN[ =< Inll. wri te  
n - n3 = r(a, b), with a, b relatively prime, v 4= 0. It follows that 

# 
(nl,(a,b)) = -2rr § (n,(a,b)) . (42) 

NI I f  a,b=#O, the number of  solutions of  (42) in nl is at most 1 § I~lvlbl" 

Consider the case a, b 4 0 ,  InBI > l a l v  Ibl. Fix A,B, lal ~ A ,  Ibl ~ B. The hum- 
N3 The corre- ber of  ng's satisfying n - rt 3 = r(a,b), In3[ > l a l v  Ibl is at most A~2" 

N1 N 3 N 1 sponding number of  nm's is 7-~'  This gives the bound ~-~A,B A �9 B " AvB avB 
N1N3 log N3. 

Assume now n3 satisfies ]n3t < la] V ]b]. Fix n3, thus N32 choices and estimate 
N1 N 1 the number of  n l ' s  by 1 + ~ < ~ .  Thus this contribution is bounded by N1N3. 

If a = 0 (b 4= 0), n3 is restricted to N3 choices (n, n3 with same first coordinate). The 
first coordinate of  nl is arbitrary and the second defined by (n - nl,n - n3) = ~. 
This gives again a bound by N1N3. 

Hence there is also the estimate by NIN3 log(Nm AN3). 
(iii) Write the equation as ( n - n 3 , n 3 -  n2)= ~. Write n - n 3  = r(a,b) with 

r +0 ,  a, b relative prime. As in (ii), the contribution of  a, b =#0, In21, ]n3] > ]a] V ]bl, 
is estimated by N2N310g(N2 AN3). The contribution of  In3] < ]a] V ]b] < ]n2] is 

Nz N2 bounded by 3 ~ = N2N3 and the contribution of  ]n2] < ]a] V ]b] at most N32. For 
a = 0 or b = 0, the number of  possibilities is NzN3. 

This yields the estimate N~N3 log(N2 A N3) + N 2. 
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From (i), (ii), (iii), it follows that 

(39) << min{N2(N~ AN3)~,N1N3(N1 AN3)~,N2N3(N2 AN3)  ~ +N32, 

NzN~(N2 A NI )~ + N2} . (43) 

In case {NZ,N 3 } = {N2,N3} and N3 > N2, write N~(N1/~N3) ~ =< N~N~2 ~ < N2N3N~ 
and similarly if  {N 2, N 3 } = {N2, N1 }. 

This proves the lemma. 

L e m m a  2. Consider the set 

S = { ( n l , n 2 , n 3 )  [ n2 ::]=nl,t/3 and (n2 - nl,n2 - n 3 )  = [ 2 } .  

(i) For fixed nl, #S(nl) << N2N3(N2 AN3)  ~ and #S(nl) << N2N~. 
(ii) For fixed n2, #S(n2) << N1N3(N~ /~ N3) ~. 

(iii) For fixed nbn2, #S(nbn2) < N3. 
(iv) For fixed nl,n3, #S(nl,n3) << N~. 

Proof 

(i) Fix nl and consider estimate (i) in L e m m a  1, with n ~ nb nl +-+ n2, n2 +-+ 
n3. This gives the bound N2N~. Apply  next estimate (iii) o f  L e m m a  1 with n +-+ 
nl,  n3 ~ n2, n2 +-+ n3, giving the bound N2N3(N2/xN3) ~ + N ~ .  In case N2 > N3, 
use the N~N~ bound. 

(ii) Follows from (ii) o f  L e m m a  1. 
(iii) Immediate.  
( iv) Follows from lattice point  estimate on circles. 

We list the different (Ul,U2,U3)-cases to be considered in bounding (18). As  
mentioned earlier, we may  assume nl = N 1 . Cases (20), (21) are already considered: 

Case (a)  : nl = NI ( I I ) ,  n2 = N2(I) ,  n3 = N3(II) .  
Case (b) : nl = NI ( I I ) ,  n2 = N3(II) ,  n3 = N2(I) .  
Case (e) : nl = NI ( I ) ,  n2 = N2(II) ,  n3 = N3(II) .  
Case (d)  : nl = NI ( I ) ,  n2 = N3(II) ,  n3 = N2(II) .  
Case (e) : nl = NI(II~,  n2 = N2(I) ,  n3 = N3(I) .  
Case ( f )  : nl = NI ( I I ) ,  n2 = N3(I) ,  n3 = N2(I) .  
Case (9) : nl = N I ( I ) ,  n2 = N2(I) ,  n3 = N3(II) .  
Case (h) : nl = N I ( I ) ,  n2 = N3(I) ,  n3 = N2(II) .  
Case (i) : nl = NI ( I ) ,  n 2  = N2(II) ,  n3 = N 3 ( I ) .  

Case ( j )  : nl = N1(I) ,  n2 = N3(II) ,  n3 = N2(I) .  
Case (k) : nl = N I ( I ) ,  n 2  = N2(I) ,  n3 = N3(I) .  
Case ( l )  : nl = NI ( I ) ,  n2 = N3(I) ,  n3 = N2(I) .  

gn(co) e i (n ,x)  Consider first cases (k), (1) depending only on the data q5 = ~ Inl 
gni (09) 

Thus we have to estimate (36),  where ai(ni) = - - - ~ ,  Inil ~ Ni. Assume nl,n2,n3 
distinct. We may  assume co satisfying 

gnl (co) gn2((D) gn3(co) 2 

"=n1-"2+~3 Inll In21 In31 
[nl2=lnl 12- In 212+1n312+~z 

<< (N 1 )~ . ~ N~2Nz2N3 2 , 
n=n 1 --n2+n 3 

Inl2=lni 12- In212 +1,,312+~ 
(43) 
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the co-exceptional set being of size e -c(N1)a. Summation of (43) yields for (36) the 
bound 

(N 1 )Z(N 1 )s ~ N12N22N32 << (N 1 )s--I/2+e (44) 
nl #=na +n3, lni l~Ni  

<~2-.>.2-.3)= 

1 applying Lemma 2, (iii) with nl +-+ n3. We take s < g. 

Next assume nt = n3 =t=n2. The conditions n = 2n3 - n2, In2 - n3[ 2 = ~ yield a 
number of terms at most (N2 A N3)% Hence the (43)-bound is still valid. Thus (44) 
gives a bound on (18) in cases (k), (1). 

We analyze the cases (a)-(j).  Some of them will require additional arguments. 

Case (a). Use the estimate (34). The number of terms in the second summation is 
at most N2N~ +~, by Lemma 1. Thus, by HSlder's inequality, Lemma 2 (iv), 

(34) <<(N2)~{N2NJ+~ ~ lal(n~)12N22+~la3(n3)12} ~/2 
n2 #:nl,n3 

(n 2 --n 1, n 2 --n 3 ) : 

(45) 

N3)  1/2 
<< (N2)* N72 N3-S << N~-S" (46) 

Observe that for N1 >> N2, the w-expressions corresponding to different dyadic val- 
ues of N1 are orthogonal and hence the [11 II Is-norms of the corresponding contri- 
butions to the nonlinear term add up in 12. This leads to a bound of the form 
M~-SLIlutlIIslIBu311L if  we restrict N2 > M. On the other hand, exploiting the 
small time interval [ 0 , J  and the ] 2 -  Inl21-factor in the definition of the III l i b  
norm, one also has an estimate of the form M% lllullll?llu311L using for in- 
stance a straightforward L 4 • L 4 x L 4 x L 4 estimate (after projection) on (29) and 
[luill4 < M1/4~l/a-llluil] I for i = 1 or 3. Consequently an estimate ~alllulll b rllu3llls 
in (18) is obtained, for some 6 > 0. We don't repeat those considerations again 
later on. 

Case (b). Use estimate (34). Applying the HSlder's inequality in the inner summa- 
tion w.r.t, the n2-summation, }-~n2 ]a2(n2)] 2 < N22s" This gives 

N~N~-~ / 
k n, n21 n:nI  --n2+n3,n2 #=hi ,n3 

<n2-nl,n2--n3)=~ 

a l ( n l ) ~  2} 

"1 1/2 
<< N~Ns s Z lal(n1112N3 2+~) 

n2 ~nl ,n3 

<n2-,l,,2-,31= 

1/2 

~ N ~ N 2 S ( N 2 N 3 N ~ N 3 2 )  1/2 ~ N ~  - s  . (47) 

Applying the estimate from Lemma 1 (i) (replacing nl by n3) and Lemma 2, (i). 
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Case (c). Use estimate (36). Proceeding as in case (b), we estimate by 

N~+SN2St.n~,~2ln=nl_n2__~r.3,n2{ z . 2.1/2 #n1,n3 gn~n17 )a3(n3) } 
(n 2 --n I , n 2-n 3 ) = 

<< N~+S'N2S { ~ N12,aa(n3 ),2 } 1/2 
(n2--nl,n2--.3)=~ 

1 

<<~'1 -'2 ,*'~ ~'3 ~,2~,1~2~ <<Nf \ N 2 /  N S ,  (48) 

applying Lemma 1 (i) and Lemma 2 (i) with nl replaced by n3. 

Next, we make another estimate using the Gaussians {gnl(CO) ] Inll~ N1}. Ap- 
plying H61der's inequality with respect to n3 in the inner summation, estimate by 

NlS+gM_S{n~n 3 ~ 2}1/2 "'3 ~ a2(n2) �9 (49) 
n=n 1 -n2--n3,n 2 #nl,n 3 

(n2--nl,n2--n3)=~ 

Fix n3, In3[ N N3. Define the matrix f#  = ~#~o = (On, n2)[nl<Nl,n+n3 by 
In2l<N 2 

~ Nllgn+n2_n3((.o) if {n3 - n ,  n2- n3) = ~,n2q=n3 
(50) Gn, n2 

L 0 otherwise. 

Estimate (49) by 

and 

N S @ g  AT- -S  A T- -S  AT II * II 1 1v3 1v2 lv3[[~co~c~ 1/2 

] '~*] ]  ~-mnaX (n~2 ]~ ~ ~n2 

The first term in (52) is bounded by N2N1-2+*. Write 

(51) 

O'nn2~nln2 2~ 1/2 (52) 
/ 

n~-n  I 

2 

~nn2 ~ntn2 = N 1 4  ~ 
t72 n~n t (n3--n, n2--n3)=- ~ 

(~3-.',.2-~3)= 
n 2 #n 3 

gn+n2-n3 ( Og ) gn' +n2-n3 ( 09 ) 2 , ( 5 3 )  

which expression depends on the initial data qS~o. Observe that the Gaussian 
2-products in the inner sum are at most repeated twice. Hence (53) may be es- 
timated by 

/z 
N14#{ (n,n',n2)ln:3t=nt, n =~/'/3, nt */73,/72 *//3, (n3 -/7,/72 --/73) = ~ , 

(n3 -- /Tt,/72 -- /73) = ~ . (54) 

The condition (n3 - n, n2 - n3) -- ~ allows N1N~ +~ pairs (n, na), by Lemma 2 (ii). 
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Next, since n2 #:n3, there are at most NI possible choices for n'. The resulting 
7~7--2 ~/-1 +~ estimate on (54) is ~'1 ~'2 . Consequently, from (51) and the preceding 

1 

NS+eNI-SN-S(N-2NI+~-~I/4 N~ -1 (Nl"~S-gNl-S " 
(49)<< 1 3 2 1 2 J ~N2/ /  (55) 

-~+~ 
Combining (55) with the previous bound (48), one easily gets the bound N 1 in 
Case (c). 

Case (d). Same estimate applies as in Case (c). 

Case (e). We have to estimate (34) with nl E J ,  where J is a subinterval of  length 
N2 in [In1[ ~-, N1]. Thus 

N~ 

1/2 

al(nl)giz-~2]o) gn3(-r162162 ~  2 / n3 ] ' (56) 
n=nl -n2+n3,n2 4:nl ,n 3 

( n - n  1, n - n  3 ) =p / 

where (ai(nl))nl6j satisfies }-~'~nlCJ lal(nl)] 2 < 1 and .7 is a doubling of J .  Define 
the matrix N = ~o~ = (cr,,,1)nEJ, n l E J  by 

~.,.j = N z 1 N f  1 ~ gn2(o))gn3(co), (57) 
n=n 1 --n2+n3,n 2 +nl,n 3 

(n--hi,n--n3)= # 

where the summation extends over indices n2, n3. 
Estimate (56) by N~[[(r 1/2 and 

( ~n l~6J 2)  1/2 
n 1EJ n t n 

(58) 

Since n2 =bn3 in the summation (57), we get 

1~112 << (N2N3) -2  �9 

n l  C J  

# { ( n ~ , n 2 , n 3 )  I n = n~ - n2 + n 3 , n 2  # n ~ , n 3 ,  (n  - n l , n  - n3)  = , , }  �9 N ~  

~< (N2N3)-2N2N2N~ ~ N ~  - 1  , (59) 

assuming 
! 2 (60) 

where ~ '  denotes the (57)-summation. 
Write explicitly 

2 g .~ (~ )gn~(~ )  2 
~ ~nnl~n',nl = (N2N3) -4 ~ ~s , (61) 

n + n  t n l E J  n#:n t (*) 
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n I n / ~ such that where ( , )  refers to the set of (nl ,n2,n3,  2, 32 

nl E J  

n = nl - n 2  + n 3 ,  n2 # n b n 3 ,  (n - n b n  - n3) = # 

n '  ---- /'/1 - -  1"/~ -}- n~ ,  ]'/i :~=iv/1,n~ , @/  _ / /1 ,17 /  _/~/~) _-- ,t/. 

(62) 

Consider the following cases: 

case (i). The indices nz,n3,n~2,n~ are distinct. 
1 case (ii). n2 = n 2 (n3 #n~). 

case (iii). n3 = n~ (nz=t=n~). 
case (iv). n2 = #3,  n3 ##2 .  
case (v).  n2 #n'3 , n3 = n~. 
case (vi).  n2 = n~, n3 = #2. 

Case (i). Denote y]~.) the corresponding subsummation of ~ ( . ) .  Clearly each of 

the order 4 Gaussian products in ~ . )  can only appear a bounded number of times. 
Hence we may assume 

~1(,) g,2 g'3gn' 2 gn' 3 2 << N~ y-~l(,) 1. (63) 

Hence, the corresponding contribution to (61) is bounded by 

(NzN3 ) - 4 N ~ ( # S )  , (64) 

n' n / ~ such that where S stands for the systems (nl ,n2,n3,  2, 3] 

n, In _l  N2, In I  N3,141  N2, leVI 
n2 # n l , n 3 ,  n12 #n1 ,n~  

<n 2 --  /'/1, n2 - -  n 3 )  = ,U, < ' i  - -  " 1 ' ' 1 2  - -  " ~ )  = # "  

(65) 

Hence 
# S  2 2 e 2  << NI ) 

fixing nl E J and applying the second estimate of Lemma 2, (i). Hence 

(64) << N~ -2 . (66) 

Case (ii). n2 = #2 ~ n 3 # n ~ .  Denote ~ . ) t h e  corresponding subsummation of 
)-~(.). Thus 

~ 2  gn2 9n3 9 4 gn' 3 2 << N~ ~ (#S (n ,n ' , n3 ,n~) )  2 , (67) 
(*) ,3,,'3 

where 

Thus 

S(n,n' ,n3,n~3) = { (n l , ne ) l (nbn2 ,n3 ,n2 ,nr3 )  satisfies (*)}.  (68) 

I #S(n ,n ' , n3 ,n3 )  <= # { ( n l , n 2 )  lnl E J, n = nl - n2 + n3, ( n -  n l , n -  n3) = ~} < N2, 

(69)  
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and the contribution of ~(z.~ to (61) is bounded by 

(NzN3 )-4Nd+a(#S) , (70) 

where now S consists of the systems (nl,//2, n3, n~) such that (nb n2, n3,//2, n~ ) fulfills 
(65). Hence clearly 

#S << N~NZN~N3 (71) 

and 
(70) << N~-IN31 . (72) 

= ' nz=#nt2 . Denoting ~ . ~  the corresponding subsummation of Case (iii). n3 n 3 
~(. ) ,  we have 

N ~3  ~z~z g,,3 9~; << N~ ~ (#S(n,n',n2n~2)) 2 , (73) 
(*~ ~2,~ 

where 
! ! 

S(n,n ,n2,n 2) = {(nl ,n3) l (nl ,n2,n3,  n2,n3 ) '  satisfies (*)}, (74) 

and thus 

# S ( / / , / / / , n 2 , / / ~ )  ~ #{ (nl,n3 ) l n = nl - / / 2  -]-//3, @3 - / / 2 , / /  - / / 3 )  = # }  << N~ . 
(75) 

The contribution of ~ . ~  to (61) is bounded by 

(NzN3) -4N~(#S), (76) 

where S consists of the (n~, he, n3, n~) such that (nl, n;, n3, n~, n3 ) fulfills (65). Thus 

#S << N2N~N~ (77) 

and 
(76) << Nf2+~N32 . (78) 

Case (iv). n2 = n~3, n3 +n~2. Denoting ~ . ~  the corresponding subsummation, we 
have <2 

4 - -  ~ (#S(n, n', n3, n~))2 (79) 
(*) 9,2 #n3 9n' 2 << N~ n3, rtl 

where 
! / 

S(n,n ,n3,nz) = {(nl ,nz)l(n~,n2,n3,  nz, n2 ) '  satisfies (*)}, (80) 

and thus 

~ S ( n , / / t , / / 3 , / / ~ )  ~ # { ( / / 1 , n 2 )  I//1 E J , n  = / / 1  - t/2 q-/ ' /3, Q'/ - / / 1 , n  - 1/3) = ]~} < N2. 

(81) 

The contribution of y~,)  to (61) is bounded by 

(N2NB )-4NI+e(#S) , (82) 
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where S consists now of the 
(65). Hence 

AT2+~ AT 2 
# S  << " 2  ~'3 , 

by Lemma 2 (i) and Lemma (2) (iv) and 

J. Bourgain 

(nl,nz, n3,nl2) such that (nl,nz, n3,nlz, n2) fulfills 

(83) 

meaning that nl,n2,n3 are different and 

/ 7 = / 7 1  - - / ' / 2 + / ' / 3  

/7t = /71 - -  /73 -~-/72 

Thus n + n  ~ = 2n1 and #S(n,n ~) < N3. 

The contribution to (61) is thus 

' ( iv) .  Case (v). n2#n~, n3 = n2 : Same as 

Case (vi). /72 = / 7 ~ ,  /73 = / 7 ~ .  Denoting X-'(6) the corresponding subsummation, w e  z_,(.) 
have 

~(6) ~ g~3 << N~(#S(n, n')) 2 , (85) 
(*) 

where 
S(n,n') = {(nl,n2,n3)J(nl,nz, n3,n3,n2) satisfies ( . ) ) ,  

( n - n l , n - n 3 )  =]2 
( n ' - n l , n ' - n 2 ) = ] 2 .  

hence 

Thus 

and 

--4+e --3 N~(N2N3) -4 ~ (#S(n,n')) 2 <<N~ N 3 (#S), 
n=~n ! 

where S consists of the pairs (nbn2,n3) such that 

(n2 - -  /71,/72 - -  n3 )  = ]A, (/73 - -  /71,/73 - -  "2 )  = ]2 ,  

]n2 - -  n3 ]2 = 2]2. (90) 

#S << NZN~N2 (91 ) 

From(59),(93), 

I1~*11 << N Z  a/?+~ . 

Hence 
(56) << N21/4+e , 

which is the bound on (56) and thus for Case (e). 

( 8 8 )  << N 2 3 + e N 3 1  . 

Collecting the various bounds (66), (72), (78), (84), (92), it follows that 

(61) << N~(NzN3) -1 < N2 l+~ . 

(86) 

(87) 

(88)  

(89) 

(92) 

(93) 

(94) 

(95) 

(82) << N21+~N32 . (84) 
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Case (f). By Lemma 1 and Lemma 2, (i) we get applying first H61der's inequality 

(56) << N~N2 ( 
n 2 ~nl,n3,n 1EJ 

(n 2-nI,n2-n3 ) =,u 

lal(ni ) 12N22Nf2) 1/2 

I+~ - 2  - 2  1/2 __ kT~AT1/2kF 1/2 
<< N;N2(N1 N3N2 N3 ) -- ~'3~'2 ~'3 " (96) 

Hence, if N2 < N~ ~1~ we get an estimate N 3 31~ say. Otherwise the estimates 
1 

made above in case (e) will yield a saving of N 3 3oo also. 

Case (g). We use estimate (36) 

n=n 1 --n2+n3,n2 4~nl,n3 
(n--nl,n--n3)=# 

~nllnll(r g~2 ~c~ ) a3  ( n 3 ) 2 ) 1 / 2  (97) 

with ~ ]a3(n3)[ 2 < N32s. From H61der's inequality and Lemma 1, we get 

(97) << N~+~(N2N3 ) 1/2 ( 
\ 1/2 

N~2N221a3(n3)l 2} , (98) 
n 24~n I , n 3 / 

{n2--nl,n2--n3)=# 

and from Lemma 2 (i) 

( 9 8 )  << N f + e ( N 2 N 3 ) I / 2 ( N 1 2 N 2 2 N I N l + g ) l / 2 N 3  s ~ N ~  NI  (99) 

1 
Thus we may assume N3 > N [ - - -  
(f), (e). 

1 
100 and we can use then the estimates from cases 

1 

Case (h). Estimate (36) as in case (g) with the same result. Again if N3 > N~ lOO, 
the estimate in case (f) applies. 

Case (i), (j). Estimate (36) 

gnl(~ g.3(o) 2,1/2 
N~ +~ ~ ~ - -  a2(/'/2) (100) 

o=o1-~ Inl  
(n--nl,n--n3)=l~ 

<< Nf+*(N2N3 ) 1/2 ( N12Nf 2la2(n2)12) 1/2 
n2#nl,n 3 

(n 2 nl,n2-n3)=# 

~ N]+~(N2N3)l/2N2SNl lN31(N1N3) 1/2 ~ N~ Nil (101) 
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We may also apply the estimate from case (e), introducing an extra factor N~ to 
control u 3 in H s. This yields the bound 

N~ -�88 �9 N3 (102) 

: '  
from (55). Thus it follows from (101),(102) that we may assume N2 > N i00, 

N3 > N]/5. 
We next prove one more estimate, repeating mainly the argument from case (e). 

Define ff = ffco = (~.,.2) I.l<N1 by 
In 2 I~N2 

(Tnn 2 = N l l N 3  1 ~ gnl(09)gn3(O) ) . ( 1 0 3 )  
n=n l --n2 +n3, n2 + n 1, n3 

(n--nl,n--n3)=l~ 

Estimate (100) by 

Nf+~ NZ~II~*II 1/2 , 

where 

(Tnn2 Crnl,n 2' 21 

1/2 

(104) 

(lO5) 

By the condition ( n -  n l ,n  1 - n 2 )  = #, the number of  summands in the definition 
of  a , , ,  2 is at most N~. Hence the first term of  (105) is bounded by 

N 2  AT e A/--2 A/--2 1 ' 1 ~ ' 1  ~ '3  < <  N(  -1/3 , (106) 

since we assumed N3 > N]/5. 
We analyze again the second term in (105). Write explicitly 

ffn,n2~nt,n2 2 gnt3 2 2 2 = (NIN3) -4 ~ 2 g n l  g.3 g.~ , 
n.t=n t n 2 n+.  t (*) 

(107) 

where ( , )  refers to the set of  (hi,n2, i t n3,n l ,n3)  such that 

n = nl -- n2 + n3, n2 @hi,n3, (n -- n l ,n  -- n3) = # (108) 

Consider the following cases: 

case (i): 

case (ii): 

case (iii) : 

! ! 
The indices nbn3 ,n~ ,n  3 are different. 

! 
nl = n 1 (n3 @n~).  

/ 
nl = n 3 (n34=n]).  

There are the symmetric cases. Observe that i f  nl = n3 say, we get g~l and the 

{gn 2} are still independent of  mean zero, since the g, are complex Gaussians. Hence 
this case does not require a separate argument. 

Case (i). Denote ~ the corresponding subsummation. I f  the nl,n3,n~,n~3 are all 
different, each of  these order 4 Gaussian products only appears a bounded number 
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of times in the summation and 

g~ 2 
~..]1 gn, gn3 gn{ << N~ ~ l .  (109) 
(*) (*) 

Thus 
(107) << (NaN3)-4N~(#S), (110) 

where S stands for the systems (na,n2,n3,n~,n~) such that 

I n2 :qt=~a, t t n3'nl'n3 (111) 
(tt2--l ' l ,n2--/q3) = # ,  (/72 --g/i,n2' --rt~5 =]A " 

Hence 
#S << N~Ne2(N1N3) 2 (112) 

and 
(110) << N~N[-ZN2N] -2 << N11/3 . (113) 

Case (ii). Denoting y]2 the corresponding subsummation, 

~2gn,  gn3 g"~ gn'3 2 << N1 ~ ~ (~S(/'/,F/t, n3,r/~)) 2, (114) 

where 
S(n,;vt/,n3,rt~) = {(hi,//2) I (nl,ng, rt3,//a,n~) satisfies ( , ) } .  

Hence 

#S(n,n',n3,n~) < #{nap Inal ~N~, (n--nl,n--n3) =/1} < NI, (115) 

and the contribution of ~-]2 to (107) is bounded by 

(NAN3)-4N~+e(#S), (116) 

where S consists of the (na,n2, n3,n'3) such that (na,n2,n3,nl,n~) satisfies (111). 
Thus 

#S << N2N~N1N3N3 

and 
(116) << N~NlZN2N] -2 < N[ -1/3 . (117) 

Case (iii). Denoting y]3 the corresponding summation, 

g~ 2 

~3(,) gnl an3 gn~ << N~n3,~n ~ (#S(n,n~,n3,n~l))2, (118) 

where 
S(n,n',n3,n~) = {(na,n2)l(m,n2,n3,n~,m) satisfies ( , )} .  

Hence 
#S(n,n',n3,n~) < N1 , (119) 
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and the contribution of  ~-~3 to (107) is bounded by 

(N]N3 )-4N~+~(#S) , (120) 

where S consists of  the (n1,n2,n3,#1) such that (nbn2,n3,n~,nl) satisfies (111). 
Thus 

#S << N?NZN~N1 

and 
(120) << NfN3 -2 < N1-1/3 . (121) 

Summarizing, it follows from (113), (117), (121) that (107) < N1 - ] ,  thus by 
(106) 

II ~ *  11 < N11/6. (122) 

Hence 
(36) ,(100) << N; -1/12 ( N1 ~s ~ l~_s \ ~ /  <<N] - ~ - ] ~  . (123) 

From the preceding, we get in case (i), (j) the estimate 

1 
N1 300 (124) 

This completes the analysis o f  the different cases (a)-(1). 

It follows from this analysis that fixing an interval [0,'c], we have 

(18) < cz 6 (125) 

for some 6 > 0 .  Here w = u ] g z u 3  with uicS(t)~o~+([ll  Ill~-ball), r = 
at 

gn--~(~-ei(n'x)ln] , and (125) will hold outside an co-set O of  measure < e -1/z , for 

some 61 > 0. 
g.(o~) ei( (n,x)+lnl2t) Observe also that if  for one of  the u/ we consider ~lnI>M f~I 

there is an extra saving of  M -~, i.e. 

(18) < c~6M -~ . (126) 

The transformation T defined in (16) is a contraction, since 

IIIZu - zvl l l~  -5_ < c ~ l l l u  - r i l l s .  (127) 

In this estimate, one of  the ui 's  equals u -  v E H q  Hence, for co ~ f2, Picard's 
theorem gives a solution u to (11). 

Let r = r  be a "good data" as above with solution u, u(0) = qS. Let 0 E H s, 
liq ~ - 0Ils < ~ .  Consider the map TlV" S(t)O § i Jo S(t - z)[(vlv[ 2 - 2v(lvl2)(z)]d~. 
Writing TlV = Tv + S(t)( O - (a) ,  it follows that 

IIITI~ - s ( O r  

Hence T] maps S(t)~b + (Ill 
TI(V') = T(v) -- T(J).  Thus 
Moreover 

I1r - Oils + Ill:rv - s ( t ) r  < ~ 6  + < 1 .  

lies-ball) to itself and is a contraction, since T ] ( v ) -  
(11) has also a solution v for initial data v ( O ) =  O- 

Lllu - ~llts < 211~o - 011g~ ( 1 2 7 ' )  
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and also (cf. [B1] or the discussion in [B2], Sect. 2). 

I l u ( t ) -  v(t)llH, _-< c l l ~ 0 -  r for Itl < z .  

443 

(127")  

5. Comparison and Convergence of Solutions 

Let us compare next the solution of  the truncated equation (10) 

iut N - A u  N + PN(uNluNI 2 -- 2U N f [uN[ 2) ---- 0 

U u PNU,  u N ( o )  Y gn(m) ei(,,x) , (128) = = 4~o~(x) = E l . I  <• ~ -  

and the solution u obtained above for 

{ gut - A u  + (uluI 2 - 24 f I~I 2) -- 0 
~(o) = r  : E ~ e ; ( ~ ' " >  - (129) 

In (128), u N E S(t){b N § (Ill Ills-ball) and in (129), u E S(t)c~ +(]]l I[l~-ball) �9 Fix 
0 =< Sl < s. Analyze the expression 

ulu[ 2 - 2u f [ul 2 - PN(blN]b! N 12 -- 2b/N f I/IN]2), (130) 

writing it as a sum of  products va v-Sv3 where for some i, either PN vi = 0 or vi = 
3 

u -  u u.  Taking (126), (127) into account, we get 

I[[[/-,/ - -  S ( t ) ( ~ ]  - [/4 N - S(t)Cu][IIs, 
<= N s l - s  + N  -~ +cza[[l[u - S(t)q~] - [u u -S( t ) (gNl l l l s ,  �9 (131) 

Here we perform the analysis o f  the nonlinear term in II] [I]sl. For PNVi = 0, either 
3 

vi appears in the Ill Ills-ball in which case there is an X ~l-s bound in [[I II[sl or 

gn(CO)ei({n,x}+ n 2t) in which case we invoke (126). Write v i - -  ~ln l>N [hi 

u -- u N = (S(t)c~ - S(t)(ON) + [(u -- S ( t ) r  - -  ($1N - -  S( t ) (gN)] ,  

and apply again (126) if  one of  the vi's equals S ( t ) r  S(t)~)N. 
From (131 ), we get an approximation 

IIl(u - s ( t ) r  - ( J  - S( t )4)N)l l lS l  < N ~1-~ + N  -6 , (132) 

and also 

II(u - s ( t ) r  ) - (u  ~ - S(t)q~N)]IL~sl(T2)(O,z) ~ N s l - s  § N -~ . (133) 

J N N The conclusion is that for co outside a set s o f  measure < e -1/z , uo, - S ( t ) ~ ) ~  
will converge to uo~ -S(t)q5o~ in H s for some s > 0 and, more precisely 

[[(uo~ - s ( t ) ~ ) o J - ( ~  - s ( t ) q ~ ) l l ~  < C N  - ~  for t E [0, z] .  (134) 

Denote s N ( t )  the flow map associated to (128). Fix a large positive integer N and 
denote u~- the Gibbs measure e-H~Hd~) .  Thus / ~  is invariant under the flow of  
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(6) and hence of (10), thus sN( t ) .  The solutions are indeed related by e 2 i c N ( ~  

Ig"(~)12-1 and thus only depends on Ign(c~)l. multiplication, where CN(O) = ~lnl__<X in12 
It follows from (134) that 

[S;(t)  - S ( t )  - ( s N ( t )  -- S(t))Piv]4) s < C N - 6  (135) 

for N < N, t E [0, z] and 4)= Py4) taken outside a set A of measure # ; (A)  < e -1/~' . 
Our next purpose is to extend (135) for t in an arbitrary interval. Consider say 

[0,1], fix a small number z > 0 and partition [0,1] in 1/~ intervals 1~ of size z. We 
will mainly repeat the invariant measure consideration from [B2]. 

Thus for 4) ~ A, (135) holds 

[S;(t) - sN( t )PN  -- S ( t ) (1  - PN)]4) ~ < N -~ (t E [0,'c]), (136) 

and thus, denoting 4)1 = S~('c)4), 

114)1 - [ s N ( T ) P N  Jr- S ( T ) ( I  - -  PN)]4)][~ < N -~ �9 (137) 

Assume 4)1 is again a "good" data, thus 4)1 ~ A, hence 

4) ~ A u S~(~)-I(A) . (138) 

Repeating (136), one gets again for N <_ N ,  t E [0,z], 

[ s N - ( t )  - -  s N ( t ) P N  - -  S ( t ) ( f  - P N ) ] 4 ) I  s ~ N - 6  ' 

thus 
S~(  z + 04) - [sN( t )PN Jr S ( t ) ( I  - PN)]4)I s ~ N-6"  (139) 

It follows from (137) that 

IIS(t)(I - P N ) 4 ) I  - -  S ( T  Jv { ) ( I  - -  PN)ClIs = N -~ , (140) 

][PN4)I -- sN(~)PN4)[I~ < g -~ �9 (141) 

Since 4)a is a "good data", s N ( t )  acts in a Lipschitz way on PN4)I + (H~-ball), 
t < ~, and (141), (127") implies 

[[sN(t)PN4)I -- s N ( z  + t)PN4)]]~ < N -~ �9 (142) 

Combining (139), (140), (142), it follows that for t E [0, z], 

[sN(z + t) - sN(T ~- t ) P x  -- S ( z  + t ) ( I  - PN)4)] ~ < N -~ , (143) 

and thus (136) holds for t c [0,2v], provided (138). 
The continuation of this process is clear. One gets eventually (136) on [0,1], 

provided 
4 ) ~ A U S ~ ( ~ ) - I ( A ) t O . . . t O s N ( ~ ) - k ( A )  ( k ~ - l ) ,  (144) 

and since S ~ ( z )  is #F-preserving, the set A~ defined in (144) satisfies 

l . -  6 ! 
#~(AT)  < - e  -'/~ --+ O. (145) 

"c---~O 
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It follows from (145) that given a > 0, there is a set A~, #g(Ao)  < a, such that 
for qb ~ A~ and t E [0,1], 

[ s N ( t ) - - s N ( t ) P N  - S ( t ) ( I  - -PN)]~  ~ < c (a)N -~ for N _-< N .  (146) 

Since # g  converges to the normalized Gibbs measure # defined in Sect. 1, letting 

N --~ oo in the preceding shows that 

II([sN'(t) - S(t)]PN1 -- [sN2(t) -- s(t)]P =)OIIs <-_ c(~)(N~ AN2) (147) 

for all t C [0, 1], ~ ~ A~ with #(A~) < o- and any integers N1,N2. 
We get in particular from (147) for N2 > N1, ~b ~ A~, 

I[(PN1SN2(t)PN2 -- sNa(t)PN1 )r < C(a)N~  ~ . (148) 

Also sN(t)PN(9 converges weakly to some S~( t ) (9  c S ( t )O+BH~(C(a ) )  (take 
N2 = 0 in (147) and let N1 -+ cx~). From (147), (148), for t E [0, 1], q5 ~ A~, 

[[([S~(t)  - S(t)] - [sX(t)  - S(t)]PN)r < C(a )N  -~ (149) 

and 
I I ( P N S ~ ( t ) -  sN(t)PN)OIIs < C(a )N  -~ . (150) 

S~(t)gp is the solution of  (11) obtained in Sect. 4 and from (150), it easily follows 
that # is invariant under the flow S~176 (using again the invariance of  #N for 
sN(t)). 

Coming back to Eqs. (6), 

.63HN 
~3u N ' 

we have u N =  e2iCu(())tsN(t)PN~9, where 

uN(0) = PN4', (151) 

Ign(~)12-1 for CN((9) = CN(69) = ~-~[nl<N 

C~ =- ~ gn(~~ Thus CN(O) converge #-almost surely to some c~(qS), and hence Inl 
the uN(t) converge weakly for N ~ ec to e 2ic~(4))t �9 S~(t)d? for all time, #-almost  
surely in qS. In fact, from (150) 

IluN(t) - e2iCN(+~tPNS~(t)~l[, < c(~, T)N -~ ( 1 5 2 )  

for q~ E Ao, T, #(Ao, r )  < a. In particular, (ii) converges in H s for some s > 0. 
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