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Abstract 

Models are presented for locating a f'wm's production facilities and determining 
production levels at these facilities so as to maximize the firm's profit. These models 
take into account the changes in price at each of the spatially separated markets 
that would result from the increase in supply provided by the new facilities and 
also from the response of competing f'trms. Two different models of spatial com- 
petition are presented to represent the competitive market situation in which the 
firm's production facilities are being located. These models are formulated as vari- 
ational inequalities; recent sensitivity analysis results for variational inequalities 
are used to develop derivatives of  the prices at each of the spatially separated 
markets with respect to the production levels at each of  the new facilities. These 
derivatives are used to develop a linear approximation of the implicit function 
relating prices to productions. A heuristic solution procedure making use of this 
approximation is proposed. 
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1. Introduction and notation 

In this paper we are concerned with locating a firm's production facilities and 
determining production levels at these facilities so as to maximize the firm's profits, 
taking into account the effect the firm's production will have on market prices. We 
assume that competition exists among all firms and, in particular, between the locat- 
ing firm and those already in place. Furthermore, we restrict the possible locations to 
a subset of nodes of a graph representing the transportation network and require that 
movements of the commodity produced and resulting prices correspond to a com- 
petitive equilibrium. 

Most formulations for optimally locating production facilities assume a fixed 
demand at the markets to be served and that the prices at these markets will not be 
changed by the introduction of the new production. Exceptions to this are formula- 
tions presented by Hansen and Thisse [4] and by Erlenkotter [2]. In both of these 
formulations, although the market price is related to the locating firm's production, 
there is no interaction among firms, since these authors consider a spatial monopo- 
list. The models presented here take into account the changes in prices at each of the 
spatially separated markets that would result from the increase in supply provided by 
the new facilities and also from the response of the competing firms. 

In sect. 2, two different models of spatial competition are presented to repre- 
sent the competitive market situation in which the firm's production facilities are 
being located. For both of these models, it is shown how they can be represented as 
variational inequalities. In sect. 3, a profit maximization location model is formulated 
assuming the firm is locating facilities in a competitive spatial equilibrium. In sect. 4, 
sensitivity analysis results for variational inequalities are presented and applied to the 
models of spatial competition to obtain derivatives of the prices at each of the spatially 
separated markets with respect to the production levels at each of the new facilities. 
In sect. 5, these derivatives are used to develop a linear approximation of the implicit 
function relating prices to productions and a heuristic solution procedure using this 
approximation is proposed. 

The following notation will be used throughout the paper: 

a 

P 

12, m,i 

P 

P~m 

denotes an arc of the network 

denotes a path of the network 

denotes nodes of the network 

is the set of  arcs leaving node 

is the set of arcs entering node 

is the full set of paths 

is the set of paths connecting origin-destination pair (£, m) 
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5 ap 

h 
P 

h 

f 

Ca(/) 

c ( f )  

9(h) 

D9, 

D 

O~(D) 

O(D) 

S~ 

S 

~Q(s) 
~(s) 

YQ 

N 

N o C N  

N D C N  

N s C N  

6 

Q~ 

OQ 
M 

is an element of  the arc-path incidence matrix; Sap = 1 if arc a be- 
longs to path p, 0 otherwise 

is the flow (of a single commodity) on path p 

= ( . . . , h p , . . . )  

is the flow (of a single commodity) on arc a; note fa = Ep Sap hp 

is the flow on arc a originating at node £ 

= ( . . . .  f a ,  • • • ) 

is the unit cost of transportation on arc a as a function of  flow 

= ( . . . .  C a ( f ) , . . . )  

is the unit cost of transportation on path p as a function of flow; 

note cp (h) = ~a ~ap Ca 

is the demand (for the single commodity) at node 

is the demand at node ~ for the commodity originating at node k 

= ( . . . , D ~ , . . . )  

is the inverse demand function at node 

= ( . . . , O ~ ( D ) , . . . )  

is the supply (of the single commodity) at node 

= ( . . . , s ~ , . . . )  

is the inverse supply function at node 

= ( . . . ,  q J d s ) , . . .  ) 

is the (single commodity) price at 

is a discrete location decision variable; y~ = 1 if a production facility 

is located at node ~, 0 otherwise 

denotes the set of all nodes of the network 

denotes those nodes at which the firm of interest may locate 

denotes those nodes at which there is a demand 

denotes those nodes at which there is a supply 

is the fixed cost of  establishing a production facility at £ 

is the maximum amount of new production which may be established 

is the production level of  the firm of interest at node £ E N o 

is the production capacity of the facility located at £ E N o 

is a large number, greater than any nodal supply level anticipated 
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VQ(Q~) 

L(k) 

A\B 

is the total variable cost of producing Q~ at node 

is the set of nodes at which firm k has production facilities 

is the set of elements of A which are not contained in B. 

Note that in the above notation we have assumed a single commodity supply 
and single commodity demand functions. It is now well understood that multi- 
commodity spatial price equilibrium problems may be handled in a mathematically 
rigorous fashion using variational inequalities, and can be solved through the use of 
diagonalization/relaxation algorithms (Dafermos [1 ], Friesz et al. [3] ). For this reason, 
we may treat only the single commodity case without loss of generality. 

2. Spatial compe t i t ion  models  

A prerequisite to building the desired location models are models for deter- 
mining a network spatial competition equilibrium. The first of these is a model for 
determining spatial price equilibrium. 

2.1. SPATIAL PRICE EQUILIBRIUM 

Such an equilibrium is described by the following conditions: 

(i) nonnegative flows, demand and supplies: 

h , D , S  >~ O (1) 

(ii) 

(iii) 

trivial flows when delivered price exceeds local price: 

equality of delivered price and local price for nontrivial flow: 

h > O, p eP~m-+ lr~ + cp = lr m (3) 

(iv) conservation of flow at all nodes. (4) 

These equilibrium conditions may be expressed as a variational inequality as follows 
(see appendix A): 

(f*, D*, S*) is an equilibrium flow if and only if 

c(f*)  ( f - f * )  - O(D*) (D-D*)  + ~(S*) ( S - S * )  >1 0 (5) 
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for all (f, D, S) that satisfy the following flow conservation and nonnegativity con- 
straints 

D~ - Se + Z fa - Z fa = 0  V~ E Ns n N D (6) 
aET(£) aEH(12) 

O~ + 7" fa - 7" .fa : 0 V£ E ND\N s (7)  
aET(e) aeH(fO 

-s~ + T ~ - E Za = 0 w e i s \  % (8) 
a~T(~) a~H(~) 

E ~-  E ~=o 
a~T(f~) a~H(£) 

V£ E N \ ( N  s U N D) (9) 

f, D, S /> 0 .  (10) 

For notational simplicity, in the subsequent exposition we will let ~2 = {f, D, S: 
(6)-(10) are satisfied }. This formulation of the spatial price equilibrium is similar to 
that in [3] except in this formualtion, supply and demand functions are not required 
at every node; some nodes are not market nodes but serve as transshipment nodes. 

If it is required to explicitly keep track of path flows, the constraint set ~2 can 
be modified to require 

~z- S~z + E f : -  Z f :  = 0 V ~ E N s n N  D (11) D e 
a~T(f~) aEH(~.) 

D , ~ ÷ E C - Z  
a6T(~) aEH(9.) 

-s~+ Z s : -  E 
a e T ( e )  a ~H(e) 

C =o V~ ~ Nz~, 

V m ~ g  s, m* 

f f  = o w e gs\ % 

(12) 

(13) 

E C -  T. C=O 
aeT (~ )  aeH(~) 

W e N \ % ,  

Vine N s, m e  (14) 
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fa = ~ fa n* Va E A (15) 
m E N  S 

D~ = ~.  D~ Vf:. E N D (16) 
m ~N s 

f ~  >1 0 Va E A, Vm e N s (17) 

D~ >~0 Vf~ E N D ,  Vm E N S (18) 

1>o s. (19) 

Again, for notational simplicity, we will let g2' = f, D, S: (11 ) - (19 )a re  satisfied , 
where it is understood that ~2' replaces ~2 when it is required to explicitly keep track 
of  path flows. The number of arc flow variables and the number of demand variables 
are both increased by a factor of  INsl in this formulation. However, in general, this 
formulation will require fewer variables than a formulation using path flow variables. 
Also, since shortest path routines generally find shortest path trees from one origin 
to all destinations, this formulation is computationally easy to implement. 

The equivalence of these variational inequalities and the equilibrium conditions 
are demonstrated in appendix A. 

2.2. COURNOT-NASH OLIGOPOLISTIC EQUILIBRIUM 

A second model of  spatial competition is a Cournot-Nash oligopolistic model 
in which a few firms are competing in spatially separated markets. The approach taken 
here is motivated by that shown by Harker [5,6].  In this case, each of the firms wants 
to maximize its profits. This profit maximization can be expressed for each firm k 
which has production facilities at L (k) as follows 

( ) i maximize Z 0£ Z D~ n Z D£ 
f~EN D m E N  S i E L ( k )  

i E L ( R )  aEA \ mEN S / i ~ L ( k )  

£ 
subject to D~ - S ~  + ~. fa ~ - Z fa ~ = 0 

a~T(fZ) aEH(fO 
V. e L(k) n N D (21) 
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i i i D~ + Z f ~ -  Z f,~ =0  V £ e N  o, 
aET(£)  aEH(£) 

V i e  Z(k), i s  

- s~ + Z s ~ -  Z t~ = o w e  L(k)\N~, 
a e T ( £ )  a E H ( £ )  

(22) 

(23) 

Z f a / -  Z fa / = 0 V £ E N \ N  D 
a E T ( £ )  a E H ( £ )  

(24) 

Let 

D~ > 0 V~ ~ N o, 

S~ >1 0 V £ E  L(k) .  

L"= Z fa WeA 
iEL(k )  

i E L (k) 

iE L(k) 

(25) 

(26) 

(27) 

(28) 

- "  = ~Z ' W ~  N o D~ D~ 
i e L ( k )  

(29) 

S~-k = S~ V£EL(k) 

and let .~k, /~k and ~k be the vectors of fa k,/3~ and S~, respectively. Let 

A k = {fk,/~k, ~-k. (21)-(27) are satisfied t . 

(30) 

(31) 

Furthermore, since 

= 7, s: V . ~ A  4 ie~v s 

D~ = ~.. D~ 
i ~ N  s 
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the profit maximiazation problem for each firm k can be written 

minimize ~. K(~ -k) + Z ca(fa)f f - Z O~(Dg)D ~ (32) 
ieL(k) a e A  ~EN D 

subject to (fk,/~k,  ffk) e A k . (33) 

If the objective function in (32) is convex, then ( fk*,  ~k*, ~k* ) is a minimum 
if and only if ( f k  , D k , S k ) also minimizes the linearized objective function at 
( f k  , D ~ , S k ). That is, if and only if ( / k  , D k , S k ) minimizes the following linear 
programming problem 

minimize ~ VV~(~k*)~ k+ 2 [VCa(fa*)V* +Ca(fa*)]fa k 
i ~ L ( k )  aEA 

* --k* - ~. [VO~(D~)D~ + 0~(D~)] D k (34) 
2 e N  D 

subject to (fk,/~k, ~'k) 6 A k , (35) 

where 

z : : 2 ¢ ' +  2 ¢ 
i e Z ( k )  i E N s \ L ( k  ) 

* = i *  i Z + 7. 
t E L ( k )  i e N s \ L ( k  ) 

and therefore if and only if (fk*, --k* D , ~-k*) is such that 

ieL(k) 

* * - - k *  + Z [ V c a ( f  a ) ~ k *  + c ( f a ) ]  ( ~ k _  fa ) (36) 
aEA 

Z [ * - - k  ~ - V O~(D~)D~ + 0~(D~')] (/~k _ /~:*) /> 0 
QeN D 
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for all ( fk ,  /~k, ~k) E A k. This is an equivalent variational inequality formulation. 
In order to fred a Cournot-Nash equilibrium, the profit must be maximized simultane- 
ously for all firms k. This can be accomplished by solving the following variational 

--k* inequality" Find ( f  ,/~t¢*, ~-k*) for all k such that 

Z Z 
k i E L ( k )  

+ Z Z [Vea(fa*)~k* + Ca(f*)] ( . ~ k _  fat¢*) (37) 
k a E A  

- Z  Z [ . - k *  . 
k £ E N  D 

for all ( fk ,  /~k, ~-k) E A k for all k. Clearly, if (36) is satisfied for all k, then (37) will 
be satisfied. To see that solving (37) implies that (34), (35) is solved for each k, note 
that the objective value of the dual linear program to (34), (35) is zero, since the fight- 
hand sides of the constraints forming A k are zero. Therefore, the minimum value of 
(34) is zero for any feasible value of  fi*, S i*, D i* for i E Ns\L(k  ). Therefore, the 
sum of the objective functions (34) over all k is also zero. This implies that the sum of 
terms for each k in (37) is nonnegative. Since (0, 0, 0) E A k for all k, if (37) is satis- 
fied, then the sum of terms for each k is zero when (0, 0, 0) is substituted for 
( fk ,  /~k, ~k). However, for each k, this sum of terms is equivalent to (34). Therefore, 
if (37) is satisfied, the value of (34) for each k will be zero and hence, optimal. If each 
V/ is strictly convex, each c a strictly convex and monotonically increasing, and each 
0~ strictly concave and monotonically decreasing and, in addition, each D~ can be 
bounded so that A = U k A k is compact, then a unique solution exists for variational 
inequality (37) (see Kinderlehrer and Stampacchia [7] ). 

3. T h e  loca t ion  mode l s  

The models presented here locate a firm's production facilities and determine 
production levels at these facilities so as to maximize the firm's profit. These models 
account for the changes in prices at each of the spatially separated markets that would 
result from the increase in supply provided by the new facilities and also from the 

responses of the competing firms. 
Either of  the two different models of spatial competition presented in sect. 2 

can be used to represent the competitive market situation in which the firm's pro- 
duction facilities are being located. In the case of the spatial price equilibrium model, 
it is assumed that the locating firm is a large firm entering an industry with a large 
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number of  small firms. In this case and in the case of the Cournot-Nash oligopoly 
model,  the entrant knows that its policy will have an impact on market prices. There- 
fore, the locating firm anticipates the reaction of the incumbents before choosing its 
optimal policy. This means that the locating firm behaves like the leader of a Stackel- 
berg game, while the established firms are the followers. 

It is assumed that the firm of interest wishes to establish production facilities 
at a set of  eligible nodes N O so as to maximize its profits. The firm's profit at a node 
~ N  o is 

Z~ = 7r~Q~ - V~(Q~) - F~, (38) 

where zr~ is the market price at £, QQ is the production level of the facility located at 
~, V~(Q2) is the total variable cost of  production at ~, and F~ is the fixed cost of 
locating at ~. Note that using the market price 7r~ to determine revenue does not 
require that all the production Q~ is sold at £. If some is sold at a remote market, it 
is assumed that the selling price at that market will be increased by the transportation 
costs. The costs of supplying that  market will also increase by the transportation 
costs, so the profit is the same. The strategy of the firm is to determine the locations 

in N O and production levels Q~ which will maximize their profits taking into account 
the impact that these production levels will have on the spatial competitive equili- 
brium and hence on the price 7r~. The firm's location problem can be stated as 

maximize Z ( y , Q , n )  = ~ [Tr~Q~ - V~(Q~) - y~F~] (39) 
~ N  o 

subject to Q~ ~< ~9~ y~ "v'£ E N O (40) 

Q~ ~< Q (41) 
~ N  o 

Q~ ~> 0 V£EN O (42) 

y~ = (0, 1) '7'~ E N O (43) 

rr = q)(Q). (44) 

Constraint (40) requires the production level at ~ to be less than the capacity ~9~ if 
the facility is located at ~ (y~ = 1) or zero if not (y~ = 0). Constraint (41) imposes 
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a limitation on the total level of production, constraints (42) require the production 
variables to be nonnegative, and constraints (43) require choice variables y~ to be zero 
or one. Additionally, it is required that the market is in an equilibrium given production 
levels Q~ for all £ E N O and the resulting equilibrium price is zr~. The implicit relation- 
ship between the market prices and production levels Q is given by (44). 

Let 

F (y )  = {Q: (40) - (42)  are satisfied }. (45) 

For any given y >~ 0, P ( y  ) is a non-empty convex set. The location problem is then 
given as 

maximize Z(y, Q, 70 (46) 

subject to Q E r (y )  (47) 

7r : q~(Q) (48) 

y a zero-one vector. 

We refer to the optimization problem (46)- (48)  as the discrete spatial competition 
location model. 

One major difficulty with this formulation is that the constraint (48) is not 
known explicitly, but is implicit in the spatial competition model. The only way to 
determine a price vector rr given a production vector Q is to solve the spatial com- 
petition model. However, given a solution to the spatial competition model, sensi- 
tivity analysis methods can be used to relate changes in production to changes in 
price. This relationship can then be used to determine which locations are likely to 
produce the greatest profits. 

4. Sens i t iv i ty  analys is  o f  spatial competition 

Recent results on sensitivity analysis for variational inequalities provide a 
means to relate changes in production to changes in price in the above models by 
determining the derivatives of prices with respect to production. 
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4,1. 

The following results are from Tobin [9]. 

Let F:R  n ~ R n be continuous, g:R n ~ R m 

h :R n ~ R p be linear affine. Define 

K = { x E  R n l g ( x )  >f O, h ( x )  = 0} .  

We then want to find a solution x* to the variational inequality 

F ( x * )  r (x  - x * )  >1 0 for all x E K. 

SENSITIVITY ANALYSIS OF VARIATIONAL INEQUALITIES 

be differentiable, and let 

(49) 

(50) 

THEOREM 1 (Necessary conditions for solution) 

If the vector x" E K is a solution to the variational inequality (50) and the 
gradients Vgi(x* ) for i such that gi(x*)  = 0 and Vh/(x ~') for i = 1 , . . .  ,p are linearly 
independent, then there exists X E R m , ta E R p such that 

F ( x * ) -  V g ( x * ) T ~ k -  V h ( x * ) r p  = 0 (51) 

XTg(x *) = 0 (52) 

x/>  o.  (53) 

Proof." See [9] [] 

THEOREM 2 (Sufficient conditions for solution) 

If g/(x) for i = 1 . . . . .  m are concave and x* E K, X* E R m and la ~ E R p 
satisfy (51), (52) and (53), then x* is a solution to the variational inequality (50). 

Proof." See [9] [] 

THEOREM 3 (Sufficient conditions for a locally unique solution) 

If the conditions of theorem 2 hold and in addition if F is differentiable and 

y r v F ( x * ) y  > 0 for aU y 4 : 0  (54) 
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such that 

Vgi(x*)y >1 0 for all i such that gi(x*) = 0 (55) 

Vgi(x*)y = 0 forall i such that ),* > 0 (56) 

Vhi(x*)y = 0 for i = 1 . . . . .  p, (57) 

then x* is a locally unique solution to variational inequality (50). 

Proof." See [9] [] 

Let F(x) be once continuously differentiable, g(x) be concave and twice 
continuously differentiable, and h(x) linear affine. Define 

K(e) = {x:g(x) >1 O, h(x) + e = 0} ,  (58) 

where e = [ e l , . . . ,  ep] t. We then say x* E K(e) is a solution to VI(e) if 

F(x*) t (x -x*)  >1 for all x E K(e). (59) 

The following result is a special case of a more general sensitivity analysis result. Here, 
it is specialized to right-hand side perturbations of the equality constraints only. 

THEOREM 4 (Implicit function) 

Let x* be a solution to VI(O) with the gradients Vgi(x*) for i such that 
g/(x*) = 0, and Vhi(x* ) for i = 1 . . . .  , p linearly independent, with the conditions 
of  theorem 3 satisfied and, in addition, the strict complementary slackness condition 

;~* > 0 when gi(x*) = O. 

Then ~.* and/1" are unique, and in a neighborhood of e = 0 there exists a differentiable 
function Ix(e), X(e), /a(e)], where x(e) is a locally unique solution to Vl(e) and 
~.(e), g(e) are the unique associated multipliers satisfying strict complementarity and 

with 

Ix(e), X(e), ,(e)] = [x*, x*, ,* ] .  

Proof: See [9] [] 
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For e = 0 and (x, X,/a) = (x*, X*,/a*) by theorem 1 

m p 

F(x) - Z Xi Vgi(x) r - Z ui Vhe(x)r = 0 
i = l  i = 1  

(60) 

Xigi(x ) = 0 for i=  1 . . . . .  m (61) 

hi(x ) + e = 0 for i = 1 . . . . .  p .  (62) 

Let ¢ represent the left-hand side of (60). Then the Jacobian matrix of  the system 
(60), (61), (62) with respect to x, X,/~ is 

J ,  x, u = diag (Xi) Vg(x) diag (g/(x)) 0 . (63) 

Vh(x) 0 0 

The Jacobian matrix of the same system with respect to e is [0] 
J = 0 . (64) 

I 

We then have the following: 

C O R O L L A R Y  1 (First-order approximation of  solution to Vl(e) for e near 0) 

Under the assumptions of theorem 4, a first-order approximation of [x(e), 
X(e), ~(e)] in a neighborhood of  e = 0 is given by 

[x l ix] 
X(e)[ = x" - 

/ 

j -1  j e .  (65) 
y e 
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4.2. SENSITIVITY ANALYSIS OF SPATIAL PRICE EQUILIBRIUM 

We need to slightly modify the spatial price equilibrium models described in 
subsect. 2.1 to put them in a form required by the location models of sect. 3. In 
particular, the equilibrium model must include the production vector Q. The con- 
straints ( 6 ) - ( 9 )  have the form 

h~(f, D, S) = 0 for all £ e N. (66) 

These are replaced by 

{ a~ if £E  N O 
h~(f, D, S)  = (67) 

0 otherwise. 

In the following, we assume that a solution to the equilibrium model satisfies the 
conditions of  theorem 4. The system of equations equivalent to the system (60) - (62)  
for the spatial price equilibrium variational inequality (5) over ~2(Q) where 

are 

~ ( Q )  = {f, D, S: (67) is satisfied } 

c ( f )  - Xf - ATI d = 0 

- O ( D ) -  X D - ETla = 0 

- x s + E f u  = 0 

(68) 

diag ( X f ) f  = 0 

diag (XD)D = 0 

diag (Xs)S = 0 

(69) 

A f + , E D D - E s S -  Q = 0, (70) 

where Xf is the vector of multipliers associated with the nonnegativity constraints on 
f ,  and similarly for ~'D and X s ; A is the node-arc incidence matrix; E D is the demand/ 
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node incidence matrix and E s the supply/node incidence matrix, and Q is a node 
vector with entries equal to Q~ for £ E N O and zero elsewhere. The Jacobian matrix 
of the system (68), (69) and (70) with respect to f, D, S, ;~, p is 

Vc(.f) 0 0 - I  0 o - A  r "  

0 -VOW) 0 0 - I  0 - E  T 

o o ~ ( s )  o o - z  + ~ s  r 

diag (;kf) 0 0 diag ( f )  0 0 0 

0 diag (XD) 0 0 diag (D) 0 0 

0 0 diag (),s) 0 0 diag (S) 0 

A E o - e  s o o o o 

= J. (71) 

Since non-binding constraints do not affect the solution, the system (69) can 
be reduced to include only binding constraints. Let if, i D and i s be the matrices 
remaining when columns corresponding to non-binding nonnegativity constraints 
are deleted from the identity matrices of order If l ,  IDI and IS I, respectively. The 
reduced Jacobian can then be written (note that the remaining entries of diag(f), 
diag (D) and diag (S) are zero) 

Vc(f) 0 0 - i f  0 0 - A  T" 

o -VO(D) o o - i~  o -E~ 

o o ¢(s) o o - i  s +e~  

/ 7  diag (Xf) 0 0 0 0 0 0 

0 /oTdiag (~kD) 0 0 0 0 0 

0 0 /sTdiag (;kS) 0 0 0 0 

A E~ -L" s o o o o 

= J .  (72) 

This matrix can be written as a product IIZ, where 
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Then 

Z = 

Suppose 

[: ] M r 

0 
(77) 

I BI1 Bl2] 
Z -1 = (78) 

B21 B22 

and that V¢-1 exists. (This will be the case if f, - 0 ,  and ~ are strictly monotone.  
Strict monotonicity of these functions also guarantees that the solution to the spatial 
price equilibrium variational inequality is globally unique.) It is easily shown that 

Bxx = V¢-t [ I - M T  [MV¢-~ MT]-~ MV¢-~ ] (79) 

BI2 = V$-IMT[Mvqb-IMT]-I (80)  

B21 = [MVqb-t MT]-i  MV$ -t (81) 

B22 = - [MV$- 1M T] - x (82) 

The matrix [M V 4-1 MT] -1 exists since by the conditions of theorem 3, the rows of 
M are linearly independent. 

The Jacobian of (68), (69), (70) with respect to Q~ for £ E N O is 

m g 

0 

0 

0 

J = 0 (83) 

0 

0 

_-- EN 0 . 
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where E_No is the diagonal matrix with diagonal entries of one corresponding to 
E N O and zero elsewhere. Let 

= (84)  

eNo -e~o 

and 

y = [fT, D T S  T ,xT, pT]T (85) 

Then 

where 

I  121 I: 0] Eo] VQY = I] -1 , (86) 
B21 B22 "~"No 

- diag (1/kf)  0 0 0 

0 - diag (I/XD) 0 0 
I~-- I  =. 

0 0 - diag (1 /ks )  0 

0 0 0 - 1  

(87) 

Therefore, 

[ 
%sj 

= BI~ E g  O (88) 

Or 
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[':] 
vQD 

vQs 
= ¢-IMT[M ¢-IMT 1-1 ~I-I~No . (89) 

It can be seen from (68) that, in this case, p is the spatial price equilibrium price vector. 
Therefore, the derivative of price with respect to Q can be calculated as 

rvQx] fi_l. = B22 EN 0 (90) 

or  

vQ j 
A 

= - [MV¢ -1MT] - 1 0 - ' E N o .  (91) 

4.3. SENSITIVITY ANALYSIS OF COURNOT-NASH OLIGOPOLISTIC EQUILBRIUM 

The Coumot-Nash oligopolistic equilibrium model described in subsect. 2.2 
also needs to be modified to put it in a form required by the location model. In 
particular, the representation of the firm making the location decisions is different 
from the other firms. Let this firm be/~. The objective function (32) for/~ is modified 
to be 

minimize Z Ca(fa)fak-- ~. O(D~)D~ (92) 
a E A  ~ E N  D 

and constraints (21) and (23) are modified as follows 

Z fa ~ Z f~ Q~ ' 7 ' ~ 6 L ( k ) n N  D D~ + - = 
a ET(Q) a ~ H ( ~ )  

(93) 

Z fa ~ - Z fa ~ = Q~ VP~EL(k) \N o .  
a E T ( £ )  a E H(~.) 

(94) 
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Therefore, the firm/c is maximizing profit given that production levels Q~ for ~ e L (/~) 
are fixed. Let the modified constraint set be denoted as Ak(Q). The variational in- 
equality (36) for/~ is to find f-k* and/ )k*  such that 

a E A  

- ~ * - Z ,  [VO~(D~)D~ + Pe(D~)] ( / ) ~ - / ) ~ * )  ~> 0 (95) 
~eN D 

for all f £ ,  /)£ E A £. This variational inequality can be combined with the variational 
inequalities for the other firms for simultaneous solution as in (37). 

The sensitivity of  the solution to changes in Q can be determined using 
theorem 4 and corollary 1. However, in this case, it is not as straightforward to deter- 
mine the sensitivity of prices to changes in Q. As in the previous case, VQf, VQD and 
VQS can be calculated. Using this information, the prices can be computed. The 
revenue at node i 6 L (/~) is 

R' 7, E c ' = - a ( f a )~  . (96) 
~ E N  D a ~ A  

The re fo re, 

VQR'= 7. 
~ EN D 

, t VGD~ + 

7 .  c'  , (97) _ [ ~ ( ~ )  i i :a V j a +  c VQ :o ] 
a E A  

where " ' " denotes the derivative with respect to the argument. The revenue at i is 
equal to QiTri, where 7r i is the price at i. Therefore, 

VQR i = eirr i + QiVQni ' (98) 

w h e r e  e i is a vector of  length t Q I with a one in the ith position and zeros elsewhere. 
Then 

VQlr i = (vQR i _ et f f i ) /Q i  , (99) 
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where 

= Ri/Q 7ri i" 

These equations provide the information required by the location models. 

(I00) 

5. S o l u t i o n  o f  t he  d i sc re te  spat ial  c o m p e t i t i o n  l oca t i on  m o d e l  

5.1. A HEURISTIC SOLUTION ALGORITHM 

The following heuristic solution approach uses the results of  sect. 4 to deter- 
mine the sensitivity of profits to production changes and uses this information to 
select locations and production levels likely to maximize total profits. The com- 
petitive equilibrium model can be either the spatial equilibrium or the Cournot-Nash 
oligopolistic equilibrium model. The algorithm is as follows: 

Step 0 

Set / =0,  Q~ = 0, y / =  O. 

Step 1 

Solve the competitive equilibrium model for Q = Q/. Denote the resulting 
prices n~ for £ E N O as rr j . Evaluate Z / = (yJ Q~ n/). If / = 0 or if Z / > Z/-x , go to 
step 2. Otherwise, take y / - i  and Q/-x as a solution to the location model - stop. 

Step 2 

Obtain the matrix VQ 7r and the linear constraints 

n - liT~2rt Q = n / (101) 

using the results of  sect. 4. Substitute these linear constraints for (48) in the discrete 
spatial competition location model given by (46) - (48)  in sect. 3. Solve the resulting 
linearly constrained, nonlinear integer programming problem 

maximize 

subject to 

Z(y, Q, n) 

Q r ( y )  

- vQ , Q  --- 

y a , ero-one v e c t o r .  
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Let the solution be denoted as yi÷l, Qj+I, zr/÷l. Set j = j +  1 and go to step 1. 

In step 1, the spatial competitive equilibrium model, represented as a variational 
inequality, can be solved by any of the many solution methods for variational in- 
equalities (see [3, i ,8] ). Once a solution vector (f*,  S*, D*) to the spatial competitive 
equilibrium model is found, the system of equations (60)- (62)  can be solved for ~* 
and ~*. Then the appropriate Jacobian matrices can be evaluated at the point ( f* ,  S*, 
D*, X*,/a*) and the derivatives of  prices with respect to productions calculated. 

The integer programming problem to be solved in step 2 is still a difficult 
problem to optimize. It has a nonlinear objective function with linear and integer 
constraints. However, the number of locations under consideration, and therefore 
the number of integer variables y will not, in general, be very large in comparison 
to the number of  variables f, S, and D. 

This problem is a special type of capacitated plant location problem and in 
many cases, the efficient solution methods that have been developed for simple or 
capacitated plant location problems can be adapted to solve this problem. In general, 
this problem can be solved by using exact integer programming methods such as 
branch and bound generalized Bender's decomposition or cutting plane techniques, or 
by using heuristic methods. Since the overall solution method is a heuristic method, 
the effort of finding exact optimal solutions to the integer programming sub-problems 
may or may not prove worth the effort in terms of the resulting quality of the solution 
of the location model. Which type of solution method is most effective will depend on 
the size of the fixed costs relative to the variable costs, and whether or not the variable 
costs are convex or concave. 
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A p p e n d i x  A 

EQUIVALENCE BETWEEN SPATIAL PRICE EQUILIBRIUM CONDITIONS 
AND VARIATIONAL INEQUALITY FORMULATION 

First, to show that variational inequality (5) with constraint set ~2 is a neces- 
sary condition for equilibrium conditions (1 ) - (4 ) ,  note that conditions (1) and (4) 
are equivalent to the definition of  12, using the relationship fa = Zp 8ap hp. Therefore, 
it needs to be shown that (2) and (3) imply (5). Let h*, rr* satisfy (1 ) - (4 ) .  From (2) 
and (3), c ( h ) ~  lr k - r r ~  f o r p E P ~ k  a n d f f h  > O,then c ( h ) =  rr k - n ~  for 

P . . ~ ~ 
P e e~k Therefore, cp ( h )  (h - h ) i> (~r. - . .  ) (h - h ) ~ r  (h, ~r) ~ ~ (Note 

• . P .  P ! ! P P • 
that if (hp - hp) < O, then hp > 0 and Cp (h*) = n~ - n~.) If this inequality is 
summed over all paths from supply nodes to demand nodes, 

Z Z Z c.(h*)%-h;)~> Z Z Z (~- .7) (h . -h; )  
i e N  S I E N  D PeI~] i e N S  ] e N  D pePi]  

The left-hand side may be written 

E Z Z Z %¢ ( f* ) (h, -h; )  -- Z Ca(f*)(fa-~)" 
i e N  S l e N  D p e l~l a a 

The right-hand side becomes 

o r  

Z ,~ Z Z %-h;,)- Z ,~ Z Z %-h;), 
i e N  D i e N S  p e ~ /  i e N  S / e N  D p e P i i  

which is equivalent to 

E ~(~-  z~;) - E ,,,(s,- s;). 
i e N  o i e g  s 

Since rr i = 0i(D* ) and rr i = ~ki(S*), the right-hand side becomes 
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O(D*) (D - D*) - ~O(S*) ( S -  S*) 

and therefore, the inequality is equivalent to 

c ( f * ) ( f - f * )  - O ( D * ) ( D - D * )  - ¢ ( S * ) ( S - S * )  >1 0 

for all (.f, D, S) E [2. 

To show necessity for the case in which path flows are kept track of, note that 

f: = Z Z ~ap hp 
ieNz~ Pe~Q i 

and 

4 = E x/= E Z 2 % h .  
~ e N  s ~eN  s ]~lV a P~e~h 

Similarly 

k= ~ h D~ 
P 

P EPk~ 

and 

= ~-- E Z h  D~ ~ D~ p .  
k E N  s k e N ~  pEPk~ 

Therefore, the relationships between f and D, and h are the same as in the previous 
case, and the same argument follows. 

To show sufficiency of (5), note that (5) implies that (f*, D*, S*) is an 
optimal solution to the linear program 

minimize c ( f * ) f  - O(D*)D + ~b(S*)S 

subject to (f, D, S) E [2. (7 r) 
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The dual is 

maximize r r .0  

lr.-~r i <~ c ( f * )  V a ( a = ( i , ] ) )  (fa) ! 

-n~<~ -O(D*)  V £ e  N D (D~) 

rr~ <~ ~(S*)  V£ e N s (S~) 

lr unrestricted. 

,¢t ,/r 
By complementary slackness, if fa ~> 0, then c a ( f * )  = rr i - rri, if D~ > 0, then 
7rQ = O(D*), and if S~ > 0, then rrQ = qJ(S*). Therefore, for a path p E Pkm for 
k E N s and m E N  D with hp > 0, it follows that 

cp(h*) = ~ ~apCa(f*) = n m -1r1¢ = Ore(D* ) - ~k (S*) .  
a 

Equivalently, if 

c ( h * )  > O (D*) - ¢~(S*)  

then h* = O. Therefore, (2) and (3) are satisfied, and (1) and (4) are satisfied since 
( f* ,  D ~, S * ) e  g2. 

For the case using ~2', the argument is the same. In this case, the dual variables 
are n = [Tr k] for k E N s and £ E N. The dual is 

maximize n .  0 

subject to  n.k-rr~ ~< Ca(f* ) '~'a and k E N  s ( f f )  
I 

k < _ O(D*) - -  ~ £  V~ e % and k e g  s (D' D 

<<. ~ ( s * )  V~ ~ N s (S~) . 

By complementary slackness, if f f *  > O, then c a ( f * )  = ~t k - n~, if Dg* > O, then 
7r~ = O~(D*), and if S~ > O, then 7r~ = ~ ( S * ) .  Therefore, for a path p E Pkm with 
h > 0  

P 

5 ( h * )  = Z 8 c ( f * )  = ~k - k = 0  (D*) - qJk(S*) m "ilk 
a 


