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ON THE DEGREE OF APPROXIMATION OF A CLASS 
OF FUNCTIONS BY MEANS OF FOURIER SERIES 

P. CHANDRA (Ujjain) 

1. Definitions and notations. Let f be 2zt-periodic and L-integrable on [ -  ~, re]. 
The Fourier series associated with f at the point x, is given by 

1 
(1.1) ~ a o +  ~ (a. cos nx+b. sin nx). 

n = l  

A function fCLip~ (~>0) if 

(1.2) f ( x+h) - f (x )  = O([hl ~) (h -~ 0) 

and i f f  is defined on [ -n ,  ~] then the expression 

(1.3) ~o(6) = co(8 , f )=  sup If(xO-f(x~)l, Ixx-x2l <- 6 
XI, X ~ 

is called the modulus of continuity o f f  (Zygmund [5], p. 42). 
Let A=(a,,k) (k ,n=0,  1, ...) be a lower-triangular infinite matrix of real 

numbers. We denote by T.(f)  the A-transform of the Fourier series o f f  given by 

n 

(1.4) T~(f; x )=  z~a,ksk(x) (n = 0, 1, ...), 
k = 0  

where s,(x) is the n-th partial sum of the series (1.1). 
Suppose A=(a,k ) is defined as follows: 

=~pde. ;  O<=k<-n 
(1.5) a,k (0; k > n, 

where (p~) is non-negative and that Pn=po+pa+... +p.#O (n>=O). Then the matrix 
is called Riesz matrix and the means are called Riesz-means or (R,p,)-means. In 
this case we write R.(f;  x) for T.(f; x). Also if 

~p.-dP,; O <- k <- n 
(1.6) a.k = t0; k > n, 

The matrix (a.~) is called N6rlund matrix and in this case we write N,(f;  x) 
for T.(f; x). Throughout (a.k) will denote a lower triangular infinite matrix. 
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We use the following notations in this paper: 

(1.7) 
1 

�9 ~ (t) = -~ { f i x  + t) + f  (x - t) - 2f  (x)}, 

k 

(1.8) b,k = Z a.,; b,k = b,(k), 
r = 0  

(1.9) z = [~z/t], the integral part of  k/ t  in 0 < t -< ~z, 

(1.10) C* [0, 2~], the space of all 2~-periodic continuous functions defined on [0, 2r~]. 

Throughout, the norm [I ' ]l will be the sup norm on 0<-x<-2~ and afr O will 
be the modulus of continuity of fCC*[0, 2~]. 

2. Introduction. By employing Riesz matrix, we [i] obtained the following 
result concerning the degree of approximation: 

THEOREM A. Let fCC*[0, 27r] and let fCLip e (0<e-<l) .  Then the degree of  
approximation o f f  by (R, p.)-means of  its Fourier series is given by 

fO{(p,/P,)~}; . , ,  0 < ~ < 1 
[[R"(f)-fl[ : ~O{(pJP,)log(Pdpd~; ~ = 1, 

where (p.) is positive and non-decreasing with n>-_no. 

Recently this result was extended to the lower triangular matrix in the H61der 
metric (see [4]). 

In this paper we first extend Theorem A by using the modulus of continuity of 
f in the following form: 

THEOREM 1. Let (a,k) satisfy the following conditions: 

(2.1) a.k ----> 0 

(2.2) a.k --<-- a.,k+t 

Suppose oo(t) is such that 

(2.3) 

where H>:O and that 

(2.4) 

and 

(2.5) 

n 

( n , k = O ,  1,.. .),  Z a . k  = 1, 
k=O 

(k = O, 1, ..., n - l ,  n = O, 1, ...). 

f t -~o( t )d t  = O(H(u)) (u ~ 0+),  
u 

tH(t) = o(1) (t -~ 0 + )  

t 

f H(u)du = O{tH(t)} (t -~ O-b). 
0 
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T h e n  

(2.6) HT,(f)-fll = 0 {a,, H(a,,)}. 
We also prove 

TnmREM 2. Let (a,k) satisfy (2.1) and (2.2) and let o9(0 satisfy (2.3). Then 

(2.7) IlT,(f)-f]I = 0 {co(rc/n)}+O {a,,H(zc/n)}, 

where H is non-negative. If, in addition to (2.3), c0(t) satisfies (2.5) then 

(2.8) [[Y.(f)-f{[ = O {a,,H(u/n)}. 

Lastly, we intend to investigate some results, one of which is analogous to 
Theorem A in the case when (p,) is non-negative and non-increasing. In fact, we 
first obtain general results for a triangular matrix by using the modulus of eon- 
fimfity o f f  from which the desired results may be obtained. Precisely, we prove the 
following: 

THEOREM 3. Let (a,k) satisfy (2.1) and let 

a,k>=a,,k+l ( k=O,  1 , . . . , n - - l , n = O ,  1,...). (2.9) 

Then 

(2.10) 
n 

]l T, (f)  - f  [I = 0 {co (x/n) + Z k-1 co (x/k) b, (k + 1)}. 
k = l  

THEOREM 4. Let (a,k) satisfy (2.1) and (2.9) and let co(t) satisfy (2.3), (2.4) and 
(2.5). Then 

(2.11) 1[ T. ( f )  - f l [  = O{a.0 H(a.o)}. 
3. We shall use the following lemmas in the proof of the theorems: 

LEMMA 1. Let co(t) satisfy (2.3), (2.4) and (2.5). Then 

f t-lco(Odt = O{rH(r)} (r -- 0+) .  
0 

PROOF. Integrating by parts, we have 
u r 

f t-lco(t)dt--[-t u - : c o ( . ) d . ] ; +  f dt f . - : c o ( . ) d .  = 
0 t 0 t 

= O{rH(r)}+O(1) f H(t)dt = O{rH(r)}, 
0 

by (2.3), (2.4) and (2.5). 
This completes the proof of the lemma. 

LEMMA 2. Let (a,k) satisfy (2.9) and let a,k>=O (n, k=O, 1, ...). Then, uniformly 
in O< t-<_rc, 

~ a.k sin (k + l )  t :  O{b.(z)}. 
k = 0  
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PROOF. Since ank~_O, we have by Abel's lemma 

L~a '~ 's in {k§  ~ ,=o~a"k+]:a"ksin(k+l)tl---- 
= b , ( , ) + O { , a , , }  -- O{b.(,)}, 

by (2.9). This completes the proof of the lera,,na. 

4. In this section, we shall prove the theorems mentioned in Section 2. 

PROOF OF TnEOm~M 1. We have 

n 

Tn(f;  x ) - f ( x ) =  z~ anksk(x)-- f(x)  = 
Ir=O 

--- -} f f~o:(o/f2 ~,,, ~-,//f Z a.k sin 
0 I .  ~ z.., / . P  tk=O 

by (2.1). Now we observe that IIr therefore 

(4.1) "~:<"-I'll = ~o :  <~<'~" I,~ ( 1) I -< a,~sin k +  t dt  = 
2 sin ~ t 

2 

i,+ D = --(  = I~+12, say. 
7~ 

0 ann 

However, by (2.1), the sum in the integral does not exceed 1 and hence 

r 

lx = 0(1) f t - la>(t )dt  = O{a . .H(a . . ) } ,  
o 

by Lemma 1. Also, by (2.2) and Abel's lemma 

I~ = O(a..) f t-2co(t)dt = O{a..H(aJ}. 
ann 

by (2.3/. 
Combining/1 and I2, we get (2.6) and this completes the proof of the theorem. 

PROOF OF THEOREM 2. We have from (4.1) 

/ 111 ~ - - -  a,ksm k + ~  t dt  = 
~ T . ( f ) - f l l  - rc 2sin 21_.t 

= T t s  + j : )  -- ,,§ say. 
0 nin 
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Using the inequality } s in (k+2) t l<=[k+l ) t  and (2.1), we get 

~/n 

I1 = o(,0 f o~(t)dt = O{to(n/n)}. 
0 

Also, by (2.2) and Abel's lemma 

I~ = 0 {a,,H(rqn)}. 

Combining/1 and Iz, we get (2.7). 
For the estimate (2.8), we first observe that 

=/, 
11 : O(n) f o)(t)dt. 

0 

Now integrating by parts and using (2.3), (2.5) we get 

Hence 

=In = ntn 

f m(Oa, = [- :  f (~o(.)/.=)aU]o:"+ f 2tdt f u - = m ( u ) d u  = 
0 t 0 t 

nin 

= o {n-=n(~/.)+ f 
0 

a-I(O at} : O{n-=H(./,)}. 

:~ =o{n-v-I(./,)}. 

And proceeding as in I= above, we get 

12 = O{a..H(n/n)}. 

However, by (2.2), {a,k}l=0 is non-decreasing and hence 

(n+ 1)a.. _-> .,~ a.k = 1, 
k=O 

by (2.1). Thus using the inequality n-l=O(a,,)  
we get (2.8). 

This completes the proof of Theorem 2. 

in 11 and combining it with I= 

PROOF OF THEOREM 3. Proceeding as in Theorem 2, we get 

where 

and 

I= = ~-=ly. - -  

I r= ( / ) - / l  < ~rl+:= 

z l  = o { c o ( ~ / n ) }  

~  
�9 1 a~sin k + ~  t dt. 

2 sin ~- t 
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By Lemma 2, we get 

n - 1  ~/k 

I~ = O ( 1 )  t-lc ft)b,,([7 /t])dt :- o (1 )  Z f t - lc~ dt = 
~[n k = l  n](k +1)  

n--1 x[k n--1 

: O(1) Z co(Tr/k) f t-Xb.([Tz/t])dt : O(1) z~ c~ k-1. 
k ~ l  x / (k+ l )  k = x  

Thus combining/1 and Is, we get the required result and hence the proof of 
the theorem is complete. 

PROOF OF TrIEOREM 4. Splitting up the integral in (4.1) into the sub-integrals 

? / and and proceeding as in Theorem 1, the proof of the theorem may be corn- 
0 an0 
pleted. 

5. In this section, we specialize the matrix A=(a,k) to obtain corollaries of 
the theorems. 

By (1.5), we get the following corollary from Theorem 1 : 

COROLLAa~V 1. Let co(t) satisfy (2.3), (2.4) and (2.5) and let (p,) be non-negative 
and non-decreasing. Then 

IlR,,(f) -flI  = O {(p./P.) H(p./P.)}. 

If (CLip ~ (0<~<=1), then co(t)=O(t ~) (0<~_1)  and 

H(u) = flog (n/u) ~ = 1 
lu ~-1 O<c~< 1. 

Hence Theorem A is a particular case of Corollary 1. 
It is interesting to note that one can get the estimate oi Corollary 1 by using 

Nfrlund matrix (see (1.6)), in place of Riesz matrix. On setting a,,k=p,_k/P ~ in 
Theorem 4, we get 

COROLLARY 2; Let co(t) and (Pn) be as defined in Corollary 1. Then 

[IN.(f)-f][ = 0 {(Pn/P.) H(pn/P.)}. 

Now we give the following corollary from Theorem 3: 

COROLL~.RY 3. The degree of approximation of fEC*[0, 2n] by the (R, pn)- 
means of Fourier series o f f  is given by 

(5.1) I[Rn(f)-fll = O {(p,)-I ~ k-lpkco(zc/k)}, 
k = l  

where (p,) is non-negative and non-increaMng. 

PROOF. We have, by (1.5), 
k + l  

b.(k+ i) = Z an, = Pk+l/e,. 
r~O 
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However (p.) is non-increasing therefore 

b.(k  + 1) = O(ek/P.)  

and (k-lPk) is non-increasing and hence 

n 

(s/n) <= (t.)-1 Z oJ Or/D k-lek. 
k = l  

Using these estimates in (2.10), we get the required result. 
It is interesting to note that the estimate in (5.1) was earlier obtained in [3] 

by using NSrlund matrix as defined by (1.6), where (p,) is defined as in Corollary 3. 
Since fCLip ~ implies that og(t)=O(t~), we deduce the following corollary 

from Corollary 3: 

COgOLLARY 4. Let fCC*[0, 2z] and let f6Lip ~ (0<~<_-1). Then the degree 
of approximation o f f  by (R, p,)-means of its Fourier series is given by 

l]R.(f)- fl[ = O{(1/Pn) ~ k - l - ~ } ,  
k = l  

where (p.) is non-increasing and non-negative. 

Once again, the estimate in Corollary 4 was earlier obtained in [2] in the case 
of N6rlund matrix generated by non-negative and non-increasing sequence (p,,). 
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