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ON THE IMPLEMENTATION OF IMPLICIT 

RUNGE-KUTTA METHODS 

J. C. BUTCHER 

Abstract. 

The modified lkTewton iterations in the implementation of an s stage implicit 
Runge-Kutta method for an n dimensional differential equation system require 
2s3n3/3 + O(n ~) operations for the L U factorisations and 2s2n~+ 0 (n) operations for 
the back substitutions. This paper describes a method for transforming the linear 
system so as to reduce these operation counts. 

I n  the  numer ica l  solution of an n dimensional  stiff differential  equat ion  
sys tem 
(1) y'(x) = / ( y ( x ) ) ,  

using an s stage implicit  R u n g e - K u t t a  method,  the  solution at  xm= 
xm_ 1 + h is computed  as 

(2) Ym = Ym-t + h  ~ = l b j f ( Y ~ )  

where 

(3) Yi  = Y m - t + h  Z ; = l a i J ( Y j ) ,  i = 1,2, . . . .  s .  

To  evalua te  Y1, Y~ . . . .  , Ys satisfying the  sys tem (3), i t  is usual  to use a 
modification of the Newton-Raphson method so that at the end of a 
cur ren t  i tera t ion,  Yi is to  be replaced b y  Y i + w t  where  wl, w ~ , . . . , w  s 
are given by  

(4) w ~ - h  ~ . ~ = l % J w ~ - g ~  = o, ~ = 1,2  . . . .  , s  , 

with J ,  the  n x n Jacob ian  ma t r ix  of f ,  eva lua ted  at  a recent  point  on 
the  solution t r a j ec to ry  and  

(5) Z i = - - Y , + y m _ ~ + h Z ; = l a , f ( Y i ) ,  i = 1,2 . . . . .  s .  

Since a ma jo r  pa r t  of the  computa t ion  t ime is expended  in the  eval- 
ua t ion  of J and  the  t r e a t m e n t  of the  l inear sys tem (4), i t  is s t andard  
pract ice  to  eva lua te  J as seldom as possible and  to  ca r ry  out  pre l iminary  
work  on the  l inear sys tem (4) so t h a t  the  actual  i terat ions can be per- 
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formed efficiently. It is with this preliminary work that  this paper is 
mainly concerned. 

Let  w, Z e R n8 and the s x s matrix A be defined by  

s s [ a s l a s ~  • • a s s j  

and let M = i ® I - h A  ® J be the matrix of coefficients in (4) where i 
is the s × s unit matrix and I the n x n unit matrix. Thus (4) can be 
writ ten as 
(6) M w - Z  = O. 

Throughout this paper we will assume that  A is non-singular. This as- 
sumption holds for most implicit Runge-Kut ta  methods that  have 
been proposed as suitable for stiff problems, and leads to some simplifi- 
cations in this paper. 

We will regard it as the standard practice to compute the L U  factor- 
isation of M as the preliminary treatment of (4). In  this case, the number 
of multiplicative and additive calculations to perform are each C(n8/3)+ 
O(n ~) (for large n), where C = s  a, the number of operations in the back 
substitution for each iteration is Dn~+ O(n) where D = s  2. We will con- 
sider how the factors C, D can be lowered, either through the choice of 
parameters or else through a suitable organisation of the work. 

Let  P ,  Q be non-singular s × s matrices and let 

= (Q-1 ® I )w,  ,Z = ( P ® I ) Z ,  

.ffl = (P ® I ) M ( Q  ® I )  = (PQ) ® I -  h.4 ® J where A = P A Q  so that  (6) is 
equivalent to 
(7) _ ~ - 2  = 0 .  

Since the computation of 2~ from Z and of w from @ each require O(n) 
multiplieative and additive calculations, we might just  as well use this 
transformed version of these equations if this leads to some advantage. 

We now consider how to make a judicious choice of P and Q. Let  the 
Jordan canonical form of A-1 be 

T - 1 A - 1 T  = Dr1-10 0 . . . 0  ] 
[/~1 2~. -I0 
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where each subdiagonal element #4 (i = 1, 2 . . . . .  s -  1) is zero if ~i=~)~i+l 
and is either zero or an arbitrary non-zero number if 2~ = ~t+x. Where it 
is non-zero we suppose that  #~=~ti -1. Let  D=diag(A1,A2,...,~s). We 
select P = DT-1A -1, Q= T so that  

PQ-- [100. ] 
|~i i 0 

LO;O 
where each of the subdiagonals el, e2 , . . ,  is either 0 or 1, and PAQ=D. 

The matrix ~]~ now consists of diagonal blocks of the form I - h ~ J  
together with subdiagonat blocks of 0 (the zero matrix) or I .  The prelim- 
inary t reatment  of (4) now consists of the LU factorisation of each 
of the distinct diagonal blocks and the back substitutions break into 8 
separate blocks with the subdiagonal elements of PQ contributing only 
a further O(n) operations. 

To assess the factors C and D, we must take into account the possible 
presence of non-real eigenvalues of A. Let  ~ denote the number of dis- 
tinct real eigenvalues and fl the total  number of real zeros of the char- 
acteristic polynomial of A. Also let y denote the number of distinct 
conjugate complex eigenvalue pairs and ~ the total number of conjugate 
pairs of zeros of the characteristic polynomial of A. Thus ~<fl,7<(~, 
fl + 28 = s. Since complex multiplications and additions require the time 
of 4 real multiplications and additions, we have C=~+4~,,D=fl+4& 

Consider, for example, the implicit Runge-Kut ta  methods of order 
2s, [1]. For these methods A has at  most one real eigenvatue and all 
zeros of the characteristic polynomial are distinct. Hence, a=fl=O 
(s even) and ~ = f l =  1 (s odd); 7 = d =  Is/2]. In  this case C=D=2s (s even) 
and C = D = 2 s - 1  (s odd), a marked improvement for s greater than 2 
over the standard values of C = s a, D = s 2. 

For the semi-explicit methods of Norsett  [2], where all diagonals of A 
are equal, we find C = 1, D = s. However, if the transformation described 
here is not applied we would have C= 1 , D = s ( s +  1)/2. I t  is interesting 
to note that  values of C and D identical to those for N~rsett 's methods 
could also be obtained for any method which is not  necessarily semi- 
explicit bu t  for which the characteristic polynomial of A has only a 
single s-fold zero. 
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