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Abstract.

Let A and A+ 44 be Hermitian positive definite matrices. Suppose that 4 = IDI? and
(A + 44) = (L + ALYD + ADYL + AL) are the LDI¥ decompositons of 4 and 4 + A4, respectively.
In this paper upper bounds on |AD|r and |AL|r are presented. Moreover, perturbation bounds are
given for the LU decomposition of a complex n x n matrix.
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1. Introduction.

Let A be a positive definite Hermitian matrix. Then there exists a unit lower
triangular matrix L, (that is a lower triangular matrix with ones on the diagonal),
and a diagonal matrix D such that

(1.1) A= LD

This decomposition is known as the LDI¥-decomposition [2, p. 137-138]. In this
paper we derive the perturbation bounds (2.10) on |AL|f and ||AD{y when 4 is
perturbed by a Hermitian A44. We have not found any perturbation bounds for this
problem in the literature. It should however be mentioned that in applications
where the LDIZ- decompositon is used, one can usually also use the Cholesky
decomposition. Perturbation bounds for the Cholesky decomposition are given in
[3].

The LU-decomposition [2, p. 92-102] is so well-known that no detailed presenta-
tion is necessary. Surprisingly, at least as far as we know, no perturbation bounds on
the factors L and U have been published. This paper presents such bounds in
formula (3.3).

The following notations are used: ||| denotes the Frobenius norm; |||, denotes

Received October 1990. Revised November 1990.



PERTURBATION BOUNDS FOR THE LDLY AND LU DECOMPOSITIONS 359

the matrix norm induced by the Euclidean vector norm; the superscript H denotes
the complex conjugate.

2. The LDL"-decomposition.

We will first find bounds for the differentials. In the following lemma
ldL]z < C(4)||dA| s, where C is a function of A, means that for any differentiable
parametrization A(t), we have ||dL/dt||; < C(A)|ldA/dt|r. (This is also the meaning
of a norm of a differential in [3]).

LeMMA 2.1 Assume that A is an n x n Hermitian and positive definite matrix, and
dAis ann x n Hermitian differential. Consider L and D in the LDI¥-decomposition as
functions of the elements of A. Then we have the following bounds for the differentials.

(2.13) IdL|lF < (1//2) | A1 321 A7 1137 dAlle
(2.1b) 1dD|lr < IlAl1 A7 21 dAl g
ProOF. Itis known that L and D are differentiable functions of the elements of A.
Differentiating 4 = L D I we get
2.2 dA=dLDI¥ + LdDIE + LDJI%
Multiply (2.2) from the left by D~ '?L"* and from the right by L"# D~1/2, to get
D—I/ZL—ldAL—HD—l/Z — D—1/2L— 1dLD1/2 + D—l/ZdDD—l/Z
(2.3) + DY2QIB Bp—He,

(D' is the diagonal matrix where the diagonal elements are the nonnegative square
roots of the diagonal elements of D. The inverse of D!/? is denoted by D~1/2). Let
A = GG" be the Cholesky decomposition of 4, then G = LD/, Hence, the relation
(2.3) can be rewritten as

(2.4 G 'dAG™" = G 'dLDY? 4+ D~ Y2dDD~Y? 4 DUAIEGH,
Consequently, we have

(2.5 2IG'ALDY?| + |D~Y2dDD" |7 = |G 'dAGH|} < |ATY3IdANE.
The inequality (2.5) gives

2.6) Gl D™V ALl < | G™ LD Y|y < (1//2)I A | NdAll ¢

and

@27 1Dz dD|p < [DT2ADD ™ 2 |lp < A5 ] dA 5.

By combining (2.6), (2.7) with |[D™'||, < |47 ||, and |[D||, < ||4] ,, we get (2.1a)
and (2.1b) respectively. ]
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Lemma 2.1 can now be used to derive perturbation bounds for the LDI¥-decom-
position. To simplify one of the bounds we use the function o defined in (2.11). This
function is defined in the same way as in [3].

THEOREM 2.2 Let A be an n x n Hermitian and positive definite matrix with
decomposition A = LDIZ. If AA is an n x n Hermitian matrix satisfying
2.8 144l < /1474,
then there exists a unique LDI®-decomposition
(2.9) A+ AA = (L + AL)(D + AD)(L + AL)%,
where we have the bounds

oL UL LR jadly
(2100 VALle < 3 T 1441, 14l

and
14D[lp < (o1/0, + Do 4A4]2/0,) — D] 44]F <

lAl214" 2
I PV S

(2.10b)

“4A4|g
where o, and o, are the largest and smallest singular value of A respectively, and

O0<ex<l.

1
(2.11) w(e):—;ln o

Proor: The existence of a unique LDI¥-decomposition follows from the exist-
ence of a unique Cholesky decomposition [3]. We will use Lemma 2.1 and integral-
techniques [1,3] to derive (2.10). Let

(2.12) Aty=A+t44, 0<t<1.

Then, A(t) is positive definite, and we have the LDI#-decomposition

(2.13) A(t) = LODOL)~.

In particular L(0) = L and L(1) = L + AL. Hence, we get from (2.1a) the inequality
(2.14) lAL]lp = |L(D) — LO)Ir = |Ifo dL)dt]r <

1 1
1/2(0

j 4L @lede < 75 f g 1441

¢}

where o,(t) and o,{t) are the largest and smallest singular values of A(t), respectively.
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From a wellknown inequality for singular values [2, p. 428] we have
(2.15 oty < oy + 1|44, ot} =g, — t]|4A4];,.
Thus

1

|AAl|F \/(0'1 + t]|4A4]5)

V2 ) (o, —t]44],)?
0

uAAuF (100 . _ 144l \/(g).__l_...z
(2.16) J(a,,-—tﬂAAnz)"'dt— NG 0] 00— |44l

_ L (ALlAT )Y 144l
J2 1= A7 ,0144], (4],

I4L[lF < dt <

Similar to (2.14), we get the inequality

2.17) [4D]f < jﬂdl)(t)!!x dr.

By combining (2.1b), (2.15) and (2.17) we get

1
oy + 1|44,

[4D]F < !IAAIIFdet IlAAllp<(01 + %)JW 1) =

0

218)  ((1/0, + Vx| 44]l2/a,) — D) AA] 5 < ——‘;}TA”- 144y =

14121471,
1— 47,1l 44]),

4A]p. n

3. The LU-decomposition.
We have the following bounds for the LU-decomposition.

‘THEOREM 3.1 Assume that the n x n-matrix has the LU-decomposition
3.1 A=LU

where L is unit lower triangular and U is upper triangular. Also assume that the
perturbed matrix A + AA has the LU-decomposition

(3.2) A+ AA = (L + 4L)(U + 40U)

where L + AL is unitlower triangular and U + AU is upper triangular. Finally assume
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that |L"*AAU ||, < 1. Then the following inequalities are satisfied:
LI 4AU g

3.3 ALjp <
( a) “ ”F—— 1""“L~1AAU—1”2
IUlL 44U g
3.3b AUllp < .
( ) ” HF 1__”L—1AAU—1|IZ
Proor. Note that
(3.9) LAU + AL(U + AU) = 4A.
Left-multiply with L™* and right-multiply with (U + 4U)"! to get
(3.5) L YAL + AUU + AUY ' = LY AA(U + 4U)™ L

Note that AL is strictly lower triangular and hence L™ 4L is strictly lower triangu-
lar. The matrix AU(U + AU)™! is upper triangular and hence

(3.6a) IL*AL)p < |L*AAU + AU) ™ Mg
and
(3.6b) [AUU + AU) g < |LYAAU + AU) .

Since (U + AU) ' = U™ — U™ 1AU(U + 4U)"* we have
ILYAAU + AU) Y| < |ILPAAU g + | L' AAU*AUU + AU) e <
(3.7) ILTAAU Y + | 1TAAU Y, AUU + AU) Hp <
LY AAU Y g+ |LPAAU Y|, LT AAU + AU) Mg
or

ILTAAU " e
— 171 44Uy

3.3 I AAU + AUY Yl < 1
By combining (3.6), (3.8) and ||[AL|lr < |L||,|IL” "AL||r we get (3.3a).

The proof of the bound (3.3b) is similar and therefore we take it short. We use
(3.9 (L + ALY 1AL+ AUU ' =(L + ALy '44U" .
Similarly to (3.6-8) we get

ILAAU g
1— L T44U 1),

(3.10)  [[UT'4U|p < (L + AL) ' 4AU " Mjp <
By combining (3.10) with | AUz < [|U|,|U~*4U || we get (3.3b). |
One disadvantage with the bounds (3.3) is that they include the factors L and U.

My guess is however that it is not possible to get any simple bound on 4L and 4U
that only includes norms of 4 and AA. A simple row-permutation can completely
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change the perturbation sensitivity. Consider first the LU-decomposition of

1 0.1 1 011 0.1
G.11 [0.1 1}=[0‘1 1][0 0.99]'

Next consider the LU-decomposition of

01 1 1 0]j01 1
(3.12) [1 0.1]=[10 l][ﬂ —9-9]'
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The example (3.12) is more sensitive to perturbations than (3.11), and there is no

1
difference in the Euclidean and Frobenius norms of the original matrices, |: o1
01 1
and [ 10 1]'
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