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Abstract. 

Let A and A + AA be Hermit ian positive definite matrices. Suppose that A = IDL u and 
(A + AA) = (L + ALXD + ADXL + AL) H are the LDL H decompositons of A and A + AA, respectively. 
In this paper upper bounds  on IIADIIr and IIALI]~ are presented. Moreover, perturbation bounds  are 
given for the LU decomposit ion of a complex n × n matrix. 
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1. Introduction. 

Let A be a positive definite Hermitian matrix. Then there exists a unit lower 
triangular matrix L, (that is a lower triangular matrix with ones on the diagonal), 
and a diagonal matrix D such that 

(1.1) A = LDL n. 

This decomposition is known as the LDLn-decomposition ['2, p. 137-138]. In this 
paper we derive the perturbation bounds (2.10) on II ALHr and II ADHr when A is 
perturbed by a Hermitian A A. We have not found any perturbation bounds for this 
problem in the literature. It should however be mentioned that in applications 
where the LDL n- decompositon is used, one can usually also use the Cholesky 
decomposition. Perturbation bounds for the Cholesky decomposition are given in 

[3]. 
The LU-decomposition [2, p. 92-102] is so well-known that no detailed presenta- 

tion is necessary. Surprisingly, at least as far as we know, no perturbation bounds on 
the factors L and U have been published. This paper presents such bounds in 

formula (3.3). 
The following notations are used: II" lit denotes the Frobenius norm; I1"112 denotes 
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the matrix norm induced by the Euclidean vector norm; the superscript H denotes 
the complex conjugate. 

2. The LDLH-decomposition. 

We will first find bounds for the differentials. In the following lemma 
[[dLIIF < C(A)IIdA[IF, where C is a function of A, means that for any differentiable 
parametrization A(t), we have IIdL/dtll~ < c(a)lldh/dtlLr. (This is also the meaning 
of a norm of a differential in [3]). 

LEMMA 2.1 Assume that A is an n x n Hermitian and positive definite matrix, and 
dA is an n x n Hermitian differential. Consider L and D in the LDLn-decomposition as 

functions of the elements of A. Then we have the following bounds for the differentials. 

(2.1 a) lldZ ttF < (l/x/2) II a II ~/2 li Z - 1 II 3/2 lldA tlF 

(2.1b) IldOilF < IIAII211A-111211dANF. 

PROOF. It is known that L and D are differentiable functions of the elements of A. 
Differentiating A = L D L n we get 

(2.2) dA = d L D L  n + L d D L  n + L D d L  n. 

Multiply (2.2) from the left by D-1/2L-1 and from the right by L -n  D-1/2, to get 

D-  1 / 2 L -  IdAL-nD - 1/2 = D - 1 / 2 L -  ldLDI/2 + D-  1/2dDD- 1/2 

(2.3) + DI/2dLnL-nD-1/2 

(D 1/2 is the diagonal matrix where the diagonal elements are the nonnegative square 
roots of the diagonal elements of D. The inverse of D 1/2 is denoted by D-  1/2). Let 
A = GG n be the Cholesky decomposition of A, then G = LD 1/2. Hence, the relation 
(2.3) can be rewritten as 

(2.4) G- l d A G - n  = G-  ldLD1/2 + D-  1/2dDD- 1/2 + Dl/ZdLtt G-n.  

Consequently, we have 

(2.5) 2tlG-ldLD1/2II2 + IID-1/2dDD-1/2ll2 = I [a - ldaa-n l l  2 < tla-lll~lldZll~. 

The inequality (2.5) gives 

(2.6) Ilall~lllO-1/21[~llldZll F <_ IIa-ldZOX/211F <_ (I/x/2)lla-lll211dallr 
and 

(2.7) llOll~ltldOllr < IIO-l/2dOO-1/211E < lla-lll211dallr. 

By combining (2.6), (2.7) with 11o-1112 < l la-l lI2 and ItDIt2 -< Ilal12, we get (2.1a) 
and (2. lb) respectively. [] 
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Lemma 2.1 can now be used to derive perturbation bounds for the LDLH-decom - 
position. To simplify one of the bounds we use the function c9 defined in (2.11). This 
function is defined in the same way as in [3]. 

THEOREM 2.2 Let  A be an n x n Hermitian and positive definite matrix with 

decomposition A = L D L  n. I f  AA  is an n x n Hermitian matrix satisfying 

(2.8) IlAAIt2 < 1/11A-1112, 

then there exists a unique LDL~-decomposition 

(2.9) A + AA = (L + AL)(D + AD)(L + AL) n, 

where we have the bounds 

(2.10a) tlALtIF < - -  

and 

1 (IIAllz!M-1112) 3/2 IIAAIIp 

x/2 1 -IIA-111211AAI[2 IIAll2 

I[ADIIr ~ ((cr~/a. + 1)~o(IIAAIIz/~.) - 1)[[AAIIF 
(2.10b) 

[[AHzlIA 1112 flAALt~ 
1 --ttA-111211AAIt2 

where a l and a, are the largest and smallest singular value o f  A respectively, and 

(2.11) co(e) = _1 l n - - , l  0 < e < 1. 
e 1 - e  

PROOF: The existence of a unique LDLn-decomposi t ion follows from the exist- 
ence of a unique Cholesky decomposition [3]. We will use Lemma 2.1 and integral- 
techniques [1,3] to derive (2.10). Let 

(2.12) A ( t ) =  A + tAA,  O <_ t < 1. 

Then, A(t) is positive definite, and we have the LDLn-decomposi t ion  

(2.13) A(0 = L(t)D(t)L(O H. 

In particular L(0) = L and L(1) = L + AL. Hence, we get from (2. la) the inequality 

(2.14) I[ALIIF = HE(l) - L(0)lIF = ] l lo  1 dL(t)dtlIF < 

1 1 

0 0 

where al(t) and an(t) are the largest and smallest singular values of A(t), respectively. 



P E R T U R B A T I O N  B O U N D S  F O R  T H E  L D L  H A N D  L U  D E C O M P O S I T I O N S  361 

From a wellknown inequality for singular values [2, p. 428] we have 

(2.15) al(t) <_ at + tHAAIi2, an(t) > an - tHAAH2. 

Thus 

(2.16) 

1 (]IAIIzIIA-t]I2) 3/2 

,/2 1 -IIA-111zlIAAII2 
Similar to (2.14), we get the inequality 

1 
/1  

(2.17) IIADII~ -< |lldO(t)llrdt. 
t /  
0 

By combining (2. lb), (2.15) and (2.17) we get 

1 

1 

IIAAIIr f ~ / ( ~  + tlIAAII2) 
IIALIIF --< ~ / ~ J ( a , - -  tIIAA]I2) 3/z 

0 

1 

]]AAIIe (a. # 2  -~. 
~/2 -- t ] ] ~ t 2 ) 2  dt = • 

0 

IIAII2 

IIADI[r -< II~AII~ f ate. -+ tIIAAII2tlIAAII2 

0 

dt < 

1 

a . -  IIAA]I2 

( t dt = IIAAIle (trl + a,) a , - -  tIIAAtl2 1 = 

0 

a l  (2.18) ((oh/a. + 1)o(]IAAll2/a,) - 1)]IAAIIp < IIAAIIF = 
a . -  IIAAII 2 

Ilhlhlla-lllz 
1 -llA-11IzlIAAII2 tlAhllr. • 

3. The LU-decomposition. 

We have the following bounds for the LU-decomposition. 

THEOREM 3.1 Assume that the n x n-matrix has the LU-decomposition 

(3.1) A = L U 

where L is unit lower triangular and U is upper triangular. Also assume that the 
perturbed matrix A + AA has the LU-decomposition 

(3.2) A + AA = (L + AL)(U + AU) 

where L + AL is unit lower triangular and U + A U is upper triangular. Finally assume 
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that Ir L- 1A A U - 1 t[2 < 1. Then the following inequalities are satisfied: 

(3.3a) IIALIIF < 
1 - I[L-1AA U-ill2 

ttUIt211L-* AA U- l t I r  
(3.3b) IIAUllr -< 

1 - IIL-~AA U-Xll2 " 

PROOf. Note that 

(3.4) LAU + AL(U + AU) = AA. 

Left-multiply with L- 1 and right-multiply with (U + A U)- ~ to get 

(3.5) L-~AL + AU(U + AU) -~ = L-~AA(U + AU) -~. 

Note that AL is strictly lower triangular and hence L-~AL is strictly lower triangu- 
lar. The matrix AU(U + AU)-1 is upper triangular and hence 

(3.6a) IIL-XALIIF _ IIL-~AA(U + AU)-~[I, 

and 

(3.6b) IIAU(U + AU)-II[F ~ ]IL-'AA(U + AU)-aIIF. 

Since (U + AU) -1 = U -1 - U- iAU(U + AU) -1 we have 

IIL-~AA(U + AU)-lllv < l l z - lAzu-1Hp + ]IL-1AAU-1AU(U + AU)-IIIF < 

(3.7) l lZ-lha U-~lle + [tL-XAA U-11IzlIAU(U + AU)-IlI,  < 

HL-1AA U - l i l t  + HL-1AA U-I[[zlIL-iAA(U + AU)-X[Ir 

or  

(3.8) 
IIL-1AA U-11[r 

I}L-iAA(U + AU)-iIIr <_ 
1 - I lL-'hA U-Xll2" 

By combining (3.6), (3.8) and IJAL}Jr < tlLIIzlIL- ~ALI}r we get (3.3a). 
The proof of the bound (3.3b) is similar and therefore we take it short. We use 

(3.9) (L + AL) - IAL+ AU U -~ = (L + AL)- IAAU -1. 

Similarly to (3.6-8) we get 

IIL-iAA U-1Hv 
(3.10) IIU-'AUIIr <<- II(L + AL)-XAAU-~IIe < 1 -]IL-1AAU-1Hz " 

By combining (3.10) with IIAUIIr < II UIIzllU-1AUItr we get (3.3b). • 

One disadvantage with the bounds (3.3) is that they include the factors L and U. 
My guess is however that it is not possible to get any simple bound on AL and A U 
that only includes norms of A and AA. A simple row-permutation can completely 
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change the perturbation sensitivity. Consider first the LU-decomposition of 

Next consider the LU-decomposition of 

The example (3.12) is more sensitive to perturbations than (3.11), and there is no 
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