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All convex invariant functions of hermitian matrices?)

By CraxpLER Davis in New York

Let £, denote the real linear space of all % xn hermitian matrices 4, B, C, .... .
Consider functions f defined on §, with values in a partly-ordered real vector space
B (B might be the real numbers, for example, or §,). Such f is called convex provided
it satisfies identically

) HA =t A +tB)= (1 —t)f(4)+¢tf(B) for te[0,]1].

Also f is called invariant provided f(U-tA U) = f(4) for any A € H, and any axn -
unitary U. It has proved useful in the past to know that a real-valued function is
convex invariant — for example, the f defined by letting f(4) be the largest eigen-
value of 4. This paper finds all convex invariant f.

The problem has not been studied before even in the real-valued case. In that case,
however, it is related to a recent theorem of M. D. Marcus, as explained below.

If fis invariant, f(4) depends only on the set of eigenvalues of A (counted according
to their multiplicity), an unordered n-tuple of reals; because this set is a complete
set of unitary invariants for 4. Therefore f corresponds to a function of n real variables,
with values in 2; this function will again be denoted by /; it is symmetric, in the
sense that f(A1, ..., An) = f(t1, ..., pn) whenever (ui, ..., un) 18 just (A, ....A»)
rearranged. Suppose in addition f is convex as a function from £, to B, and consider
diagonal matrices 4 = diag (a1, ... , ag), B = diag (81, ..., ), C = diag (y1, ... \yn)
withyy=(1 — oy + 8, 0=t <1,¢i=1,...,n By (1),

fyn, - ya) =20 =8 fler, oo, on) + (81, .-, Ba) -
This proves half of the following theorem.

Theorem. A unitary-invariant function from nxXn hermitian matrices to a partly-
ordered real vector space i8 convex if and only if the corresponding symmetric function
of n real variables is convex.

Here is the non-trivial half of the proof.

Suppose f syfnmetric and. convex as a function of n real variables. Let again
C=(1—tA-+tB 0=<t=1, but now let 4, B be arbitrary in D,. Because f is
invariant, there is no loss in generality in assuming €' diagonalized. If 4. represents
the matrix whose diagonal elements are the same as those of A but whose off-dia-
gonal elements are zero, and B similarly, then C = (1 — ¢) Ay + ¢ By for the same
" t. (But of course Ay + 4 and By + Bin general — necessarily whenever A B + BA4.)

1) Presented to the American Mathematical Society, February 23, 1957.
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The hypothesis on { implies that f(C) < (1 —t) f(de) + tf(Bg), for C, 4, and B
are simultaneously diagonalized. If it was known that f( ¢) = H{d)and {(Bg) = f(B)
Substitution would yield (1).

This will now be shown. The proof is almost exactly the same as one by M. D. MR-
CUs [3]; see also [4], [2]. The idea is to regard f(A), for fixed A4, as a function of ¢' —

More exactly, as a function of S defined below. Let zy, ..., , be orthonormal eigen-
Vectors of A4: for all u, Au = ﬁ aj{uxy) ;. Let z, ..., 24 be orthonormal eigen-
Veetors of C and of A4: for ally;,lACu = nZ oj (#2;) z;. By invariance, f(A4)
depends only on «y, ..., oy, and f(4¢) only i)=nl<x'1, vy oy Now

n
a'y = (Agzi, z) = (dzi, z) = (Z oy (=4, %) 5, Zi)=
7

=5
n
= Z o l(xj,zi)lz = Z Sipoy .
j=1 7

The matrix S here, defined by Sy = | (25,2:) |2, is doubly stochastic; that is, Sy =0,
Z 8y = ZS“ = 1. A permutation matrix is a doubly stochastic matrix each

1=1

element of which equals either 0 or 1. It is a theorem of G. BirkaoFF {1] that every

7 X n doubly stochastic matnx is a convex combination of the n X » permutation
7!

m&trlces Pk, 50 write S = Z e P¥opp = =0, Z i = 1. Using these facts, and the

convexity hypothesis on f,

fde) = f&'1, ..., &'n) = f<2; pi 2 Pliey, ..., ;uk ZPf,-w) =
v 7 7
L/tkf(z Plymf"-‘aZPﬁjaj):;ﬂkf( LA
-

But for each k, since P* is a pelmutation matri;f (B, ..., BE) is just (o, ..., an)
rearranged ; so by the symmetry of f, f(B%, ..., BE) = f(eu, ..., an) = f(A). Making
this substitution, f(4d,) < Z ur f(4) = f . The theorem is proved.

If B, the range of f, is the rea.l numbers, f(Ac) < f(A) is just a specialization of MARcUS’s
theorem [3] in a different notation. But his proof does not apply as it is to non-simply-ordered %
because a convex function defined on doubly stochastic matrices with values in %% need not
assume any maximum. Here is a trivial example in which the function g is even linear: let ¥

be real diagonal 2 x 2 matrices with the usual ordering, and ¢ (1 i . 1 —; a) _ ( g . g a)
for0<axl.

Corollary 1. The theorem is also true for orthogonal-invariant functions of real sym-
Melric matrices.

Corollary 2. The theorem and Corollary 1 remain true if the functions are defined only
for matrices whose spectra are restricted to a given finite or infinite interval.

These modifications can be made without changing the proof.
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