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I. Kotlarski [-2] showed that, for three independent random variables X, ,  X 2, 
X 3 the distribution of the random vector 

Y = ( X  1 -X3, X2-X3) (1) 

determines the distributions of X1, X 2 and X 3 up to a change of the location if 
the characteristic function 0 of Y does not vanish. In [5], P.G. Miller proved 
that the statement remains true if X 1, X 2, X 3 are n-dimensional random 
vectors and the requirement that 0 does not vanish is replaced by the require- 
ment that X1, X 2 and X 3 have analytic characteristic functions. 

For results concerning random variables with values in linear topological 
spaces or in locally compact Abelian groups see [3] and [6], respectively. 

Paper [9] contains generalizations of the results of I. Kotlarski and P.G. 
Miller in the case, where the random variables X~, X 2 and X 3 have the same 
distribution. Moreover, examples are given, where the distribution of Y does 
not determine the distributions of X 1, X 2 and X 3. 

In this paper we generalize some results of [9] without the assumption that 
Xa, X 2, X 3 are identically distributed. In Sect. 3 we give new examples, where 
the distribution of Y does not determine the distributions of X 1, X 2 and X 3. 
The word "support" of a function is used for the set of points where the 
function is not zero. 

1. Preliminaries 

Throughout this note S T will denote the support of a function f on R n. In the 
case n = 1 we set 

Sf =STC~(O, oe ) and nT(t)= 2(Sf c~(O't)) t>0 ,  
t 
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where 2 denotes the Lebesgue measure on R. For  the algebraic sum of the sets 
A, B c R" we shall use the nota t ion  A + B. 

In the proof  of Theorem 1 we need the following simple fact. 

L e m m a  1. Let A and B be Lebesgue measurable subsets of the interval (0, t), 
t > 0 .  I f  ,~(A)+ 2(B)>t, then there exist a~A and bEB such that 

t=a+b. 

Proof Since t - A  c (0 ,  t) and 2 ( t - A ) = 2 ( A ) ,  we have 2 ( t - A ) + 2 ( B ) > t = ~ ( 0 ,  t). 
Therefore  (t-A)c~B~=O, that  is, there exist aeA and beB such that  t - a = b  
and thus t = a + b. Q.E.D. 

2. The Case where X1, X 2 and X a are not Supposed 
to be Identically Distributed 

Theorem 1. Let X> X2, X 3 be independent random variables with characteristic 
functions f, g and h, respectively. I f  the inequalities 

nf(t) + rig(t) > 1, 

nI(t ) + nh(t ) > 1, (2) 

ng(t) + nh(t ) > 1 

hold for every t > 0 ,  then the distribution of (1) determines the distributions of 
X 1, X 2 and X 3 up to a change of the location. 

Proof Denote  the characterist ic function of Y=(X 1 -Xa ,  X 2 - X 3 )  by I//(tx, t2). 
We have 

O(tl, t z )=Eexp( i ( t l (X1-Xa)+t2(X 2 - X3))) 

= E(exp(i tx X1) exp(i t2 X 2) exp( i ( - t t  -t2)X3)) 
=Eexp(itl X OEexp(it2X2) Eexp( i ( - t l  - t 2 )  X3) 

= f ( t l )  g(t2) h ( -  t 1 - t2). 

Let  X1, X2, X'~ another  three independent  r andom variables, having character-  
istic functions f",  g;, h;, respectively. The r andom vectors Y = ( X 1 - X 3 , X  2 
- X 3 )  and Y ; = ( X ] - X 3 , X  ~ - X ; )  have the same distr ibution if and only if the 
functional  equat ion 

f ( t  1) g(t2) h ( - t 1 - t2) = f ;  (t 1) g;(t2) h ; ( -  t 1 - t2) (3) 

holds for every tl, t2~R. 
We shall show that  (2) and (3) imply 

f '(t)=exp(iat)f(t),  g"(t)=exp(iat)g(t), h'(t)=exp(iat)h(t) (4) 

for all t~R, where a is a real number.  
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Using (3) and a wel l -known result of the theory  of functional  equations,  it 
can be shown [5] that  (4) ho lds  in some  ne ighborhood  of 0. 

Let  
K I = sup {T~R : i f ( t )  = exp( ia  t ) f( t)  for all t~ [ - T, T]}, 

and define Kg and K h similarly. 
Suppose  first that  K~_< Kg and K h <__ K I. We want  to show tha t  K h = Kg = K h 

= oe. If  this were not  true, we would have  for every integer n > 1 a n u m b e r  
tn~R such that  

1 
K h < t n < K h + - -  and h;(t~)+-exp(iat~)h(t,). 

n 

Setting in (2) t = K  h and using L e m m a  1 we see that  there exist real 
numbers  t i e s  ~ and tgeS-~ such that  

K h = t f  "-b tg. 

F r o m  this we conclude that  K h is in the open set 

O = [(0,/CA) ~ S~ ] + [(0, Kh) ~ S ;  ]. (5) 

Fo r  a sufficiently large n we have t, eO. Applying (5) we obta in  

t n = t f  +tg 

where ~i~(0, Kh) c~ S~ and ~g~(0, Kh) c~ S; .  
Since ~ I < K I  and tg<Kg, by subst i tuing t 1 = t  I and t2=~g in (3) we obta in  

f ( t l )  g(tg) h( - t=) = exp( ia  if) f (tl) exp (ia ~g) g(ig) h"( - t~). 

Using the fact tha t  f ( [ I ) ~ 0  and g ( t g ) ~  0, we have 

h( - t=) = exp (i(a [I  + a ~g)) h'( - t~) = exp (iatn) h'( - t~) 
and so 

h' (t,) = exp (i a t,) h (t~). 

This cont radic t ion  establishes that  K h = o0. Hence  we have also K S = Kg = oo. 
Let  us now suppose  that  K s <___ Kg and K I <= K h. Substi tuing - tl - t 2 = x and 

t 2 = y in (3) we obta in  

f ( - x - y ) g ( y ) h ( x ) = f ' ( - x - y ) g ' ( y ) h ' ( x )  for every x, yeR.  

Therefore,  we can repeat  the above  a rgumen t  with the roles of  f and h 
interchanged.  In the case K g < K I ,  Kg<=K h we subst i tute - t l - t 2 = x  and t 1 
=y .  Q.E.D. 

F r o m  T h e o r e m  1 we obta in  immedia te ly  the following general izat ion of the 
above  ment ioned  results of I. Kot la r sk i  and P.G. Miller. 

Corol lary  1. I f  two of the characteristic functions f, g and h are analytic or have 
no zeros, then the distribution of (1) determines the distributions of XI ,  X 2 and 
X 3 up to a change of the location. 
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Remark I. In view of condition (2) it is natural to ask, how might the support 
or the set of zeros of a characteristic function look. A.I. Iljinskij gave in [1] the 
following characterization. 

A closed set Z c R  is the set of zeros of a characteristic function if and only 
if Z = - Z  and 0r 

Let X be a random variable and f its characteristic function. In [8] the set 
of zeros of f is characterised in the following three cases: 

a) all moments of f exist, 

b) X is a lattice random variable, 

c) X is discret. 

Remark2. If the  supports Sz, Sg, S h are bounded, for example, SI, Sg, S h 
c ( - 1 ,  1), then (2) is not satisfied and the distribution of (1) does not determine 
the distributions of X1, X 2 and X 3 up to a change of the location. 

In fact, let h' be a characteristic function having the properties h'(t)=h(t) 
for I t [<2 and h'~-h. For the construction of such characteristic functions see 
[7]. Setting f ' = f  and g ' = g  we have 

f ( t l )  g(tz) h( - t 1 - t2) = f ' ( t l )  g'(t2) h'( - t 1 - t2), 

but there is no a6R for which h'(t)=exp(iat)h(t). 

Remark 3. If we only require that two of the inequalities in (2) are satisfied, 
then the statement of Theorem 1 becomes false. To see this, let f, g, f ' ,  g' be as 
in Remark2.  We choose the characteristic functions h and h' so that h>0 ,  
h~h '  and h(t)=h'(t) for Jtl_-<2. (We can find simple examples of h and h' if we 
choose convex characteristic functions.) Then we have (3) and two inequalities 
in (2) are satisfied but there is no a6R for which h'( t)= exp(ia t)h(t). 

Remark 4. As the example in [9] shows, " >  1" cannot be replaced by " >  1" in 
(2). 

Remark 5. Suppose that we know the characteristic function ~ of the random 
variable Y = ( X ~ - X 3 ,  X 2-X3) .  Generally ~ does not determine the supports 
Sr Sg, S h uniquely. However, if we set 

SOt={tl~R: ~( t l , t 2 )~0  for some t2~R}, 

S~ O(tl,tz)#O for some t ieR},  

S~ O(t~,t2)+0 for some t 1, t2sR with t 1 + t2 = t} ,  

then we have S~ ~ $I, S~ ~ Sg, S~ ~ S h. Therefore, setting 

n~(t) -- 2(S~ c~ (0, t)) 
t 

for k = 1 , 2 , 3  and t>O, we get 

n~(t)<_<_nf(t), nO2(t)<=ng(t), n~(t)<=nh(t ). 
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Thus we have 

Theorem 1'. Let tp be the characteristic function of the random vector (1) and 
suppose that the inequalities 

n (t) + n (t) > l, 

n~(t) + n~(t) > 1, (2') 

n (t) + n (t) > 1 

hold for every t>0 .  Then the distribution of (1) determines the distributions of 
X1, X2, X 3 up to a change of the location. 

We now give another generalization of the results of I. Kotlarski and P.G. 
Miller. 

Theorem 2. Let ~ be the characteristic function of the random vector (1). I f  

S0 = R2 (6) 

then the distribution of (1) determines the distributions of X1, X 2, X 3 up to a 
change of the location. 
(By A we denote the closure of the set A.) 

Proof. Denote by f, g, h the characteristic functions of X ,  X 2 and X 3, 
respectively. From (6) if follows that 

S f = R ,  Sg=R and Sh=R. (7) 

Let t > 0 and define 

A = (0, t) c~ S f, B = (0, t) r~ Sg and C = (0, t) n S h. 

The set t - A  is open and we have t - A  c(0,t) .  F r o m / 3 =  [0,t] it follows that (t 
-A)r~B~:O. Thus there exist aeA and beB such that t - A - - b ,  and so, 

t=a+b .  (8) 

The same argument can be used to prove that there exist a'~A, b"~B, c', c"EC 
such that 

t=a'  +c' and t=b" +c". (9) 

We can now repeat the proof of Theorem 1, if we use (8) and (9) instead of 
Lemma 1. Q.E.D. 

Remark 6. Theorem 2 can be easily generalized in the case where X1, X z and 
X 3 are n-dimensional random vectors. 

Remark 7. It is easy to see that (8) and (9) remain true if we only require that 
two of the equalities in (7) are satisfied. Thus we obtain the following general- 
ization of Corollary 1. 

Corollary 2. I f  two of the sets Sf, Sg, S h are dense in R then the distribution of 
(1) determines the distributions of X1, X 2 and X a up to a change of the location. 
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3. The Identically Distributed Case 

Let Cp, p > 0, denote  the family of  characteristic functions f on R satisfying the 
following condi t ions:  

a) f(t)+O for [tl<p, 
b) f ( t ) = 0  for It]>p. 
By Cv,q, O<p<q, we denote  the family of  functions g satisfying 

a) g is periodic of  period 2q, 

b) there exists f e  Cp such that  g(t)=f(t) for It[ <q .  

P. L6vy [-4] has shown that  geCp,q implies that  g is a characteristic 
function. We give now a general izat ion of  Theorem 1 in [9]. 

Theorem 3. Let X 1, X 2, X a be independent identically distributed random vari- 
ables having the common characteristic function f~Cp,q. The distribution of (1) 
determine the distribution of X~, X 2 and X a up to a change of the location if 
and only if 

p >-}q. 

Proof Since X1, X z and X 3 are identically distributed we have the functional 
equat ion 

f ( t O f ( t 2 ) f ( - t l - t E ) = f ' ( t O f ' ( t z ) f ' ( - t l - t 2 ) ,  t~,t2eR (10) 

instead of  (3). 
In [9] it was p roved  that  (10) has nontrivial  solutions if and only if p<2q. 

In  the case p<2q the solution of (10) was to be shown in the form 

f '(t)=ckexp(iat)f(t),  t~((2k-1)q, ( 2 k + l ) q ) ,  k = 0 ,  + l ,  ___2,..., 

where aeR and c is a complex number  with [cl--1. We have only to show that  
f '  is a characterist ic function. Now,  this fact follows f rom Remark  8 in 
[7]. Q.E.D. 
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