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Multiple regression procedures are commonly used to investigate gender equity in 
faculty salary. However, a review of 19 case studies indicates that many of them fail 
to (a) adequately develop a regression model that examines the linear and nonlinear 
(i.e., interactive and curvilinear) relations between predictors and the criterion and 
(b) appropriately apply regression diagnostic statistics throughout salary model de- 
velopment. A seven-step process is presented as a comprehensive framework for 
testing allegations of gender discrimination in faculty salary. Steps include (a) identi- 
fying predictors of faculty salary, (b) identifying and establishing criteria for interpret- 
ing statistical tests and diagnostic procedures, (c) determining the criterion variable 
used in the salary model, (d) developing a salary model, (e) testing for gender dis- 
crimination in pay, (f) conducting diagnostic procedures to confirm the appropriate- 
ness of the final salary model, and (g) testing the assumptions of the regression 
model. An application of this model is presented using a case study (N = 725 fac- 
ulty). 
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As the composition of faculties has changed over time, gender equity in 
faculty salaries has become an increasingly important policy issue on college 
and university campuses. In order to address this issue in a rational and appro- 
priate manner, it is necessary to construct multivariate statistical models to pre- 
vent drawing erroneous conclusions from anecdotal perceptions or spurious bi- 
variate relations between gender and salary. A variety of such statistical 
approaches has been undertaken. This paper presents the results of a case study 
that illustrates and emphasizes several critical modeling principles when analyz- 
ing gender equity in faculty salaries? 

The most common approach for testing for the presence of gender equity in 
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faculty salary is multiple regression (e.g., Johnson, Riggs, and Downey, 1987; 
Lassiter, 1983; Moore, 1993; Ramsay, 1979), a statistical technique used to 
develop an explanatory model or capture an existing policy using a number of 
predictor variables. In a study of gender equity in salaries, salary may be used 
as the criterion variable and the variables that are believed to influence salary 
(e.g., years at the university, rank, a market salary variable) would be included 
as predictor variables. A regression equation is then determined, based on the 
least squares criterion, that estimates the contribution each predictor or set of 
predictors makes to salary, and these estimates can be tested for statistical sig- 
nificance. In this manner, one can reasonably conclude that these predictors 
contribute to explaining salary and are not due to chance. 

Various approaches using multiple regression include the Salary Kit method 
(Gray and Scott, 1980; Scott, 1977), the Oaxaca method (Oaxaca, 1973), re- 
verse regression (Birnbaum, 1985; Conway and Roberts, 1986), compa-ratio 
analysis (Bereman and Scott, 1991), and differential regression (Arvey, 1986; 
Taylor, 1988). These various regression approaches differ along a number of 
dimensions, including (a) specification of predictor and criterion variables, (b) 
modeling specifications, and (c) the evidence or criteria used to determine the 
presence or absence of pay discrimination (Moore, 1993). 

Despite the widespread popularity of multiple regression in examining gen- 
der equity in pay, this approach is not without its critics. Several concerns 
regarding multiple regression have been raised. First, variables used in regres- 
sion models may be imperfect proxies for the real variables of interest, and 
systematic bias in proxy variables (e.g., age as an index of experience) can lead 
to inappropriate conclusions (Barrett et al., 1986; Barrett and Doverspike, 
1989). Second, the omission of important predictor variables from the model 
will affect the estimates of predictor variables in the model, resulting in inap- 
propriate conclusions about the presence or absence of gender bias in pay (Bar- 
rett and Doverspike, 1989; Hengstler and McLaughlin, 1985). Third, salary 
models may violate the regression assumptions of linearity and homogeneity of 
variance (Everett, 1990; McFatter, 1987). Finally, the regression equation 
should consider nonlinear effects of gender on salary (i. e., the interaction of 
gender with other predictor variables). If not, the regression results could under- 
estimate the total effect of gender on pay, leading to an inappropriate conclu- 
sion about the presence or absence of gender discrimination (Burkhalter et al., 
1986; Smart, 1991). 

Although there are many articles on how to deal with these criticisms, two 
points remain relatively unaddressed in the literature on gender equity and pay: 
(a) the development of a regression model that examines the linear, interactive, 
and curvilinear relations between predictors and the criterion; and (b) the appro- 
priate application of diagnostic statistics throughout model development. There- 
fore, the purpose of this study is to present a case study that focuses on these 
two primary modeling issues and describes the procedures for designing and 
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evaluating such a regression model to determine, in a conceptually appropriate 
and statistically defensible manner, whether gender discrimination in faculty 
salary is present. Although these two issues have received little attention in 
previous case studies of gender discrimination in pay, they are critically impor- 
tant in developing an analysis of gender discrimination that will be acceptable 
to, and accepted by, administrators, faculty, and other constituencies. 

DEVELOPING REGRESSION MODELS TO TEST FOR GENDER 
INEQUITIES IN PAY: CONCEPTUAL CONSIDERATIONS 

There are a number of issues that must be considered when using regression 
analyses to test for gender inequity in pay. First, it is critically important that 
the salary model identifies and considers for inclusion, where possible, all rele- 
vant predictor variables. In addition to considering commonly used predictor 
variables, researchers should include predictor variables that capture either spe- 
cial or campus-specific situations or groups of faculty where impact on salary is 
not captured by the commonly used variables. The omission of important pre- 
dictor variables could lead to specification error, which can occur when an 
important predictor variable is left out of a model. When this happens, the 
effect of the omitted variable on the criterion variable is inappropriately attrib- 
uted to any related predictor variable(s) included in the model, reducing the 
general ability of the model to predict salary and biasing estimates of the contri- 
butions to salary of those predictor variables in the regression equation. 

Simultaneously, researchers must be careful that problems of multi- 
collinearity are not introduced by the inclusion of predictors (Hengstler and 
McLaughlin, 1985). Multicollinearity will occur when a predictor variable is so 
highly correlated with another predictor variable, or with a linear combination 
of at least two other predictor variables, that the standard errors of regression 
coefficients are inflated. The presence of multicollinearity may cause the pa- 
rameter estimates to be statistically nonsignificant, or stated alternately, may 
cause the confidence intervals derived from the estimates to be very large. 
Reducing multicollinearity will result in more precise estimates with lower 
standard errors, smaller confidence intervals, and greater statistical power. Of 
course, some degree of multicollinearity is present in all observational data 
(McLaughlin, Zirkes, and Mahan, 1983), but it is not commonly viewed as a 
problem unless certain rules of thumb are violated: (a) average pairwise correla- 
tions of .80 or higher, (b) large standard errors of regression coefficients, and 
(c) regression coefficients with counterintuitive signs (Taylor, 1988). Variance 
inflation factors (VIFs) may also be calculated to help identify this statistical 
problem. 

Multicollinearity is suspected when the VIF (the reciprocal of 1 - R 2, where 
R e is obtained by regressing the predictor variable in question on all other 
predictor variables in the model) for a predictor variable exceeds 10.0 (Neter, 
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Wasserman, and Kutner, 1989). Moore (1993) noted, however, that generally 
the impact of multicollinearity in salary inequity studies is minimal. However, 
only 4 of the 19 case studies we located in our literature review discussed the 
issue of multicollinearity (Bereman and Scott, 1991; Chasin, Goldfarb, and 
LaNoue, 1989; Swartzman, Seligman, and McClelland, 1992; York, Henley, 
and Gamble, 1987) and only two (Ervin, Thomas, and Zey-Ferrell, 1984; York, 
Henley, and Gamble, 1987) described methods for assessing whether it was 
present in the faculty data examined (case studies are noted as such in reference 
list). Little guidance is provided on alternative solutions to resolve problems of 
multicollinearity short of not using those predictor variables contributing to the 
problem, such as the use of principal components analysis or other techniques 
that combine highly correlated predictors into a conceptually meaningful con- 
cept. -~ 

It is also necessary to model the appropriate relationship between the predic- 
tor variables and salary in the regression equation used to predict salary. Many 
researchers include only linear main effects, as was the case in 9 of the 19 case 
studies (Baker et al., 1988; Bereman and Scott, 1991; Chasin, Goldfarb, and 
LaNoue, 1989; Danielson and Smith, 1981; Ervin, Thomas, and Zey-Ferrell, 
1984; Fisher, Motowidlo, and Werner, 1993; Lassiter, 1983; Swartzman, Selig- 
man, and McClelland, 1992; York, Henley, and Gamble, 1987). A linear model, 
however, assumes that (a) the impact of a predictor variable on the dependent 
variable is the same for all levels of the other predictor variables and that there 
is no interaction between two or more predictor variables, and (b) there is no 
curvilinear relation between the predictor variables and the criterion variable. 
The inclusion of interaction and curvilinear terms can model interaction and 
curvilinear effects respectively, potentially improving the specification and pre- 
dictability of the regression model. 

For example, the inclusion of an interaction term for gender with years of 
university service makes it possible to examine statistically whether the influ- 
ence of years of university service is the same for males and females rather than 
assuming that its impact is equal for males and females. This could indicate that 
while males and females hired recently do not differ on salary, females hired 
many years ago are underpaid relative to their male cohorts. Two case studies 
examined gender interactions (Pfeffer and Ross, 1990; Smart, 1991); two other 
studies included interactions but did not include those interactions with gender 
(Borjas, 1983; Gomez-Meija and Balkin, 1992). 

The inclusion of curvilinear effects makes it possible to test for the presence 
of such things as a decelerating relation between years of university service and 
salary. This would indicate that as years of university service increase, salary 
would increase up to some point, after which additional years of university 
service would have less impact on salary. The reason we might anticipate this 
diminishing return with years of service is potentially due to salary compression 



CRITICAL MODELING PRINCIPLES 637 

as years of service to the university increase. There may be some trade-offs to 
consider, however, because coding for these quadratic effects can introduce 
multicollinearity problems. This is due to the fact that the quadratic term is the 
value on the original predictor variable squared, and the correlation between X 
and X 2 is typically very high, especially in narrow ranges of X. Centering pro- 
cedures in which the mean value is subtracted from each observed value of the 
original predictor variable can be applied to quantitative predictor variables to 
minimize these multicollinearity problems without changing any statistical in- 
ference decisions (Aiken and West, 1991; Neter, Wasserman, and Kutner, 
1989). Five of the case studies reviewed examined or recommended examining 
curvilinear relations (Borjas, 1983; Ferber and Green, 1982; Haberfeld, 1992; 
Raymond, Sesnowitz, and Williams, 1988; Weiler, 1990). 

Finally, it is important to determine whether several statistical assumptions 
underlying multiple regression are satisfied if valid statistical inferences are to 
be made (Bohannon, 1988; Hengstler and McLaughlin, 1985). The first as- 
sumption is that the error term is normally distributed; failure of this assump- 
tion would make it inappropriate to employ statistical tests of significance. That 
is, if the error term is not normally distributed, the computed p values used in 
standard statistical inference may be wrong since the test statistic may not be 
distributed as t or F. One case study reviewed examined the distribution of the 
error term (Schau and Heyward, 1987). Several diagnostic procedures are avail- 
able to determine whether the assumption that the error term is normally dis- 
tributed has been met, such as a visual inspection of the normal probability plot 
and the correlation between residuals and their expected values under nor- 
mality. In addition, the Shapiro-Wilk statistic provides a statistical test of a 
reliable deviation of the error term from normality. If this assumption is not 
met, it may be possible to reexpress or rescale the criterion variable to mini- 
mize or eliminate this violation. 

The second important assumption in multiple regression is that the variation 
of actual values of the criterion variable around the regression equation is con- 
stant at various values of the predictor variables (i.e., homogeneity or constant 
variance of the error term). Violations of this assumption may adversely affect 
the validity of any statistical tests of significance that are conducted as well as 
inflate the total error variance for the regression model. Schau and Heyward 
(1987) was the only case study that examined the homogeneity of variance. 
Residual analysis is a common diagnostic procedure used to visually analyze 
the homogeneous variance assumption across all levels of the regression equa- 
tion, and Bartlett's test of equality of variances can be used to test for hetero- 
scedasticity (i.e., nonconstant variance). Reexpression or transformation of the 
salary variable is one possible strategy for reducing or eliminating this viola- 
tion. 

A third assumption is that the model is appropriate for the observed data and 
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the regression model has not failed to capture any systematic nonlinear relation 
in the data (i.e., curvilinear effects or interactions). Violations of this assump- 
tion may result in inappropriate estimates of each predictor's influence on sal- 
ary and a less-than-optimal regression model. Testing for interactions and cur- 
vilinear relations between predictors of salary and actual faculty salary is highly 
recommended (Risher and Cameron, 1982), but only one of the case studies 
examined the inclusion of curvilinear and interactive effects (Borjas, 1983). 
Diagnostic procedures, such as examining residuals for systematic patterns and 
using stepwise regression procedures to test whether the addition of nonlinear 
effects significantly improve the regression model, may be employed. 

Overall, there are several important assumptions that should be met to sup- 
port the adequacy of the salary model developed to assess the presence of pay 
discrimination. Several researchers have noted that these assumptions are often 
violated in pay equity studies (e.g., Buford, Wilmoth, and Burkhalter, 1983; 
Schau and Heyward, 1987; Taylor, 1988). One potential explanation is that the 
linear regression model is generally robust to some violations of these underly- 
ing assumptions (e.g., Cohen and Cohen, 1983, p. 52). However, violations of 
these assumptions can bias the probabilities associated with the significance 
tests used to conclude whether a predictor variable of salary has a statistically 
significant and reliable relation with salary, potentially affecting whether faculty 
gender (or any other predictor) is identified as being related to salary. Thus, it is 
strongly recommended that diagnostic procedures and statistical tests be used to 
determine whether the assumptions have been violated (Belsley, Kuh, and 
Welsch, 1980; Neter, Wasserman, and Kutner, 1989) and, if so, the influence of 
this violation on the interpretation of the salary model must be carefully consid- 
ered. 

APPLICATION: A CASE STUDY 

Background 

A study was commissioned at Bowling Green State University (BGSU) in 
response to allegations of gender inequity in faculty salary. What follows is a 
description of the salary model developed to confirm, disconfirm, or modify the 
allegations of discrimination following the recommendations noted above. A 
seven-step procedure was followed: (1) identifying predictors of salary and de- 
veloping a faculty salary database; (2) identifying and establishing criteria for 
interpreting statistical tests and diagnostic procedures; (3) determining the crite- 
rion variable used in the salary model; (4) developing the salary model; (5) 
testing for gender discrimination in pay; (6) conducting diagnostic procedures 
to confirm the appropriateness of the final salary model; and (7) testing the 
assumptions of the regression model. These steps are described in detail below. 
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Step 1: Identifying Predictors of Salary and Developing a 
Faculty Salary Database 

The choice of predictor variables was based on a number of factors: (a) our 
hypothesized conceptual model of what variables should influence faculty sal- 
ary; (b) faculty, university, or extemal market characteristics that have been 
used in previous research on gender discrimination in pay; and (c) legal and 
statistical considerations (e.g., the inadvisability of using age as a proxy mea- 
sure of experience; the avoidance of multicollinearity among predictors). The 
inclusion of conceptually relevant predictor variables increases the likelihood 
that the salary model would not be misspecified (i.e., exclude important predic- 
tors of faculty salary) and thus would more adequately predict faculty salary. 
Academic-year salary was used as the criterion measure of interest. Predictor 
variables described below represented our conceptual framework that a faculty 
member's appointment (i.e., rank, possession of the discipline's terminal de- 
gree, membership on graduate faculty, and appointment to an endowed chair by 
the state's board of regents), his or her seniority (i.e., years in rank, years at the 
university, and experience prior to joining the university), and the extemal sal- 
ary market (i.e., external market influence on salary, administrative appointment 
at hiring, appointment at the main or regional campus) should influence faculty 
salary. Although faculty productivity (e.g., merit pay) should be conceptually 
related to faculty salary, such measures were not included for reasons described 
below. Faculty gender was included to statistically test for discrimination in 
pay. 

Academic-Year Salary (AYSALARY). The 1993-1994 nine-month academic- 
year salary was calculated for each faculty member. This salary figure excluded 
stipends received by faculty, and adjusted the salary of those individuals on 
fiscal-year contracts to a 9-month basis (.818[Fiscal-Year Salary - Stipend]). 

Gender (GENDER). Faculty gender was dummy coded 1 for female and 0 
for male faculty, and was verified against faculty personnel files. 

Rank (RANK). The inclusion of faculty rank is one of the most controversial 
points in gender equity studies of salary (Gray, 1985; Barrett and Sansonetti, 
1988). Rank has consistently been shown to be the single best predictor of 
salary (Osborne, 1990; Raymond, Sesnowitz, and Williams, 1988; Stacy, 1983). 
Stacy and Holland (1984) argue that given the typical differences in the propor- 
tions of males and females at each rank, ignoring rank more than doubles any 
apparent salary disparity. Scott (1977) and the AAUP Salary Kit Method (Gray 
and Scott, 1980), however, argue that because rank is a university-awarded 
honor or recognition, it may be awarded in a discriminatory fashion. One rea- 
sonable solution to this dilemma is only to include rank in the salary model if 
there is no evidence of discrimination in promotional practices (Baker et al., 
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1988; Bereman and Scott, 1991; Danielson and Smith, 1981; Ervin, Thomas, 
and Zey-Ferrell, 1984, Fisher, Motowidlo, and Werner, 1993; Moore, 1993; 
Raymond, Sesnowitz, and Williams, 1988, 1993; Riggs et al., 1986; Schau and 
Heyward, 1987; Swartzman, Seligman, and McClelland, 1992). A comprehen- 
sive analysis of time in rank promotion rates, and turnover rates for female and 
male faculty at BGSU over a 21-year period was conducted, and the available 
evidence was inconsistent with the hypothesis that the awarding of rank was 
gender biased (Balzer et al., 1995). Therefore, in the absence of evidence to the 
contrary, rank was included in the salary model. Faculty rank was represented 
with three dummy coded vectors (R1 = Professor, R2 = Associate Professor, 
R4 = Instructor or Lecturer; the rank of Assistant Professor served as the 
baseline for comparison). 

Years in Rank (YRRANK). The salary model hypothesized that, other things 
equal, faculty in rank for a longer period of time would be compensated at a 
higher level than those in rank for a shorter period of time. Years in rank 
indicated the total number of years of full-time contractual faculty appointment 
at BGSU in the current rank held by the faculty member. 

Possession of Terminal Degree (TERMDEG). The salary model hypothesized 
that faculty who possessed the terminal degree in their field would be compen- 
sated at a higher level than those not possessing the terminal degree. In some 
fields, a degree other than a doctorate represents the highest degree attainable in 
that field. Thus, possession of the terminal degree, rather than possession of the 
doctorate degree, is the appropriate method of determining whether a faculty 
member has achieved the highest academic credential available in the field. 
Terminal degree was coded 1 for individuals possessing the terminal degree and 
0 for individuals not possessing the terminal degree. 

Years at BGSU (YRBG). The salary model hypothesized that faculty who 
were at BGSU longer would be compensated at a higher level than those with 
fewer years at the university. Years at BGSU indicated the total number of 
years of full-time contractual faculty appointment at BGSU. 

Prior Experience (PRIOREXP). The salary model hypothesized that faculty 
who possessed more prior experience before joining the university would be 
compensated at a higher level than those with less prior experience. In order to 
represent a faculty member's professional experience since receipt of the high- 
est degree but prior to joining BGSU, PRIOREXP was computed by subtracting 
YRBG from years since degree was obtained. One potential limitation of this 
variable is the assumption that individuals gained work-related experiences dur- 
ing this interim period (as opposed to being unemployed, putting career on hold 
for family issues, etc.). 
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External Market Salary Factor (SALFAC). The salary model hypothesized 
that faculty in a department/specialty area with a higher salary factor would be 
compensated at a higher level than those in departments/specialty areas with 
lower salary factors. Given that external market factors influence faculty sal- 
aries at the university, several procedures were considered to include salary 
differences among academic disciplines in our salary model. Creating a set of 
dummy variables to represent each academic department is one potential ap- 
proach commonly used in gender equity studies. This approach consumes a 
large number of degrees of freedom, however, particularly if one chooses to test 
for interaction effects in the salary model and tends to limit the statistical power 
of the model. In addition, there is the very likely possibility that there will be a 
large number of empty cells when testing for interactions, particularly in the 
smaller academic departments. This approach also assumes that departmental 
differences at BGSU accurately reflect real external market differences. Thus, 
an external market salary factor entitled SALFAC was created using national 
salary data provided by the National Association of State Universities and Land 
Grant Colleges (NASULGC). 3 

Because BGSU is a NASULGC institution, respondents in this survey repre- 
sent a reasonable set of peer institutions. SALFAC represents, for a given disci- 
pline/major field, the ratio of the national average academic-year salary of full- 
time faculty in that discipline/major field to the national average academic-year 
salary for full-time faculty of all disciplines/major fields. For example, a salary 
factor of .96 for mathematics implies that the national average salary for faculty 
in mathematics is 96% of the national average salary of all faculty in all disci- 
plines/major fields. This single continuous salary factor variable has been rec- 
ommended and used in previous faculty salary studies (e.g., Raymond, Ses- 
nowitz, and Williams, 1988; Simpson and Rosenthal, 1982). Department chairs 
provided the specific codes to classify all faculty within their department. 

Graduate Faculty Membership (GRADFAC). The salary model hypothesized 
that individuals appointed to the graduate faculty would be compensated at a 
higher level than those not appointed to the graduate faculty given their addi- 
tional responsibilities in directing master's- and doctoral-level students. Mem- 
bership on the graduate faculty was coded 1 for members of the graduate fac- 
ulty and 0 for faculty who were not members of the graduate faculty. 

Administrative Experience (ADMIN). The salary model hypothesized that 
faculty with certain types of administrative experiences would be compensated 
at a higher level than those without these administrative experiences. Previous 
research (Raymond, Sesnowitz, and Williams, 1988; Regan, 1990) suggested 
that individuals who either previously held administrative appointments other 
than department chair or school director (e.g., deans) or who initially joined the 
university with an administrative appointment as department chair would re- 
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ceive higher levels of compensation due either to their administrative contribu- 
tions to the university or external market forces extant at their hiring. Thus, 
ADMIN was coded 1 for those faculty who held a prior administrative appoint- 
ment at BGSU other than department chair and for those individuals initially 
hired as department chairs or school directors. Those without these characteris- 
tics were coded 0. 

Other. Because three individuals hired as Ohio Board of Regents Eminent 
Scholars represented an atypical faculty appointment with a higher starting sal- 
ary, a dummy coded variable (EMINENT) was created. Faculty currently hold- 
ing appointments as Eminent Scholars were coded 1, and those not holding 
such an appointment were coded 0. The salary model hypothesized that Emi- 
nent Scholars would be compensated at a higher level than other faculty. 

Finally, BGSU includes both a main campus and a regional campus, and 
faculty for these two campuses may be compensated differently for a number of 
reasons (e.g., recruited from national versus regional labor markets, respec- 
tively). Thus, a dummy coded variable (FIRELAND) was created, with faculty 
holding appointments on the main campus coded 0 and faculty holding appoint- 
ments on the Firelands campus coded 1. The salary model hypothesized that 
main campus faculty would be compensated at a higher level than those at 
Firelands because they are more generally recruited in national markets. 

Because allegations of gender discrimination were based on 1993-1994 fac- 
ulty salary data, this same time period was used in the present study. Faculty 
members' values for each variable in the database were based on information 
contained in the university's information system and individual faculty person- 
nel files. The database was carefully checked for errors. Specifically, database 
information from a random sample of 5% of faculty on academic-year contracts 
and 50% of faculty members on fiscal-year contracts was compared with infor- 
mation contained in actual personnel files. No errors were found. Table 1 pre- 
sents descriptive information on the criterion and predictor variables used in the 
salary model as well as the correlations between the variables. 

Notably absent from our salary model was a measure of faculty productivity 
or merit. Moore (1993) noted that measures of productivity and merit are absent 
from almost all pay equity studies because it is difficult to distinguish between 
true productivity/merit (i.e., a faculty member's actual research productivity, 
excellence in teaching, and service to profession and university) and assessed 
productivity/merit (i.e., merit ratings and/or merit salary increments recom- 
mended by the individual department or program based on estimates or subjec- 
tive judgments of performance). Using assessed productivity/merit as a proxy 
for true productivity/merit leads to several problems, some generic and some 
specific to BGSU (e.g., potential gender bias in the awarding of merit raises, 
difficulty determining the time period over which merit should be estimated, 
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differing merit reference groups and merit philosophies over time and across 
departments, absence of merit raises for several years due to state budget cuts). 
Therefore, assessed productivity/merit was excluded as a predictor of faculty 
salary. Excluding productivity or merit could result in a misspecified salary 
model, given that merit salary increments at BGSU are based on assessments of 
meritorious performance in teaching, research, and service. However, its exclu- 
sion from the model does not compromise the major focus of this research, 
which is to test whether gender discrimination in faculty pay exists. Our test of 
gender discrimination in pay would only be affected by the exclusion of pro- 
ductivity and merit measures if gender were in fact related to true productivity 
or merit, that is, if male faculty were on average more productive than female 
faculty. The assumption of a correlation between gender and productivity is 
inconsistent with the research literature (Bloom and Killingsworth, 1982; Green 
and Ferber, 1984; Pfeffer and Ross, 1990). Thus, while the omission of true 
productivity/merit variables may reduce the explanatory power of our salary 
model, it will have no effect on estimates of the influence of gender on salary 
(Gray, 1985, 1987; Pfeffer and Ross, 1990). 

Step 2: Identifying and Establishing Criteria for Interpreting 
Statistical Tests and Diagnostic Procedures 

Decision rules are needed to test hypotheses both about the legitimacy of 
allegations of gender discrimination in pay and the appropriateness of the salary 
model. While there is often consensus on the specific decision rules used to test 
hypotheses, their application should depend on their appropriateness for the 
database and the research hypotheses under investigation. Thus, it is important 
to articulate a priori the decision rules that will be used both for statistical tests 
and diagnostic procedures. 

Appropriateness of Statistical Tests of Hypotheses. The appropriateness of 
tests of statistical significance for developing the salary model in general and 
testing for gender discrimination in particular was considered. It could be ar- 
gued that the 1993-1994 faculty salary database of 725 full-time faculty is the 
entire population of observations. Following this logic, the obtained regression 
coefficients would be viewed as population parameters rather than estimates of 
population parameters, and any nonzero regression coefficients would reflect 
nonzero population parameters (Moore, 1993). Under this assumption, tests of 
statistical significance (drawing inferences about the population from a sample) 
would be inappropriate. Alternatively, it could also be argued that faculty salary 
databases are indeed drawn from a larger population, and any one database 
reflects a sample drawn from the population at one point in time (Bloom and 
Killingsworth, 1982; Taylor, 1988). Also, on a more theoretical level, the 1993- 
1994 salary outcomes can be viewed as one realization of an infinite number of 
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realizations from the salary outcomes that might have resulted from the institu- 
tional salary decision process. Under these assumptions, tests of statistical sig- 
nificance would be appropriate. The latter arguments are statistically more com- 
pelling. Thus, the 1993-1994 database is viewed as one possible outcome from 
a larger population of outcomes across points in time, making the use of statisti- 
cal tests of inference appropriate. Use of statistical significance also represents 
standard procedure in legal applications regarding gender discrimination 
(Campbell, 1984; Moore, 1993) because of this underlying statistical rationale. 

Alpha Levels and One- Versus Two-Tailed Significance Tests. The alpha level 
for concluding that any relations observed in the database were reliable and not 
due to chance or sampling error must also be determined a priori. Because there 
was no compelling reason to use a more stringent or liberal alpha level, the 
traditional a = .05 was used. Two-tailed (as opposed to one-tailed) signifi- 
cance tests were conducted, given that both positive and negative relations in 
the database would be of interest in terms of significant predictors of faculty 
salary (e.g., whether years of service were positively or negatively related to 
salary) and testing for gender discrimination in pay (e.g., whether female fac- 
ulty were paid less or more than male faculty) (Ferber and Green, 1982). 

Criteria for Diagnostic Procedures. Multiple diagnostic procedures are often 
used to evaluate the adequacy of a regression model. For example, both influ- 
ence statistics (Belsley, Kuh, and Welsch, 1980; Bohannon, 1988) and visual 
inspection of residuals are used to diagnose the influence of outliers. Multiple 
indices are also examined to diagnose the presence of multicollinearity among 
predictors (Bohannon, 1988), including the level of zero-order correlations be- 
tween predictors, variance inflation factors, and the observed versus expected 
sign (positive or negative) of the relations between predictor and criterion vari- 
ables. What is unclear, and for which no rules of thumb are available, is 
whether the results of all diagnostic procedures must be consistent to conclude 
that outliers, multicollinearity, and so on are present or absent. Thus, profes- 
sional judgment must be exercised. In all cases, a full report of all diagnostic 
statistics is included. 

Step 3: Determining the Criterion Variable for the Salary Model 

AYSALARY was the original choice for the criterion variable in our model. 
Preliminary analyses during model development, however, indicated that using 
AYSALARY as the criterion variable violated the homogeneity of variance as- 
sumption of multiple regression (see Step 7). Specifically, Bartlett's test for 
equality of variances was applied to five groups of faculty arranged in increas- 
ing order of predicted salary (e.g., lowest 20%, 21-40%, etc.). The statistical 
test was significant, X2(4) = 86.948, p < .000, and results indicated that error 
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variance increased with the size of predicted salary. AYSALARY was therefore 
reexpressed using the natural log transformation (LOGSALARY), as recom- 
mended and used in previous salary discrimination studies (Baker et al., 1988; 
Chasin, Goldfarb, and LaNoue, 1989; Raymond, Sesnowitz, and Williams, 
1988; Taylor, 1988; Wetton, 1990). 

For our data, Bartlett's test continued to indicate that the problem of noncon- 
stant variance was not totally eliminated through reexpression, ×2(4) = 12.959, 
p = .012, although the logarithmic transformation did remove the systematic 
pattern of increasing error variance according to the value of salary. The salary 
model using LOGSALARY, however, yielded basically the same inferential re- 
suits as the model using AYSALARY. For example, most predictor variables or 
interaction terms that were significant using AYSALARY were also significant 
using LOGSALARY, and most nonsignificant predictor variables and interac- 
tion terms using AYSALARY were nonsignificant using LOGSALARY. In both 
AYSALARY and LOGSALARY models, the coefficient for gender and interac- 
tions between gender and other predictor variables were nonsignificant. Al- 
though most economists would probably prefer the model using LOGSALARY, 
using the natural log transformation of the criterion variable changes the predic- 
tor variable coefficient to reflect an estimate of the effect of that variable on 
salary proportional to the value of salary (as opposed to the absolute impact of 
that variable on salary regardless of the value of salary when using un- 
transformed salary). 

Becker and Goodman (1991) found that when salary was reexpressed via log 
transformation, serious problems in interpreting the meaning of the gender co- 
efficient occurred for those not well versed in multiple regression analysis, 
providing the potential for exploitation by a university when settling claims of 
gender discrimination. In addition, because our salary database was large (725 
cases), the tests for gender bias are robust regardless of whether the original or 
transformed salary data are used. Therefore, because (a) statistical results using 
AYSALARY and LOGSALARY were inferentially similar, (b) use of LOG- 
SALARY did not totally remove heteroscedasticity (i.e., nonconstant variance), 
(c) the tests for gender bias were robust to the violation of equality of variance 
regardless of the model chosen, and (d) transformed criterion data might be 
interpreted and used inappropriately, AYSALARY was retained as the criterion 
variable. Complete results using LOGSALARY as the criterion variable are 
available from the authors. 

Step 4: Developing the Salary Model 

Faculty Salary Model: Linear Relations Between Predictor Variables and 
AYSALARE AYSALARY was regressed on the linear forms of rank (R1, R2, 
and R4), YRRANK, TERMDEG, YRBG, PRIOREXP, SALFAC, GRADFAC, 
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ADMIN, EMINENT, and FIRELAND to assess their influence on the predic- 
tion of salary for both male and female faculty. Results, shown in Table 2, 
indicated a statistically significant relation between the linear forms of  the pre- 
dictor variables and AYSALARY, F(12, 712) = 275.87, p < .001. The adjusted 
R 2 index, a corrected estimation of the relation between predictors and criterion 
in the population, was .82, indicating that together the predictor variables used 
in this model predicted AYSALARY very well (i.e., 82% of the total variation 
in AYSALARY is explained by this set of predictors). 

Nine of  the 12 predictor variables made statistically significant contributions 
to the prediction of  salary; only FIRELAND, TERMDEG, and YRBG were not 
found to contribute to the prediction of faculty salary. The nine statistically 
significant predictor variables contributed to the prediction of salary in the di- 
rection hypothesized (i.e., their parameter estimates had the hypothesized 
signs). For example, the salary model indicated that, holding all other predictor 
variables constant, faculty received $185.38 more for each year of  experience 
prior to joining the BGSU faculty, $721.45 more for each additional year in 
rank, $282.17 more for each additional :01 value in SALFAC above 1.00, 
$2,986.87 more if a member of the graduate faculty, $4,613.40 if either previ- 
ously held an administrative appointment other than department chair or ini- 

TABLE 2. Salary Model Excluding Gender for 1993-1994 Faculty Salary 
Database: Linear Relations 

Variable 

Variance 
Parameter Standard Influence 
Estimate Error p-value Factor (VIF) 

INTERCEPT 38859.00 1024.40 .000 0.00 
PRIOREXP ~ 185.38 59.59 .002 1.68 
YRBG a - 58.24 73.68 .430 10.93 
R1 16487.00 1085.57 .000 5.24 
R2 5910.73 752.89 .000 2.48 
R4 - 7585.46 1143.93 .000 2.73 
YRRANK a 721.45 74.95 .000 5.73 
TERMDEG 337.37 1038.40 .745 2.62 
SALFAC a 28217.00 1519.45 .000 1.05 
GRADFAC 2986.87 714.49 .000 2.11 
ADMIN 4613.40 1409.84 .001 1.15 
EMINENT 37496.00 3600.29 .000 1.10 
FIRELAND 1033.76 1119.73 .356 1.18 

N = 725. 
F(12, 712) = 275.87, p <.000. 
Adjusted R e = 0.82. 
'These continuous variables were centered as recommended by Aiken and West (1991). 
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tially hired as a department chair, and $37,496 more if appointed as an Eminent 
Scholar. In addition, holding all other predictor variables constant, full pro- 
fessors earn $16,487 more on average than assistant professors, associate pro- 
fessors earn $5,910.73 more on average than assistant professors, and lecturers 
and instructors earn $7,585.46 less than assistant professors (i.e., R1, R2, and 
R4 parameter estimates, respectively). 

Faculty Salary Model: Linear and Nonlinear Relations Between Predictor 
Variables and AYSALARY. In addition to linear relations between the predictor 
variables and AYSALARY, curvilinear or interactive relations between the pre- 
dictor variables and AYSALARY were hypothesized. Although testing for these 
interactions and curvilinear relations between predictors and the criterion is 
highly recommended (Risher and Cameron, 1982), it has frequently been ig- 
nored in faculty salary studies. In order to implement this approach, all quan- 
titative variables were centered to minimize problems of multicollinearity when 
testing for interactions and curvilinear relations (Aiken and West, 1991). Pre- 
dictor variables to test for curvilinear contributions to the salary model were 
created by squaring each of the three centered experience-related predictor vari- 
ables (PRIOREXP, YRBG, and YRRANK). Predictor variables to test for inter- 
actions were created by using the cross products of the predictor variables (e.g., 
YRBG*SALFAC), again using the centered quantitative variables. Because it 
could not be specified a priori which nonlinear patterns between the predictor 
variables and AYSALARY might significantly improve the prediction of salary, 
a combination of hierarchical (i.e., the construction of multistage regression 
equations where hypothesized predictor variables are added to the salary equa- 
tion based on conceptual or statistical grounds) and stepwise (i.e., the inclusion 
or removal of predictors in a series of steps based solely on their unique statisti- 
cal contribution to the prediction of salary) regression procedures was used 
(Cohen and Cohen, 1983). Forcing the linear components to remain in the 
model, tests were conducted to determine whether, as a set, either any of the 
curvilinear or any of the interaction predictor variables significantly improved 
the salary model. Statistical levels for inclusion to, and removal from, the 
model were set at e~ = .10. This approach allowed variables that may not have 
been statistically significant upon entry at the p -< .05 level but were statis- 
tically significant when other variables were removed to be considered during 
model development. However, only those interactions and/or curvilinear predic- 
tor variables with p -< .05 were included in the final model. 

The three curvilinear predictor variables of experience were added to the 
salary model containing just the linear terms, and there was no significant im- 
provement to the salary model, F(3, 709) = 1.75, p = .152, ~kR 2 ~--- .001. 
There was, however, a significant improvement to the model when interaction 
terms were added, AR 2 = .051, F(52, 660) = 5.11, p < .001, indicating that at 
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leas t  one  of  the  in te rac t ion  t e rms  was  m a k i n g  a s ta t is t ical ly  s ign i f ican t  con t r ibu-  

t ion  to the p red ic t ion  o f  facul ty  salary. S tepwise  p rocedure s  we re  then  used  at 

th is  po in t  to d e t e r m i n e  w h i c h  o f  the two-way  in te rac t ion  t e rms  con t r ibu ted  sig-  

n i f ican t ly  to the  p red ic t ion  of  facul ty  salary. A s  s h o w n  in Table  3, 15 t w o - w a y  

in te rac t ions  w e r e  f o u n d  to m a k e  un ique  and  s ta t is t ical ly  s ign i f i can t  con t r ibu-  

TABLE 3. Salary Model Excluding Gender for 1993-1994 Faculty Salary 
Database: Linear and Nonlinear Relations 

Variable 

Variance 
Parameter Standard Influence 
Estimate Error p-value Factor (VIF) 

INTERCEPT 40665.00 1181.75 0.000 0.00 
PRIOREXP" - 236.77 82.48 0.004 4.15 
YRBG" - 51.61 75.22 0.493 14.73 
R1 15893.00 1066.71 0.000 6.54 
R2 6366.09 698.70 0.000 2.77 
R4 - 11241.00 1341.28 0.000 4.85 
YRRANK a 427.07 99.85 0.000 13.14 
TERMDEG - 1205.73 1187.10 0.310 4.42 
SALFAC a 16392.00 3688.08 0.000 8.01 
GRADFAC 1715.81 724.12 0.018 2.80 
ADMIN - 7 3 8 . 1 5  1606.90 0.646 1.93 
EMINENT 29737.00 3531.45 0.000 1.37 
FIRELAND 4479.51 1617.01 0.006 3.20 
PRIOREXP*YRBG - 71.97 13.04 0.000 9.06 
PRIOREXP*R1 580.24 110.70 0.000 3.61 
PRIOREXP*YRRANK 61.13 15.91 0.000 6.47 
PRIOREXP*SALFAC - 1363.21 325.56 0.000 1.17 
YRBG*YRRANK - 14.98 4.79 0.002 2.73 
YRBG* SALFAC - 1068.92 163.16 0.000 1.37 
RI*YRRANK 706.05 102.74 0.000 4.56 
R2*YRRANK 229.91 83.82 0.006 2.89 
R2*ADMIN 9860.49 3081.98 0.001 1.39 
R4*TERMDEG 4153.74 1918.69 0.031 1.86 
R4*SALFAC - 23503.00 5625.73 0.000 2.49 
R4*GRADFAC 6621.25 2523.33 0.009 1.16 
YRRANK*ADMIN 431.87 175.71 0.014 1.46 
TERMDEG*FIRELAND - 4846.48 2031.88 0.017 3.23 
SALFAC*GRADFAC 16851.00 4041.76 0.000 6.90 

N = 725. 
F(27, 697) = 166.867, p = .000. 
Adjusted R 2 = 0.861. 
q'hese continuous variables were centered as recommended by Aiken and West (1991). 
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tions (p -< .05) to the prediction of faculty salary. The adjusted R 2 for this final 
model was .86 (i.e., this set of predictor variables accounted for 86% of the 
variance in academic-year salary), and the estimated standard deviation for this 
model was $5,219.68. 

Initial review of the parameter estimates in Table 3 might seem to indicate 
that the signs of several of these estimates are counterintuitive. This is not the 
case for several reasons. First, the parameter estimates of several predictor vari- 
ables are not significantly different from zero; thus, their signs reflect differ- 
ences due to chance. In addition, the total influence of any predictor variable on 
salary must take into account the influences of the interaction terms. The pa- 
rameter estimate for the linear predictor variable cannot be viewed as the total 
influence of that predictor variable on salary once an interaction term involving 
that variable is included in the model. An example of this latter case might be 
helpful. As indicated in Table 3, the parameter estimate for FIRELAND of 
+ 4,479.51 should not lead one to conclude erroneously that a Firelands faculty 
member earns $4,479.51 more than his or her main campus counterpart, hold- 
ing all other predictor variables constant. One must take into account the signif- 
icant TERMDEG*FIRELAND interaction, with a parameter estimate of 
-4,846.48. According to this interaction, holding all other predictor variables 
constant, Firelands faculty possessing the terminal degree earn $366.97 less 
than their main campus counterparts (i.e., 4,479.51 - 4,846.48), which is con- 
sistent with the hypothesized salary model. The interaction also indicates that, 
holding all other predictor variables constant, Firelands faculty not possessing 
the terminal degree earn $4,479.51 more than their main campus counterparts. 
This larger salary is likely due to the relatively different compositions of non- 
terminal-degree holders on the two campuses. On the main campus, this group 
consists of faculty in traditional academic disciplines who have not achieved 
the terminal degree. At Firelands, however, there is a much higher concentra- 
tion of nonterminal-degree holders in applied fields related to two-year techni- 
cal programs in which practitioners are often hired, and that have higher mar- 
ket-driven salaries in order to attract potential faculty away from other 
employment opportunities outside education. 

Step 5: Testing for Gender Discrimination in Pay 

Addition of Gender to Faculty Salary Model Once the best salary model had 
been developed in Steps 3 and 4, the next goal was to examine whether gender 
discrimination in pay exists. Gender discrimination in pay would be demon- 
strated if the inclusion of faculty gender information in the salary model devel- 
oped above contributed significantly to the prediction of faculty salary. If gen- 
der were found to explain a significant proportion of variance in faculty salary, 
this would suggest that gender is a factor related to salary at the university and 
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the correct parameter estimates for the influence of the other predictor variables 
should be those used in the model including gender. As a first step, simul- 
taneous multiple regression (i.e., all variables entered into the regression model 
at the same time) was used to regress AYSALARY both on the set of predictor 
variables included in the final salary model above and GENDER. The addition 
of GENDER did not lead to a statistically significant improvement in the salary 
model, 2tR 2 = .000, F(1, 696) = .25, p = .618, or equivalently the parameter 
estimate for GENDER was not statistically different from 0, t(696) = - .50, p 
= .618. Thus, faculty gender was not linearly related to salary. 

Addition of GENDER and Interactions Between GENDER and Other Linear 
Predictor Variables to the Faculty Salary Model Tests for interactions between 
GENDER and the other predictor variables were then conducted in the final 
salary model, as has been recommended by others (Risher and Cameron, 1982). 
Predictor variables to test for interactions between GENDER and the significant 
predictor variables in the salary model (linear and interaction terms) were cre- 
ated (e.g., YRBG*GENDER, YRBG*SALFAC*GENDER). Forcing GENDER 
as well as all significant predictor variables and interactions to remain in the 
model, all two-way and three-way interactions with GENDER were added to 
the salary model. The addition of these interactions including GENDER did not 
result in statistically significant improvements to the salary model, 2tR z = .000, 
F(26, 671) = .845, p = .689. None of the parameter estimates for any of the 
GENDER interactions was statistically significantly different from zero, all p ' s  
> .05. Thus, none of the predictors of salary appeared to operate differently for 
females than for males. Iterative stepwise regression procedures were also used 
to test whether any individual gender interactions were significant. This was 
done because the test of significance for the whole set of interactions may have 
low statistical power due to the large number of degrees of freedom consumed 
when this large set of terms is being tested. None of the interactions was found 
to be statistically significant, p < .05. 

Step 6: Conducting the Diagnostic Procedures to Confirm the 
Appropriateness of Final Salary Model 

Influence statistics were calculated for the final salary model. Specifically, 
studentized residuals were calculated for each of the 725 faculty members to 
determine whether any individuals were found to be outliers from the salary 
model regression equation. The rule of thumb used to determine whether an 
individual was an outlier was a studentized t > 2.0. Using this role, 38 faculty 
were determined to be outlier observations; 28 faculty (27 males and 1 female) 
were positive outliers and 10 faculty (8 males and 2 females) were negative 
outliers. Residual analysis was also conducted, and results indicated that 53.7% 
of the females had negative residuals with a mean residual of -$130.10 (S.D. 
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= $4,184.69). Similarly, 52.6% of the males had negative residuals, with a 
mean residual of $54.48 (S.D. = $5,469.11). Individuals identified as outliers, 
as suggested by Becker and Goodman (1991), were examined to determine 
whether there was any commonality across these individuals that might indicate 
the salary model was misspecified (i.e., was missing an important predictor 
variable). This examination indicated no common identifiable characteristics 
that would explain their deviation from the estimated regression. 

Step 7: Testing for the Assumptions of the Regression Model 

Diagnostic procedures (VIFs, residual analysis) were conducted to confirm 
the appropriateness of the final salary model. As shown in Table 3, the VIFs for 
most predictor variables were less than 10, indicating minimal multicollinearity 
problems for those predictors. However,  the VIFs of two (YRBG and 
YRRANK) were greater than 10, suggesting potential multicollinearity prob- 
lems related to these predictors. These two variance inflation factors were 14.73 
for YRBG and 13.14 for YRRANK. A high correlation between YRRANK and 
YRBG (r = .85) was also consistent with a multicollinearity problem. Addi- 
tional analyses including and excluding each of the linear predictor variables 
suggested that the salary model was correctly specified when these two predic- 
tor variables were included. Specifically, the model in Table 2 was analyzed 
without YRRANK and then with YRRANK but without YRBG. While the 
standard errors for most of the variables decreased when each of these variables 
was left out, the exclusion of YRRANK led to a significant drop in R 2 (F(1, 
712) = 92.52, p < .001, z~g 2 = .02) .  Because of the incremental variance 
accounted for by YRRANK, it was retained in the model. And while YRBG did 
not contribute incremental variance over YRRANK, it was retained in the 
model because (a) it was believed a priori to be related to salary and (b) the 
moderate increase in the size of the standard errors when the variables were left 
in was not enough to change the significance of any of the variables in the 
model. Therefore, YRBG and YRRANK were retained in the final salary model 
despite their moderate collinearity to avoid a more serious specification bias. 

An examination of the residuals around the regression equation predicting 
faculty salary suggested that residuals were larger at higher salary levels than at 
lower levels, a potential violation of the homoscedasticity assumption of linear 
regression. Bartlett's test of the equality of variances confirmed statistically 
significant differences among variances along the regression line, X2(4) = 
89.33, p = .000. As noted earlier, efforts were attempted to reduce this poten- 
tial problem. AYSALARY was reexpressed using its natural logarithm (i.e., 
LOGSALARY), a transformation that has been suggested to remove problems 
of heteroscedasticity (Neter, Wasserman, and Kutner, 1989, pp. 141, 145-149). 
The process of building a faculty salary model (i.e., Step 4) was then repeated 
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using this new criterion variable. A model was fit using the same linear pre- 
dictor variables as before, and stepwise procedures indicated that 14 of the 15 
two-way interactions from the final model using AYSALARY were again sig- 
nificant (only R2*YRRANK was not statistically significant) as were three ad- 
ditional interactions (i.e., PRIOREXP*GRADFAC, YRBG*R4, and R4* 
YRRANK). The adjusted R 2 for this regression model containing linear effects 
and the 17 significant interactions on LOGSALARY was .883. 

GENDER was then added to the model, and it failed to make a statistically 
significant contribution to the prediction of LOGSALARY. Iterative stepwise 
procedures were then used to include gender interactions; none were statis- 
tically significant. These results also supported the earlier tentative conclusion 
that there was no evidence of gender inequity in faculty salary. However, Bart- 
lett's test continued to indicate significant differences in variances across salary 
levels, although there was no systematic pattern to these differences across 
salary levels. Diagnostic procedures indicated that five of the VIFs for the 
model using LOGSALARY were greater than 10, ranging from 11.01 to 31.92, 
whereas in the model using AYSALARY only two of the predictors had VIFs 
greater than 10. Because of the more serious concerns about multicollinearity, 
the inability to totally eliminate problems with heteroscedasticity, and the po- 
tential difficulty in explaining the meaning of parameter estimates to those not 
well versed in multiple regression analysis when LOGSALARY is used as the 
criterion variable, the salary model using AYSALARY was retained. 

Finally, residuals from the salary model using AYSALARY were also exam- 
ined to assess whether the regression model's assumption of a normally distrib- 
uted error term was met. Several procedures were used, following the recom- 
mendations of Neter, Wasserman, and Kutner (1989). A visual examination of 
the normal probability plot indicated a linear relation (i.e., between quantile 
scores for the actual residual values plotted against quantile scores for the stan- 
dard normal distribution), which is consistent with the assumption of normality. 
Second, the correlation between residuals and their expected values under nor- 
mality was .99, surpassing Neter et al.'s rule of thumb that a correlation of .90 
or greater is consistent with the assumption of a normally distributed error term. 
Finally, the Shapiro-Wilk statistic indicated that the error term was not normally 
distributed, W = .98, p = .001. Neter et al., however, suggest that this viola- 
tion of normality is likely to occur when the homoscedasticity assumption is 
violated (as noted above). In addition, the obtained Shapiro-Wilk statistic of .98 
is very close to the value of 1.0, which would indicate perfect normality in the 
data; the statistically significant difference may therefore be due to the large 
sample size in our study, causing small (practically speaking) differences to be 
statistically significant. Overall, the pattern of results is inconclusive as to 
whether the assumption of a normally distributed error term was violated. In 
light of this, and given the general robustness of the regression model to viola- 
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tions of the normality assumption, it was concluded that there was no reason for 
concern regarding normality. In the model using LOGSALARY both the cor- 
relation between residuals and their expected values and the Shapiro-Wilk sta- 
tistic supported normality. 

As a final evaluation of the robustness of the salary model before adding 
gender, backward stepwise regression procedures (i.e., all the predictor vari- 
ables are entered simultaneously and the one making the smallest contribution 
is eliminated) were used to determine if a different set of two-way interactions 
would be selected. All main effects were forced to remain in the AYSALARY 
model. Using backward stepwise regression, 14 of the 15 two-way interactions 
selected using the iterative stepwise procedure were statistically significant (p 
--< .05) as were five additional two-way interactions. The adjusted R 2 value for 
this new model was .86, and the estimated standard deviation for the model was 
$5172.19, not much different from the previous model. Seven of the 31 terms 
(main effects and the significant two-way interactions identified using back- 
ward stepwise regression) in the salary model, however, had VIFs greater than 
10 (ranging from 11.28 to 62.72), including three of the five new two-way 
interaction terms. Because this backward stepwise regression model appeared to 
have more severe problems with multicollinearity compared with our working 
model, and there was little improvement in the adjusted R 2 and the estimated 
standard deviation using this salary model, the originally developed model was 
retained. 

Summary 

Multiple regression procedures were applied to a faculty database to develop 
a model that best predicted faculty salaries. The final salary model included 
interactions between predictor variables as well as linear relations between the 
predictor variables and academic-year salary. Faculty gender, or the interactions 
of faculty gender and other predictor variables, did not improve the prediction 
of salary. Diagnostic procedures also indicated that the model adequately and 
appropriately described the university's current salary policy. These analyses 
failed to support the allegation of systematic gender discrimination in faculty 
salary at BGSU. 

CONCLUSIONS 

Gender equity continues to be an important issue on university campuses. 
The presence of discrimination in faculty salary due to gender (or race, eth- 
nicity, age, religion, etc.) is both illegal and abhorrent, and reflects negatively 
on the university and faculty. It is important to investigate all allegations of 
discrimination in pay, and if these allegations are well founded, to redress this 
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discrimination. If support is not found for these allegations, it is important that 
the process and results used to reach this conclusion be well publicized and 
available for review. The methods and statistical analyses used to test for the 
presence of discrimination must be consistent with professional guidelines and 
practice and allow for an objective and credible evaluation of the issue. 

In order to accomplish these goals, it is essential that appropriate modeling 
techniques be implemented to prevent drawing inappropriate conclusions re- 
garding this critical issue. The case study presented here demonstrates a model- 
ing approach based on multiple regression analysis. Particular attention has 
been drawn to the necessity of analyzing both the linear and nonlinear effects of 
predictor variables when testing for gender bias in salary. A second focus has 
been the appropriate use of statistical tests and regression diagnostics to assure 
that the underlying regression approach is appropriate for the faculty data set 
under analysis. Attention to these two principles is essential to assure proper 
inferences are drawn from the gender equity analysis and to assure its cred- 
ibility on campus. 

NOTES 

1. Because our research focused on gender equity in faculty pay and not the development of a 
model of faculty pay, this work does not specifically address the broader economic issue of 
differences in male and female pay or external market factors on faculty pay. There is consider- 
able literature on pay, both within and outside academic settings, that addresses the influence of 
external markets, internal decisions, and other factors outside any one institution's control (e.g., 
Barbezat, 1988; Bowen and Sosa, 1989; Clotfelter et al., 1991). 

2. The authors thank an anonymous reviewer for this suggestion. 
3. This classification scheme was done with one minor exception. CIP codes contained in the 

NASULGC survey were too broad to represent all specialty areas within the College of Business 
Administration accurately, and in some cases were not able to differentiate fields in the College 
of Business Administration from similar fields in colleges of arts and sciences and colleges of 
law at other NASULGC institutions. Therefore, salary data gathered in the same manner by the 
American Assembly of Collegiate Schools of Business (AACSB) from university business 
schools were used. These data were obtained from 71 of the 77 universities that had responded 
to the NASULGC survey. Therefore, the data were comparable and more accurately represented 
the appropriate CIP codes or market factors of the business faculty at BGSU. 
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