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Summary  

Genotype by environment interaction was investigated for yield data from the official Dutch Variety List trials 
for potato. The data set included 64 genotypes by 26 environments, where environments consisted of year by 
soil type combinations. Factorial regression models incorporating genotypic and environmental covariates in the 
interaction were used to analyse the data. The merits of factorial regression models 'were compared with those of 
biadditive models. Factorial regression models and biadditive models described comparable amounts of interaction, 
but factorial regression models provided a better basis for biological interpretation of the interaction. 

Introduction 

As part of the research programme concerned with 
the compilation of the Dutch Variety List of Field 
Crops a large number of potato genotypes are evalu- 
ated every year under circumstances thought represen- 
tative of Dutch growing conditions. In the evaluation 
of the trials the phenomenon of genotype by environ- 
ment interaction constitutes a recurring problem. Few 
attempts have been undertaken to analyse this interac- 
tion for the Dutch Variety List trials in general. In this 
paper genotype by environment interaction for yield in 
potato will be analysed�9 In companion papers of Kroo- 
nenberg, Basford & Ebskamp (1995), and van Eeuwijk, 
Keizer & Bakker (1995) variety by environment inter- 
action in the Dutch Maize Variety Trials will be anal- 
ysed. The method of analysis that will be used for 
the potato data is that of factorial regression (Denis, 
1988; Baril, 1992), because this method seems the 
most suitable one for arriving at biologically interest- 
ing interpretations. Characteristic for factorial regres- 
sion is that it incorporates genotypic and environmental 
covariates in the description of the genotype by envi- 
ronmentjnteraction. The results obtained by factorial 
regression will be compared with those from the appli- 

* This article was previously published in Euphytica 82: 149-155. 

cation of biadditive models (Denis & Gower, 1992, 
1994). The latter may be better known under the name 

�9 of AMMI models (Gauch, 1988). The utility of biad- 
ditive models has been amply demonstrated (Mandel, 
1971 ; Bradu & Gabriel, 1978, Kempton, 1984; Crossa, 
Gauch & Zobel, 1990)�9 Nevertheless, this model has 
the disadvantage that it is unable to accomodate addi- 
tional information on genotypes and environments. We 
will show that the incorporation of genotypic and envi- 
ronmental covariates in factorial regression enhances 
biological interpretations of the genotype by environ- 
ment interaction. 

Material 

To investigate the biological mechanisms underlying 
genotype by environment interaction for yield of pota- 
to in the Dutch Variety Trials, a selection of yield 
data was made covering 64 genotypes over a period 
of 16 years. During most, but not all, years the geno- 
types were grown at both sand and clay. Combinations 
of year and soil type, 26 in number, constituted the 
environmental dimension of a 64 by 26 genotype by 
environment table of mean yields. Though the origi- 
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nal experiments were replicated, only the means were 
available for analysis. From the additional informa- 
tion on the genotypes three covariates were selected 
on basis of  a priori biological subject knowledge as 
possibly useful for the description of  genotype by envi- 
ronment interaction. These genotypic covariates were: 
( I ) a classification of  genotypes indicating consump- 
tion or starch type (CS); (2) a rating on a 1 to 10 scale 
for early maturity (EM); (3) a rating on a I to 9 scale 
for leaf development (LD). The values for the genotyp- 
ic covariates were obtained from the Variety List. For 
the environments five environmental covariates were 
selected on a priori grounds: ( 1 ) whether the soil type 
was sand or clay (S/C); (2) the number of  frost days in 
the first half of  April (FI);  (3) the number of  frost days 
in the second half of  April (F2); (4) mean tempera- 
ture over the growing season from April till September 
in ~ (TP); (5) total radiation over the growing sea- 
son corrected for light interception in J/cm 2 (RD). All 
covariates were centred. 

From the preliminary analyses it was concluded 
that interaction occurred mainly on sand. Theretbre, 
eight new environmental covariates were added, con- 
structed from the original five. They represent the com- 
bined action of  soil type with each of  the remaining 
four environmental variables. The variables FI S, F2S, 
TPS, and RDS contain the values of  respectively FI,  
F2, TE and RD on sand, and the value of  zero on clay. 
The variables F IC, F2C, TPC, and RDC were derived 
in the same way for the clay soils. Besides the three 
genotypic covariates and eight environmental variables 
defined above, the genotypic main effect (G) and the 
environmental main effect (E) were included in the list 
of covariates. 

Methods  

A simple model for a two-way table of  genotypes 
by environments is the two-way analysis of  variance 
(ANOVA) model with interaction, 

E[Yij] = /z + gi + ej + geij. 

On the left hand side we find the expectation of  the ran- 
dom variable Y corresponding to genotype i (= I . . . I )  
and environment j (= 1 . . . J ) .  On the right, y is the 
general mean, gi is the genotypic main effect, ej the 
environmental main effect, and geij represents the inter- 
action (non-additivity). The two-way ANOVA model 
with interaction forms a general reference model. 

In comparison with the two-way ANOVA mod- 
el with a separate parameter for each combination of  
genotype and environment, the formulation for inter- 
action in the biadditive model has been changed to a 
sum of products of  genotypic scores, %i, and environ- 
mental scores, 6rj, scaled by proportionality constants 

Or. Or, geij = ~ Or "/'ri 6rj. The scores for genotypes and 
r = l  

environments are obtained by a singular value decom- 
position of  the matrix of  geij's (Gabriel, 1978). The 
environmental scores can be interpreted as hypothetical 
environmental variables, the genotypic scores as sen- 
sitivities with respect to these hypothetical variables. 
The environmental scores have the property of  max- 
imizing the differential sensitivity of  the genotypes, 
i.e. describe the maximum amount of  interaction. The 
biadditive model is written in full as 

r 

E[Y0] = t, + g~ + ej + ~ '  0r'rr~'Srj 
r = l  

In the factorial regression model covariates can be 
incorporated for the genotypic as well as the environ- 
mental factor (Denis, 1988). The general form for a 
factorial regression model with K genotypic and H 
environmental covariates for the interaction reads 

E[Yij] = # + g i  + e j  + 

K H 

E ~ Okhxkizhj+ 
k = l  h = l  

H K 

phiZhj + ~ xkirkj 
h = l  k = l  

The parameters ~kh represent coefficients with respect 
to cross-products of  genotypic covariates, xk, and envi- 
ronmental covariates, zh. These coefficients are not 
dependent on either genotype or environment. They 
may be interpreted as a general correction for non- 
additivity (interaction) pertinent to the whole of  the 
geno typeby  environment table. As such they provide 
the most simple means to deal with non-additivity. 
Often more elaborate models for interaction are neces- 
sary. The Coefficients Phi denote genotypic sensitivities 
to the environmental covariates zh. The coefficients 7"kj 

denote environmental weighing constants with respect 
to the genotypic covariates xk. 

The popular regression on the mean or row regres- 
sion model (Yates & Cochran, 1938; Mandel, 1961; 
Finlay & Wilkinson, 1963) can be interpreted as a spe- 
cial case of  a biadditive model as well as a factorial 
regression model. The regression on the mean model 
can be formulated as 
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Table 1. Analysis of variance for a biadditive model with five terms for interaction. Sum of squares (SS), degrees of freedom 
(DI), mean square (MS), variance ratio (F), percentage of the interaction sum of squares (% SSI), residual corresponding to 
a model including this and higher terms, and residual degrees of freedom 

Source of variation SS Df MS F % SSI Res. MS Res. Df 

Environ men! 2661388.7 25 106455.5 

Genotype 4675308.9 63 7421 1.3 

Interaction 3249550.1 1575 2063.2 100% 2063.2 1575 

BTI t) 597074.3 87 6862.9 5.8 18.4% 1782.6 1488 

joint regression 247512.3 63 3928.8 3.3 7.6% 

remainder 349562.0 24 14565.1 12.4 10.8% 

BT2 446416.5 85 5252.0 4 5 13.7% 1572.4 1403 

BT3 358319.0 83 4317.1 3.7 11.0% 13998 1320 

BT4 260752.7 81 3219.2 2.7 8.0% 128I)9 1239 

BT5 223567.5 79 2830.0 2 4 6.9% II 75.4 1160 

Residual 1363420.1 1160 1175.4 42.0% 

t) BT = biadditive interaction term. 

E['r; j ]  = t, + g~ + ej + ,~ej, 

where the slope/~i can be read as a genotypic sensitiv- 
ity to the environmental measure e). The regression on 
the mean model is obtained from a biadditive model by 
allowing only one multiplicative term for the interac- 
tion and imposing the constraint on the environmental 
scores of  having to be equivalent to the environmen- 
tal main effects. It is obtained as a factorial regression 
model by including only one environmental variable 
for the interaction, namely the environmental main 
effect. 

For our potato yield data we considered two factori- 
al regressions. Firstly, a factorial regression model was 
built using all genotypic covariates and environmen- 
tal covariates described in the Material section. These 
covariates might be summarized as external covari- 
ates, because they are not derived from the genotype 
by environment table of  yield itself. The second fac- 
torial regression model was obtained from the first by 
adding in the genotypic and environmental main effect, 
and test whether extra interaction was explained by this 
addition. The genotypic and environmental main effect 
might be called internal covariates as they are derived 
from the table itself. 

For selection of  the variables a stepwise proce- 
dure selecting the most significant covariates was used 
as described by Baril (1992). Each supplementary 
covariate is chosen to minimize the error mean square 
until the error stops decreasing. Calculations were per- 

formed using the computer package INTERA (Decoux 
& Denis, 1991). 

The decomposition of  the interaction degrees of 
freedom, sum of squares, and the associated model 
terms of  either the biadditive or the factorial regression 
model can be presented in a two-way table as explained 
by Denis (1991). For the degrees of  freedom for the 
interaction terms in the biadditive model the follow- 
ing rule due to Gollob (1968) can be used. The r-th 
biadditive interaction term receives (I - 1) + (J - 1) - 
(2r - I) degrees of  freedom. In the factorial regres- 
sion model all 4~kh'S use one degree of  freedom. For 
each set of  genotypic sensitivities, Phi, tO an environ- 
mental covariate, Zh, I-1 degrees of  freedom are avail- 
able, with subtraction of  one degree of  freedom for 
each cross-product term XkZh that was fitted anteriorly. 
Analogously, J-1 degrees of  freedom are available tot 
each set of  environmental weights, Tkj, with substrac- 
tion of  one degree of  freedom for each cross-product 
term fitted before. 

Results 

Table 1 shows that the sum of  squares for genotype 
by environment interaction amounted to 30.7% of the 
whole variability in yield. This two-way interaction 
could be re-expressed as the sum of five biadditive 
terms (BTI till BT5), accounting for 58.0% of the 
interaction with 26.3% of the degrees of  freedom, and 
a residual. This decomposition served as a reference 
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Table 2. Analysis of variance for factorial regression model. 
Abbreviations are as in Table I 

Source of variation SS DF MS F % SSI 

Environment 2661388.7 25 106455.5 

Genotype 4675308.9 63 74211.3 

Interaction 3249550.1 1575 2063.2 

Early maturity G* 345620.5 25 13824.8 9.3 10.6% 

Soil sand/clay E 245084.8 62 3953.0 2.7 7.5% 

Frost days FIS E 246921.2 62 3982.6 2.7 7.5% 

Consum,/starch G 86131.3 23 3744,8 2.5 2,7% 

Frost days F2S E 182014.5 61 2983.8 2.0 5.6% 

Radiation RDS E 155625.1 61 2551.2 1.7 4.8% 

TemperatureTPS E 181733.3 61 2979.2 2.0 5.6% 

Residual 1806419.3 1220 1480.7 55.6% 

~ G = geno typ ic  covar ia te ,  E = env i ronmenta l  covafiate .  

base for the decomposition of the interaction sum of 
squares generated by the factorial regression model. 
The regression on the mean model can be thought of as 
being nested within the first biadditive term, BTI (see 
Methods). 

The first factorial regression model included two 
genotypic covariates (EM and CS) and five bio- 
climatic covariates (S/C, FIS, F2S, RDS, TPS). The 
corresponding analysis of variance table is presented 
in Table 2. This factorial regression model led to a 
residual mean square comparable to the residual mean 
square for a biadditive model with two or three interac- 
tion terms, while the number of degrees of freedom for 
interaction corresponded to four interaction terms in 
the biadditive model. Hence, this factorial regression 
model seems to be very satisfactory, acknowledging 
that biadditive interaction terms represent the theoret- 
ically best possible covariates for describing interac- 
tion. 

The genotypic and environmental main effects can 
be included in a factorial regression model, just like 
other covariates. The environmental main effect can 
be interpreted as a biological indicator of the environ- 
mental circumstances, as is usually done in the context 
of row regression. Adding the genotypic and environ- 
mental main effect in our factorial regression model 
led to the inclusion of only the genotypic main effect 
(G). Therefore, the second factorial regression mod- 
el involved three genotypic covariates (EM, CS and 
G) and five environmental covariates (S/C, FIS, F2S, 
RDS and TPS), of which four were only defined for 
sandy soils. Interaction occurred mainly on this type of 
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Fig. 1. Relationship between percentage of the interaction sum of 
squares explained and the percentage of the interaction degrees of 
freedom used by the joint regression model, the factorial regression 
model and the biadditive model. 

soil. The decomposition of the interaction according to 
this second factorial regression model is illustrated in 
Table 3. The genotypic and environmental covariates 
are given in fitting order. 

Every cell in Table 3 represents a model term for 
interaction. The effect of a specific genotypic (environ- 
mental) covariate in the interaction was split in a part 
due to interaction with specific environmental (geno- 
typic) covariates and a part due to not further specified 
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Table 3, Decomposition of  the interaction for second factorial regression model. In the cells; degrees of freedom 
( ) .  mean square, and F-probability. h J, K, H give number of varieties, number of  environments, number of varietal 
covariates, and number of  environmental covariates 

Genotypes Environments 

J-I 

I-1 K 

(I-I)-K 

EM 

cs 

G 

remainder 

H 

S/C 

(I) 
102.1 

NS 

(1) 
5 103 

NS 

(1) 
2 103 

NS 

(6O) 
4 103 

FIS 

(1) 
2139 

NS 
(1) 
20 
NS 
(1) 
12 103 
~ 1 7 6  

(6O) 
4 103 
~ 1 7 6  

F2S 
(I) 
50 103 

(1) 
4 103 

NS 
(1) 
717.0 

NS 
(60) 
3 103 
t l ~  

RDS 

(1) 
6 103 

(1) 
2 103 
NS 
(1) 
107.3 

NS 
(60) 
3 103 

(J-I)-H 

TPS remainder 

(I) (20) 
53 103 12 103 
* * t ,  * * , ,  

( 1 ) (20) 

181.7 4 IO 3 

NS ~ 
(1) (20) 
4 103 5 103 

NS " "  

(60) (1200) 
3 103 1425 
* * ~  

* = P _< 0.05, "* = P _< 0.01, * ' "  = P < 0.001, and NS is non-significant. 

interaction with environments (genotypes). Using the 
size of the variance ratio, Table 3 points to three inter- 
esting products of covariates: EM.TPS, EM.F2S and 
G.FIS. In the discussion below we will present a bio- 
logical explanation for these results. 

The model explained 47.4% of the interaction sum 
of squares consuming 23.8% of the interaction degrees 
of freedom. Figure 1 shows the percentage interaction 
explained (% SSI) by the nested biadditive models and 
the nested factorial regression models in relation to the 
percentage of degrees of freedom (% df) used. Both 
families of models were satisfactory as their curves are 
situated far above the bisecting line. For the first three 
covariates, the factorial regression model possessed 
better or comparable explanatory power. The further 
introduced covariates, however, were not too far from 
the biadditive terms. 

products in relation to the signs of the centred variables 
constituting the products, plus the signs of the coeffi- 
cient 4~ .  For early maturity we know that ratings are 
higher as genotypes mature earlier. So, after centring, 
early genotypes score positively whereas late geno- 
types score negatively. In the same way, high yield- 

. ing genotypes score positively and low yielding geno- 
types score negatively. Concerning the environmental 
covariates; more frost days than average leads to a posi- 
tive value after centring, and less than average leads to a 
negative value. With regard to temperature, higher than 
average temperatures give positive values, while lower 
than average temperatures give negative values. Com- 
bining the signs of the cross-products with those of the 
~bkh parameters constitutes a first step towards a more 
biological interpretation of the interaction. Table 5 
gives an overview of the biological interpretations. 

Discussion 

Biological interpretation of the most important 
parame te r s ,  Pkh 

As an aid to understanding the meaning of the interac- 
tions accounted for by the cross-products of genotyp- 
ic and environmental covariates as revealed by Table 
3, Table 4 gives a summary of the signs of the cross- 

Interpretation interaction EM. TPS 

Early genotypes benefit from high average tempera- 
tures by stronger growth. Later genotypes in principle 
also benefit from higher average temperatures, but on 
sandy soils high temperatures can easily create drought 
stress later in the season, which can have negative 
effects on the production of the later genotypes. Low 
average temperatures cause slow growth, which is most 
influential in earlier genotypes. Later genotypes can 
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Table 4. Signs for the cross-products of centred covari- 
ares and the corresponding coefficients in the factorial 
regression model. EM stands for early maturity, G for 
genotypic main effect, TPS for mean temperature on 
sandy soils, F2S and FI S for number of frost days dur- 
ing the second and the first half of April on sandy soils 

TPS 
High(+) Low(-) 

EM Early(+) + 
PEM,TPS" Late(-) + 

F2S 
Many(+) Few(-) 

Early(+) + 
EM PEM,F2S- Late(-) + 

FIS 
Many(+) Few(-) 

High(+) + 
G PG,FIS + Low(-) + 

Table 5. Biological interpretations of some genotype 
by environment interactions. Abbreviations are as in 
Table 4 

EM 

EM 

Early 

Late 

Early 

Late 

High 

Low 

TPS 
High temp. Low temp. 
Good Bad 
No problem No compensation 
Bad Good 
< M a r g .  Compensation 

mean 

F2S 

Many days Few days 
Bad Good 
No compensation No problem 
Good Bad 
Compensation <Marg. 

mean 

FIS 
Many days Few days 
Relatively Very 
bad good 
Relatively Relatively 
good bad 

compensate through a longer growing season without 

drought stress. 

Interpretation interactions EM.F2S 

Many frost days in the second half of April is an indi- 

cation of a cold period. This can delay come-up and 

lead to a shorter growing season. Especially the ear- 

lier genotypes will suffer from production loss. Later 

genotypes have a possibility to compensate later on in 
the growing season. When the second half of April is 

warmer, early genotypes perform relatively better than 

expected on basis of the marginal means, in contrast to 

the later genotypes, which do relatively worse. 

Interpretation interaction G .FIS  

A cold start of April delays planting. High yielding 

genotypes are relatively stronger affected by the delay 

than low yielding genotypes. When early planting is 

possible, because of good weather, high yielding geno- 

types take more advantage of these circumstances than 

low yielding genotypes. 

General conclusions 

Type of soil is a main determinant of genotype by envi- 

ronment interaction for yield in the Dutch Variety List 

trials for potato. Factorial regression models are useful 

statistical tools for finding biological interpretations of 

genotype by environment interaction. 
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