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S U M M A R Y  

A new and promising development in the field of computer simulation of molecular systems is the so- 
called thermodynamic cycle integration technique, which combines well-known results from statistical 
thermodynamics with powerful computer simulation methods. The basic formulas, the development and the 
applications in the areas of drug dcsign, protein engineering and con formational analysis oF this elegant tech- 
nique are discussed. 

I N T R O D U C T I O N  A N D  B A C K G R O U N D  

Molecu la r  dynamics  (MD)  c o m p u t e r  s imula t ions  have added  cons iderab ly  to our  unders t and-  

ing, at the a tomic  level, o f  the proper t ies  o f  molecu la r  systems, such as l iquids or  so lu t ions  o f  

(b io)molecules  dur ing  the past  15 years.  A ra ther  s tat ic  pic ture  o f  molecu la r  c on fo rma t ion  has 

been g radua l ly  t r ans fo rmed  into a more  dynamic  one, where the molecu la r  proper t ies  are dy- 

namic  averages over  an ensemble  o f  molecu la r  confo rma t ions .  The deve lopment  o f  compu te r  sim- 

ulat ion techniques has been made  possible  by the con t inuous  and rapid  deve lopment  of  c o m p u t e r  

hardware .  Every six to seven years the rat io  o f  pe r fo rmance  to price has increased by a factor  o f  

ten and due to the emerging  paral le l  compu t ing  techniques the end o f  this increase is not  yet in 

sight. At  present  small  prote ins  in aqueous  solut ion,  involving many  thousands  of  a toms,  can be 

s imula ted  over  per iods  o f  a b o u t  10-100 ps. We refer to Refs. 1-4 for reviews on the subject.  
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FREE E N E R G Y  VERSUS E N E R G Y  

From a molecular dynamics trajectory, the statistical equilibrium averages can be obtained for 
any desired property of  the molecular system for which a value can be computed at each point of  
the trajectory. Examples of  such properties are the potential or kinetic energy of  relevant parts of  
the system, structural properties and fluctuations, electric fields, diffusion constants, etc. A 
number of  thermodynamic properties can be derived from such averages. However, two impor- 
tant thermodynamic quantities, the entropy and the (Gibbs) free energy can generally not be 
derived from a statistical average, They are global properties that depend on the extent of  phase 
(or configuration) space accessible to the molecular system. Therefore, computat ion of the abso- 
lute free energy of a molecular system is virtually impossible. Yet, the most important  chemical 
quantities like binding constants of  donor-acceptor complexes or molecular solubilities are direct- 
ly related to the free energy. However, over the past few years, several statistical mechanical pro- 
cedures have evolved for evaluating relative free energy differences. They are rather demanding as 
far as computer  time is concerned, but will open up a wide area of  the most interesting applica- 
tions in chemistry, e.g. in drug design and protein engineering. 

FREE E N E R G Y  D I F F E R E N C E S  BY T H E R M O D Y N A M I C  I N T E G R A T I O N  

There exist several methods for calculating relative free energy differences [5-8], of  which we 
will discuss the two most important ones, viz. thermodynamic perturbation and integration methods. 
They make use of  the fact that free energy changes related to small perturbations of a molecular 
system can be determined during a simulation. The free energy difference between two states A 
and B of a system can be determined from a MD simulation in which the potential energy func- 
tion V is slowly changed such that the system slowly changes from state A to state B. In principle, 
the free energy is determined as the work necessary to change the system from A to B over a re- 
versible path. 

The method works as follows. Firstly, the Hamiltonian H(p,q) (or only the potential term V(q)) 
is made a function of a parameter  Z, such that H(p,q,ZA) characterizes state A of the system and 
H(p,q,~,B) state B. Then the Gibbs free energy of the system is also a function of Z: 

O()~) = - k T  lnA( )v )  (1)  

where k denotes Boltzmann's constant, T is the temperature and the isobaric partition function A 
is given by 

AOv)=(h3NN!)-lfffexp[-(H(p,q,X)+PV)/kT]dVdpdq (2) 

Here P is the pressure and V the volume of  the system and q and p are the generalized coordinates 
and momenta  of  the N particles. The free energy difference AGBA then reads 

AGBA = G(~B)--G(kA) = - -kT  In {Z~(~B)/z~(LA)} (3) 
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which can be expressed as an ensemble average 

AOBA= -kTln{fffexp[--(H(p'q'k")~H(P'q'kA))/kTlexp[-(H(p'q~kA--~ )+PV)/kTIdVdpdq} 
fffexp[-(H(p,q,XA)+PV)/kTldVdpdq 

= -- kT In { < exp[--  (H(p,q,kB) - H(p,q,kA))/kT ] > XA } (4) 

where the brackets < ... > x denote an ensemble average over p,q and V generated at a specific val- 
ue o f  k. Formula  4 is called the perturbation formula, since it will only yield accurate results when 
state B is close to state A. If  this difference is large, the change from A to B must  be split up in a 

number  o f  steps between intermediate states that are close enough to allow for the use of  Eq. 4 

and then AGBA is just the sum of  the AG for all intermediate steps. 
The thermodynamic  integration formula is obtained by straightforward differentiation o f  (I) 

with respect to ~: 

dG(k)  aH(p,q,k) > 
- -  < X dX Ok (5) 

In that case 

f aH(p,q,X) AGBA = < O k  > X dk 

kA (6) 

If  k is being changed very slowly during a M D  simulation, the integration (6) can be carried out 
during the M D  run. Then AGBA can be directly obtained for rather different states A and B. The 

cont inuous  change in 9~ should be so slow that the system remains essentially in equilibrium for 

each intermediate value o fk .  
Various parameterizat ions of  the Hamil tonian are possible. One may change a covalent bond 

length b as 

b(k) = (1 -k)bA + kbB (7) 

and do similarly for bond  angles and other terms of  the potential function. The choice should be 

made such that the change of  G(k) as a function o f k  is as smooth  as possible. 

T H E R M O D Y N A M I C  C Y C L E S  

The basis on which the thermodynamic  cycle approach  rests is the fact that the (Gibbs) free 
energy G is a thermodynamic  state function. This means that as long as a system is changed in a 

reversible way the change in free energy AG will be independent o f  the path. Therefore,  along a 
closed path or cycle one has AG = 0. This result implies that there are two possibilities o f  obtain- 
ing AG for a specific process; one may calculate it directly using the techniques discussed above 
along a path corresponding to the process, or  one may design a cycle o f  which the specific process 
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is only a part and calculate the AG of the remaining part of the cycle. The power of this thermody- 
namic cycle technique lies in the fact that on the computer also non-chemical processes such as the 
conversion of one type of  atom into another type may be performed. 

In order to visualize the method we consider the relative binding of two inhibitors IA and IB tO 
an enzyme E. The appropriate thermodynamic cycle for obtaining the relative binding constant is 

E + IA l(exp) ~ (E:IA) 

3 (sire.) 4 (sim.) (8) 

E + I B ~  (E:IB) 

where the symbol: denotes complex formation. 
The relative binding constant equals 

Ke/KI = exp [ - (AG2 - &Gi)/RT] (9) 

However, simulation of processes 1 and 2 is virtually impossible since it would involve the re- 
moval of many solvent molecules from the active site of the enzyme to be substituted by the inhi- 
bitor. However, since (8) is a cycle we have 

AG2 - AGI = AG4 - AG3 (lo) 

and, if the composition of inhibitor IB is not too different from that of IA, the desired result can 
be obtained by simulating the non-chemical processes 3 and 4. 

D EVELOP MENT AND APPLICATION OF THE T H E R M O D Y N A M I C  CYCLE INTE- 
G RATION T E C H N I Q U E  

Different groups have contributed to the development of the thermodynamic cycle integration 
techniques [9 21]. The original idea is already old [9,10]. The perturbation approach (4) came first 
into use [11-15], followed by the integration formula (6) using discrete integration steps and simu- 
lations [I 6-18]. The latest development is the continuous integration approach [6,19-21]. 

It will be clear that the applications of the thermodynamic cycle integration technique (8) are 
manifold in chemistry. It can be used to study the relative free energy of solvation of species IA 
and lB. In that case the symbol E on tile left hand side of(8) denotes the solvent and it should be 
omitted from the right hand side. So, processes 1 and 2 mimick the desolvation of IA and lB. 
Examples of this type of  solution study are provided in Refs. 12,13,15,16,19-23. Relative binding 
constants for complex formation have also been calculated [20,24-26]. Other studies concern the 
effect of amino acid substitution upon inhibitor-enzyme binding [27,28]. Other applications that 
may be expected in the near future are the study of the stability of protein mutants, of  DNA-re- 
pressor complexes, of different molecular conformations, etc. 
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A P P R O X I M A T I O N S ,  L I M I T A T I O N S  A N D  P E R S P E C T I V E S  

U p  till now most  s tudies concern  changes  in van der  Waa l s  pa rame te r s  and a tomic  (d ipolar )  

changes  for relat ively rigid molecules.  In these cases the exper imenta l  free energies are general ly  

r ep roduced  within kT [14,19-28]. Difficulties arise when full a tomic  charges  are created or  anni-  

hi lated.  In that  case, react ion field effects will con t r ibu te  signif icantly to the free energy [20]. When  

the free energy change  also depends  on internal  degrees o f  f reedom, like tors ion angles,  the results 

may  be less accura te  [20]. 
The  choice o f  the pa rame te r i za t ion  by k o f  the Hami l t on i an  (or potent ia l  energy funct ion)  will 

influence the accuracy  o f  the results [23,29]. Linear  pa rame te r i za t ion  o f  the n o n - b o n d e d  terms is 

not  a lways  efficient [29]. Also  for internal  degrees of  f reedom use of  a non- l inear  dependence  o f  

the tors ional  in terac t ion  on k may  be advisable  [20]. 

When  a p p r o x i m a t i o n s  are made  in the molecu la r  model ,  in the in teract ion funct ion or  by ap-  

plying specific b o u n d a r y  condi t ions ,  it should  be kept  in mind that  the same a p p r o x i m a t i o n s  must  

be made  in both  processes 3 and 4 o f  the t h e r m o d y n a m i c  cycle (8), in order  to preserve a con- 

sisten t cycle. 
Accura t e  results are also dependen t  on correct  sampling,  that  is, when the system is changed 

from state A to state B as a function o f  k, the stat ist ical  sampl ing  must  be pe r fo rmed  at the correct  

value o f  ~,. In the con t inuous  in tegra t ion  a p p r o a c h  this means  that  the length o f  the M D  simula-  

t ion must  be much longer  than the re laxat ion  t ime o f  the sur roundings .  When  s tudying  hydra t ion  

this condi t ion  can be met,  but  con fo rma t iona l  re laxat ion  in prote ins  may  require much longer 

than 10-100 ps s imulat ions .  
Final ly ,  we may  conc lude  that  the me thod  o f  t he rmodyna mic  cycle in tegrat ion by compu te r  

s imula t ion  is a very p romis ing  and widely appl icab le  tool  in the s tudy o f  molecu la r  processes at 

the a tomic  level. It still requires a cons iderab le  a m o u n t  o f  compu t ing  effort and its range and limi- 

ta t ions  are not  yet fully explored.  However ,  from avai lable  experience,  it can be concluded  that  

with the present  state o f  the ar t  instructive and ra ther  accura te  results can be ob ta ined  when the 

a tomic  in teract ion function is a rel iable one, the change  from state A to state B is not  too drast ic ,  

and  the pa ramete r i za t ion  ot the Hami l t on i an  is r ightly chosen in o rde r  to al low for an accura te  

sampl ing  o f  the free energy path.  
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