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SUMMARY

A new and promising development in the ficld of computer simulation of molecular systems is the so-
called thermodynamic cycle integration technique, which combines well-known results from statistical
thermodynamics with powerful computer simulation methods. The basic formulas, the development and the
applications in the areas of drug design, protein engineering and conformational analysis of this clegant tech-
nique are discussed.

INTRODUCTION AND BACKGROUND

Molecular dynamics (MD) computer simulations have added considerably to our understand-
ing, at the atomic level, of the properties of molecular systems, such as liquids or solutions of
(bio)molecules during the past 15 years. A rather static picture of molecular conformation has
been gradually transformed into a more dynamic one, where the molecular properties are dy-
namic averages over an ensemble of molecular conformations. The development of computer sim-
ulation techniques has been made possible by the continuous and rapid development of computer
hardware. Every six to seven years the ratio of performance to price has increased by a factor of
ten and due to the emerging parallel computing techniques the end of this increase is not yet in
sight. At present small proteins in aqueous solution, involving many thousands of atoms, can be
simulated over periods of about 10-100 ps. We refer to Refs. 1-4 for reviews on the subject.
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FREE ENERGY VERSUS ENERGY

From a molecular dynamics trajectory, the statistical equilibrium averages can be obtained for
any desired property of the molecular system for which a value can be computed at each point of
the trajectory. Examples of such properties are the potential or kinetic energy of relevant parts of
the system, structural properties and fluctuations, electric fields, diffusion constants, etc. A
number of thermodynamic properties can be derived from such averages. However, two impor-
tant thermodynamic quantities, the entropy and the (Gibbs) free energy can generally not be
derived from a statistical average, They are global properties that depend on the extent of phase
(or configuration) space accessible to the molecular system. Therefore, computation of the abso-
lute free energy of a molecular system is virtually impossible. Yet, the most important chemical
quantities like binding constants of donor-acceptor complexes or molecular solubilities are direct-
ly related to the free energy. However, over the past few years, several statistical mechanical pro-
cedures have evolved for evaluating relative free energy differences. They are rather demanding as
far as computer time is concerned, but will open up a wide area of the most interesting applica-
tions in chemistry, e.g. in drug design and protein engineering.

FREE ENERGY DIFFERENCES BY THERMODYNAMIC INTEGRATION

There exist several methods for calculating relative free energy differences [5-8], of which we
willdiscuss the two mostimportant ones, viz. thermodynamic perturbationandintegration methods.
They make use of the fact that free energy changes related to small perturbations of a molecular
system can be determined during a simulation. The free energy difference between two states A
and B of a system can be determined from a MD simulation in which the potential energy func-
tion V is slowly changed such that the system slowly changes from state A to state B. In principle,
the free energy is determined as the work necessary to change the system from A to B over a re-
versible path.

The method works as follows. Firstly, the Hamiltonian H(p.q) (or only the potential term V(q))
is made a function of a parameter A, such that H(p.q.As) characterizes state A of the system and
H(p.q.Ap) state B. Then the Gibbs free energy of the system is also a function of A:

G(A) = —kT InA(L) (1)

where k denotes Boltzmann’s constant, T is the temperature and the isobaric partition function A
is given by

A(A) = (BNND ! JUCXP [—(H(p.q.A) + PV)/kT]dV dp dq ()

Here P is the pressure and V the volume of the system and q and p are the generalized coordinates
and momenta of the N particles. The free energy difference AGya then reads

AGga = G(hg)—G(ra) = —kT In{A(kg)/B(AA) 3)
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which can be expressed as an ensemble average

”fem[ — (H(p.q.A8) — H(p,q,A4))/k Tlexp[ — (H(p,q,Aa) +PV)/kT]dVdpdq

AGBA = — kT 11’1{ }
J j f exp[— (H(p,q,Aa) +PV)/kT]dV dp dq

= —kTIn{<exp(—(H(p.q.rs) — H(p,q.2a))/kT]>1,} “4)

where the brackets <...>; denote an ensemble average over p.q and V generated at a specific val-
ue of A. Formula 4 is called the perturbation formula, since it will only yield accurate results when
state B is close to state A. If this difference is large, the change from A to B must be split up in a
number of steps between intermediate states that are close enough to allow for the use of Eq. 4
and then AGgy 1s just the sum of the AG for all intermediate steps.

The thermodynamic integration formula is obtained by straightforward differentiation of (1)
with respect to A:

dG(}) dH(p.q.A)
ST o (5)

In that case

A

B
AGia = J L OHpad)

oA
Aa (6)

If A is being changed very slowly during a MD simulation, the integration (6) can be carried out
during the MD run. Then AGga can be directly obtained for rather different states A and B. The
continuous change in A should be so slow that the system remains essentially in equilibrium for
each intermediate value of A.

Various parameterizations of the Hamiltonian are possible. One may change a covalent bond
length b as

b(A) = (1 —A)ba + Abg (7

and do similarly for bond angles and other terms of the potential function. The choice should be
made such that the change of G(A) as a function of & is as smooth as possible.

THERMODYNAMIC CYCLES

The basis on which the thermodynamic cycle approach rests is the fact that the (Gibbs) free
energy G is a thermodynamic state funetion. This means that as long as a system is changed in a
reversible way the change in free energy AG will be independent of the path. Therefore, along a
closed path or cycle one has AG = 0. This result implies that there are two possibilities of obtain-
ing AG for a specific process; one may calculate it directly using the techniques discussed above
along a path corresponding to the process, or one may design a cycle of which the specific process
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is only a part and calculate the AG of the remaining part of the cycle. The power of this thermody-
namic cycle technique lies in the fact that on the computer also non-chemical processes such as the
conversion of one type of atom into another type may be performed.

In order to visualize the method we consider the relative binding of two inhibitors I, and I to
an enzyme E. The appropriate thermodynamic cycle for obtaining the relative binding constant is

E+ IAl(ﬂB)—» (EIA)

3(sim.) 4 (sim.) 8)

E + IBW (E:Ig)

where the symbol: denotes complex formation.
The relative binding constant equals

K:/K| =€Xp[—(AG3—AG|)/RT] (9)

However, simulation of processes 1 and 2 is virtually impossible since it would involve the re-
moval of many solvent molecules from the active site of the enzyme to be substituted by the inhi-
bitor. However. since (8) is a cycle we have

AG>— AG, = AG, — AG; (10)

and, if the composition of inhibitor Iy is not too different from that of 1. the desired result can
be obtained by simulating the non-chemical processes 3 and 4.

DEVELOPMENT AND APPLICATION OF THE THERMODYNAMIC CYCLE INTE-
GRATION TECHNIQUE

Different groups have contributed to the development of the thermodynamic cycle integration
techniques [9-21]. The original idea is already old [9,10]. The perturbation approach (4) came first
into use [11-15]. followed by the integration formula (6) using discrete integration steps and simu-
lations [16-18]. The latest development is the continuous integration approach [6,19-21].

[t will be clear that the applications of the thermodynamic cycle integration technique (8) are
manifold in chemistry. It can be used to study the relative free energy of solvation of species [,
and Ig. In that case the symbol E on the left hand side of (8) denotes the solvent and it should be
omitted from the right hand side. So, processes | and 2 mimick the desolvation of I, and Ig.
Examples of this type of solution study are provided in Refs. 12,13,15,16,19-23. Relative binding
constants for complex formation have also been calculated [20,24-26]. Other studies concern the
effect of amino acid substitution upon inhibitor-enzyme binding [27,28). Other applications that
may be expected in the near future are the study of the stability of protein mutants, of DNA-re-
pressor complexes, of different molecular conformations, etc.
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APPROXIMATIONS, LIMITATIONS AND PERSPECTIVES

Up till now most studies concern changes in van der Waals parameters and atomic (dipolar)
changes for relatively rigid molecules. In these cases the experimental free energies are generally
reproduced within kT [14,19-28). Difficulties arise when full atomic charges are created or anni-
hilated. In that case, reaction field effects will contribute significantly to the free energy [20]. When
the free energy change also depends on internal degrees of freedom, like torsion angles, the results
may be less accurate [20].

The choice of the parameterization by A of the Hamiltonian (or potential energy function) will
influence the accuracy of the results [23,29]. Linear parameterization of the non-bonded terms is
not always efficient [29]. Also for internal degrees of freedom use of a non-linear dependence of
the torsional interaction on A may be advisable [20].

When approximations are made in the molecular model, in the interaction function or by ap-
plying specific boundary conditions, it should be kept in mind that the same approximations must
be made in both processes 3 and 4 of the thermodynamic cycle (8), in order to preserve a con-
sistent cycle.

Accurate results are also dependent on correct sampling, that is, when the system is changed
from state A to state B as a function of A, the statistical sampling must be performed at the correct
value of A. In the continuous integration approach this means that the length of the MD simula-
tion must be much longer than the relaxation time of the surroundings. When studying hydration
this condition can be met, but conformational relaxation in proteins may require much longer
than 10-100 ps simulations.

Finally, we may conclude that the method of thermodynamic cycle integration by computer
simulation is a very promising and widely applicable tool in the study of molecular processes at
the atomic level. It still requires a considerable amount of computing effort and its range and limi-
tations are not yet fully explored. However, from available experience, it can be concluded that
with the present state of the art instructive and rather accurate results can be obtained when the
atomic interaction function is a reliable one, the change from state A to state B is not too drastic,
and the parameterization ot the Hamiltonian is rightly chosen in order to allow for an accurate
sampling of the free energy path.
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