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The problems of the existence and number of inequivalent univalent computable numerations 

of families of recursively enumerable sets have attracted the interest of many workers [3, 

5, 6-10, etc.]. 

One of the interesting results along these lines was obtained by Marchenkov [3]: Every 

computable family of recursive functions has up to equivalence either one or a countable 

number of univalent computable numerations. So far, all known samples of families of re- 

cursively enumerable sets have also had this property. However, in this paper we give an 

example of a family of recursively enumerable sets which has exactly two inequivalent uni- 

valent computable numerations. In this connection the possible number of minimal numerations 

of families of recursively enumerable sets is of interest. 

We now turn to the main results of this paper. We follow the notation and definitions 

in [i, 2, 4]. First we recall some of the definitions we will need. A numeration ~:N---> ~, 

where S is a family of recursively enumerable sets, is said to be computable if the set 

{<~,~>(~e~(Lrg~} is recursively enumerable; tbe numeration is called univalent if~C~~~ ~(~~ 

for all ~ # ~ . Here and below, N is the set of positive integers {0,4,%,..}. We recall 

that if ~ is a computable numeration of a family ~ of recursively enumerable sets, Chen 

there exists apartial recursive function ~C~,~~ such that ~(~)={~~,~~I~~~~ . Let ~~ and 

~J [2] be the Kleene universal functions for the families of one- and two-place partial- 

recursive functions, respectively. For brevity we write simply ~ in place of ~Z We 

denote by 0,~,~ [2] the Cantor functions which numerate pairs of numbers. If 

is a partial-recursive function Chen we write ~C~0,...,~~~ for Che value ~#~o,...,~~). if it 

is computed in less Chen ~ steps, and ~~~,~~) is not defined otherwise. 

We define 

It is easy to see that for every computable numeration ~ of some family ~ of recursively 

enumerable sets, there exists a 7 such that ~ = ~ The numeration ~ reduces to a 

numeration J~C~gj/~) if there exists a recursive function ~ such that ~C~) =~fC~~ • Two 

numerations .~ and ~ are called equivalent if ~K~ and ~KV . 

MAIN THEOREM. There exists a computable family of recursively enumerable sets having 

precisely two inequivalent univalenC computable numerations. 
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Proof. The desired set ~ will be constructed by the priority method. Simultaneous 

with the construction of ~ we will construct two univalent inequivalent numerations 

and ~ . 

At the ~ -th stage of the construction, we will define finite pieces 9~g] and 

~/~~(~) of sets in $ so that 

and ~(~b~ =~~~O V~(t'b')' e B«~) = ~:,oU d/~~(/L]" In the construction we will also need some auxiliary 

constructions. Thus, at step ~ we will define functions ~~: N--> ~, /~FbK~ : N--> ~, 

~! for ~« e {~,/~ } values ~~ ~'~ for ~~~(~ and ~z(~,b) , partial functions ~ » , ~.;.?., ~, 
<~',»~, ~~~',b) for ~6{9.,} , which take either values in N or an undetermined value; 

we also construct p($,/,~] , finite sets ~) for &&/<et and ~ ,~ for ~~fl . 

In the construction we will use two kinds of pairs: <[b,&> , where /?,,~,~/V , and ~/,~] , 

where /,6~ ~ , which we will distinguish by the form of brackets used; we consider the lexi- 

cographic order ~#t~ on pairs. We will also place markers ~, ~3, ~:3, ~], ~ . The 

markers É~, [] , and ~ are placed on pairs ~',~] , the marker [] on pairs <fb, b> , 

and ~j is placed on four-tuples <~,~,~ ~~, where ~,~f,~z,f~,~,j£/V and ~~{~,~} . 

We write 

and say that the function r~-]. ~.~,~ is completely defined on n if t~~~r~]~» and .äCB(rg] 

~~ 

B' ~" d~p" 

for ~:t~[_] ~e~ ~ ' / " ]  and p.~j ; and the function []~~ is completely defined on a set 

~~~i if it is completely defined on n for all /~e~. 

If the marker r~ 

By the <V, trL,~> -list at step 

=<L,.,m.Z, ~-4 > , where 
~,m,g , 

and we define the order ..~'~ on this set by putting 0,-4 ~ for 

one of the following cases occurs: 

is present on ~;&] at step ~ then we write 

~ for  z;,~/.<~ m , we mean the linearly ordered set 

" z ' ) l ~ " " j  ~ « 

db,~ ~ÆRtrR ~ , provided 

»6  , i ~ 1 . 1  

2) ~ ~~9",~'~ ~ ~ ~c""-; 
~; , ?.~., 
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M ~ " " , E ' "  ~"3  5~ (o~ = ~ ~  v o~ = < vco~e ~~/',; >~, the m~rke~ ~ü~) ~pp~a~s on .~, 
~ (~~~~~':~')& the marker ~~ appears on Ej',~' ] in n : (~ ] ) ;  

6) (~6/ ' ,  ~» ~ the marker [ ]  appears on [j,~~ ~ [~,~"] ~ nm(~. ) ~ ~6 { A ~ , ~  ] ,  

~6 "" h") ~ ' "' on [" in 7) O~e ~(d, &~6~v(~',~ ]~ (the marker [D] appears ~.L'] and Fj~~,6 "] 

M ~ , M ~ , ., , 8) 0~6 v~,Z,"')~ 66 ,~,~'] ~ (the marker ~ appears on [d, Ö] and [ j ,  ~'] in n:c~~ 

By the <~,n%,L > -list at step ~ for 

_ <~ 

such that ~~(0~ ~ = 0~, ~~(6') = ~ Æ änd dL' ~'6 '~ 

B< K 6 we mean the linearly ordered set 

, and ~~~ if there exist ~' and ~' 

in ~:,~,L " 

in ~r~( ) ) 

• .« I~ 

By the <~,~/,,j, i,'> -list at stop ~ we ~ea~ the submodel £~~,'~,4j',~';' of the mode1 

~-~;~ù~,L> with base set consisting of the elements ~ in <~,~,L> such that ~=< or 

«~ M t ., ~, r-., .,-, /7~('~) and " 2, = $',ù, or ~6 , ~ ,  ] , where L~, 0 J .6: [j,i,'.] g&.~ r~",~,"]. We denote j++ 

and ~) , respectively, by ~ and >. 

At step ~ + ~ we say that we leave the following unchanged: 

i) at the point f6 , the function ~rLK: +~ is unchanged if we put K m = K~ ; 

2) at the point ,%, the numeration ;g is unchanged if we put ~BL,~(/~] = ~5~(/%]; 

4) the value p(~*~,j.L], if we put #(~.ij,~~ =ff~,j,~) ; 

5) =~~ w~ue ~~ 9",~),~«weput ~~ ~,~ ={;~,~ w~~re ~~{~,el" 

6) the set N[~]i,. " , if we put D~~. *.'_~,~ =~ L ; 

7) at the point /~ , the function ~~+~ is unchanged if ~Z*~(~)= ~~'(r~); 

8) the marker is unchanged if it is neither inserted norremoved at step ~+~ 

We write St for the domain of the function { , and £{ is the range of 

In the construction, six types of steps will be used: the zero step, and types Ó'~,~, 

We say that the ;6-number /% is used in the construction at step $ if 

~~«~~~ ~~-'«~)~,~ ~ «~~~ u a~i~~ u{A ' J~~ù d 

B -index. 

for j,~'£ ~ 

B' is used at step $ as an index if it is used as a ~ -or 
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A pair <~,g» is used at step $ if we perform a construction of type ~~÷£ (Case 

2 or 3) or S~*~ for ~~,~> 

The pair ~,6] is used at step ~ if it is added to or removed from some set ~~~, 

or else we carry out a construction of type ~~*£ ~~+$, $~+@ , or ~~#~, for the pair 

~,6] , or the marker ~ is attached to ~~',g] 

. 

The pair [d,~ is said to be defined at step ~ if the value $~~,~) is defined. 

Before giving the construction, we informally give some idea of the construction of the 

desired set. 

In order to construct our family ~ , we must constantly bear in mind the following 

three properties during the construction of ~ and the two numerations N and ~ : 

i) ~ and ~ numerate in a univalent way the same family ~ ; 

2) the numerations ~ and ~ are inequivalent; 

3) for every univalent computable numeration ~ of the family $ , either ~~~, 

or ~~ 

Simultaneous fulfillmentof these three properties is made difficult because they are not 

all that compatible. The main difficulty is to get them to be satisfied together. 

If we wanted to limit ourselves so that only property i) holds, one step would suffice. 

By defining ~(~~ =~(f~~ = {~~~, we get fulfillment of condition i). If we also want to 

satisfy property 2), we must define ~ and ~ in steps. At the zeroth step we put ~o(fg)= 

B°C~I = ~~~I , and then during the construction we spoil the reducibility of V to ~ by 

means of the function ~~~(f~,~~ for every IL . To this end it suffices to find a sequence 

Bo~~~ ~£~4~...~/~~~~.. of ~ -indices and arrange that on the pair of ~ -indices ~~ 

and ~f , the function ~~KCf~,~&~ does not reduce V to ~ Therefore, it is enough to 

wait until ~(~,/~~~ and ~C~,~~] have been defined. Then if ~(fg,~~) ~ ~~. or 

~(fg,~~~ ~=~~ the function ~~~~f~,~~ is easily seen to be nonreducing. If ~(~»~~)=A and 

~(f~,~~ = ~ , however, we can make tNe foliowing correction: 

It is clear that if we don~t do anything more, the numerations ¥ and ~ will be in- 

equivalent univalent numerations numerating the same family. 

No additional constructions are necessary to get conditions I) and 3) to hold simultane- 

ously. It suffices to take ~~~~ to be a computable numeration of all computable numera- 

tions of families of recursively enumerable sets and, defining the numerations by V(~) = 

BC~~ = ~~~} , a reducingfunction []~ for reducing ~ to ~~ can be constructed as fol- 

lows. We wait until a step ~ such that ~CrrL,~~~_ ~~(~mJ for some ~~~ N , and we define 

~]~~~ =~~ It is clear that when the function ~~ numerates the same set as ~ , ~-] 

will be reducing. Our problem is to combine the constructions for satisfying properties i) 
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2), i) and 3). However, as is seen from the construction, they contradict one another since 

after [V-]r~(r~~ has been defined for some ~ , ~(~rL~ can no longer be changed after this 

step. In order to overcome this difficulty, we introduce a "stopping" function Fg) , 

where ~e[V,~} , which so to speak absorbs all the ehanges within itself. This should be 

interpreted as follows: if reducibility by means of ~]~~ Or ~%, (depending on what 

reduces to $~ at step ~ ) b~eaks down at some point, then it breaks down in a correspond- 

ing way on ~$(~~ or 6~~fg~ • In this case, if reducibility breaks down infinitely many 

times, we can arrange by choosing successive values of the "stopping" funetion that there 

exists a set in the numeration ~~ which is not present in our family. 

We consider the simplest case showing what kind of effects a change of the set v~C~I 

has for ~ on which some ~~~ on ~$(~b~ is defined. Take the situation in which only a 

single function ~~K(~,~) keeps us from preventing reducibility of V to /t+ by means of 

[~~ Then we find a step ~~ such that K (t?.»A.t .)  = A and 

~' , ~, .~' ~' , , 

and at this step we define ~m(a~)=~, ~ +~~)=6, [~~(Sv(fL]]=o. 

After this, we do the following construction: 

ù ~~-« --~ ~' "6' 

where the numbers 0£,~,9L are pairwise distinct and prior to this step are not contained 

in any set. If ~~ is a univalent computable numeration of the family which we construct, 

then 

J @ 

o~ ~~~g~ ~ ~~«(~~~ 

"Thus, the univalence implies that breakdown of reducibility for a single point automatically 

implies breakdown at other points, and therefore on ~~(~~ In this case we replace the 

marker [] by ~, and the value ~~~CFV) is already "stopping." 

We now say a few words about the objects which we define in out construction. The 

strongly computable numerations ~~Cf~) and dL~~Ct~) in the limit give numerations ~CfL)~~~0 ~tCfg) 

and~(tL) ~~O~6Ct~) which are univalent numerations of the same family, but are in- 

equivalent. The functions ~~ have the property of establishing an equivalence between 

~t and d ~ , and ~= ' defines a reduction of ~ and ~ . Informally, the 

pair [/,~] will eorrespond to the i-th attempt to reduee ¥ or d~ to ~ ; correspond- 

ingly, a marker [~ or ~ on ~'~] indicates that at a given moment we are reducing 
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V (respectively, ~u ) to ~ The pair fr&,&> will correspond to the i-th attempt to 

spoil reducibility of ~ to v~u via the function ~~KCf&,~~. The value K ~~ gives the 

number of attempts at step ~ to spoil reducibility of V to ~ by means of the function 

~~~Cf~,~) The pair A~, #r~ will indicate the ~ -indices at which we want to spoil 

reducibility of ~ to UL~ by ~~K(fg,~) in the i-th attempt. The functions ~j6,L will 

reduce the numeration ~ to ~ at step ~ in the i-th attempt. The function 

~~S~~,6~ will be a "stopping function" for reducing ~ to ~j in the i-th at- 

tempt, and ~~~',~) will define the value in the numeration ~ß which corresponds 

to the set with index ~~~',g)m in the numeration ~ ~ is defined throughout as follows: 

and -~~. The functions %~f~',6) and ,g) will define "adjacent" values. 

The set lq~C~) will "count" the attempts to reduce ~ or ~o to numerations ~. ]L fb 
o 

which are obstructions to preventing reducibility of P to ~ by means of ~~&~«f&,~) at the 

i-th attempt. The function pC$»j,6) will determine the degree of cycling in the definition 

of the"stopping function," in order that ~ and ~ should numerate the same family. The 

function ~ ~ ~ [~~, will define a eounter for defining the function g The marker 

[] is associated to the pair <lg, b> and /~ whenever we have prevented reducibility of 

~) to UL~ by means of ~~K(f&,~) in some i-th attempt. The marker [] will be associated 

to a pair ~'~] if the i-th attempt to reduce ~ or ~ to ~ is unsuccessful, and 

we will not thereafter return to the marker. The marker ~ is added in cases when we have 

learned either that ~. is not a univalent numeration, or that it does not numerate the set 

we wish to construct. At steps of type ~~+~ we will attempt to spoil reducibility of V 

to ~ by means of the function ~~K(~,~) At steps of type ~~*Z we will define a 

reduction of ~ or ~ to certain ~. at points where reducibility is spoiled. At steps 

of type ~~+~ we define a counter D~-]~~ ; at steps of type ~~*~ we extend the 

definition of ~~~ to elements in ~]~g]~,i ~ . At stem 6-~+~ we introduce the O-th 

attempt to reduce V to ~6 

We now turn to the formal constructions. 

0 o - o 

Step O; Define vpT(~) = V~£g)~-{7~~}, ~?~)=fL A = @~b, ~'~ --~/b+«,E~=O,Æ~=f~,pCO~,~) = 
0 ~ 0 l O ~~CO ,0) = /0 for all ~,j,g 6 N o, ~.~.% is nowhere d«~ned, ~~i, ~ = ~, ~.,~«0. )=~. ,~~.«O»O) = ~, 

and ~~~~,7~~. We pl~oe a m~rker [] o~ all paars ~'~~ wher« j,~~~. 

Step ~~+~ . We consider ~=~~ and verify whether there exists an ~4T such 

that no marker [] is present at f& and one of the following cases holds. 

B~ and ~n~ ~ and k'(f~,~~) = A~, ~(fL,<~= Case i. The function ~~~~f~,~) is defined on nj 

~~, f]~CTI = ~ , and neither /~ nor ~i belongs to g for j~ f~ if there is no [] 

on ~',6] and neither ~~ , nor ~i are the second coordinate in a four-tuple to which 
T a ~, is assoeiated, where j~<rb, and K =~~ . 

Case 2. The function ~~~r(~,~) is defined on ~~ and ~f~ , an~ ~(~, ~~)~ A~ 
T 

or £(D~, ~~) ~ ~fi , where ~ = En." 
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Case 3. Cases i and 2 do not hold, butLthere exists an 

~~~ ~~~ ~~~~)={~~o,~>,<j«,~>,. ~~'~,6~> where is defined on ~ a, ~~' "' 

ing three conditions hold: 

a) for all ~~g , if the marker [] is present on 

F~-];~ is completely defined on the elements of the set marker, then the function g~ 

LT<~,,~,;,,j;,~~ > ; 
ù 

b) there exists no pair ~', ~] such tust ;~f& , with the following property: 

there exists a number ~. with 0 ~ ~'~ ~ and 

~ Krc such that 

j~</~ <.. </g , and the follow- 

~/6,~I.. ~ but tnere is no F] 

L ~ <,,,~,~,j, «> n («mi~ « u ~ mi~~' > "~ 

and the marker [] , but not [] , is present at [~",~'~ ; 

ùIP c) there is no ff~ f& such that ~, appears on a four-tuple with second coordinate 

contained in the (~6,/b,&> -list for {9 , and whose first coordinate is ~' • 

Case 4. The conditions of Cases 1-3 are not satisfied, but there exists an ~~K T 

such that l~~r(f5,~) is defined on {Ag~, ~~J , and there exists a pair [~.i ~13 to which 

the marker [-~ (but no marker CZl ) is attached and j1£f~ , and in addition there exists 

a number ~', 0 ~ ~'~~* i , where 

n~j~: %»;,.., r-k»O }, joy, «.. <j,.. j,,-ù., ~~,ro, 
I" 

and the function ~-rl~l'f,i,l ' is completely defined on L~~~,n.,z,,j,~,~;l,> (with the marker [] 

present at [~',~~ all such that: either 

and for »~'~LFV,j~,] none of the numbers in LT<.~,tt,i.> is the second component of a four- 

tuple with a marker ~., for /~<f~ , in which the first coordinate is ~+ ; 

or 

<m. ,g»> &b.~~/%,g > or [] 

the marker ~ occurs, 

~L(T) = ~ and ~:B, i ]B ~l~t(~.~ , where N~[~ is such that 

<m~, ~.> ~" " "  appears on , and there exists no ,& ~ such that 

and if j"¢=;', then 
[ji»6'3. < ~ ~",~"]~ ~ß,,~«,] , while if j"=j# 

or 

, then ~»<~'', 

c) 

., with 

=KT and A Be or ~~ is the second coordinate of some four-tuple labeled by a 

• 7 j'~~, or else conditions a) and b) are not satisfied for any ' ~'J and there 
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exists a ~-j: ~1] such that {~~ ~ '  ] I"] (L~ T I-~]~ , » I]~]j:g U 8 »] ~ ~1', where the marker ~ but not 

appears at ~~ öl] 

If no such r~ exists then we leave everything unchanged and pass to the hext step. 

If there exist ~ with the above properties, we take the smallest and denote it by ~9 

If the conditions in Case i) hold for ~o 

larger than all the odd numbers in U~~~~ 
then we take the first two odd numbers 12,~:.lB 

, I  

~'(T*~)=,~ fo r  ~ ' a K = K  r and define ~~ m , 

fr,  ,~o) = ~ ~,~%) u u = ~ ~,~o~ f~] ,  

T« t ~ = ~ r , ? ~ ~ /  

on $o and associate to <~~,K> 

hext step. 

the marker [] ; we make no other changes and go to the 

If the conditions in Case 2) hold for ~o ' then we associate the marker [] to $o and 

<~o,~> and define ~:(T+{I =~ for &~<K=K:; leaving everything else unchanged, we go 

to the hext step. 

If the conditions of Case 3) are satisfied for ~&o then we consider the smallest Oo 

such that Case 3) holds, and make the following instruction: 

~ T 
Let ~:~,~o,~o > =.<L<,~,~o,£o~ ' -< > be the <%~,~>-list and ~0"~ rr~f-~.,-~/T~~ all the ele- 

T~~ ments in L r in the order indicated. For 6 O~ &¢ $ we define ~ (~g) = ~T(/r~~+~~ 
~9,~z«,7.0 > 

and 

~T+~ .ùT*~( T(m " 

(~~ = ~ ) , where ~< ~ ~ ~< ... < Eo~ are the first numbers not contained in ~T(I~) 

• For all pairs F],~] 6 ~ °(Tl and Fi ~'] , We associate a marker E~] to ~ and ~t~o,ao> " 
ù . . . . . .  <:c <:c - where (~)~«6', there isno marker [] on ~,&] and ~,b]e T), where T)lSsuch 

that ~ appears on <rB% ~~> . Then we put the marker [] on ~',~'] and 

.~ ~~ 

<.cT÷ ,) = <.«I, { 9: «s I cj, ~'] ~~ q,«J}, 

where [d,g I] £ ~:,(TI and has the largest coordinate among all the pairs satisfying condi- 
% • •I 

tion (*). To all ,ä'] , where 6 >&o and ~d'6l] is defined, we associate to %,~] 
~~ ~ , 

the marker ~ . We choose for each pair [j,6]~ ~ (Tl a number &~ such that ~~/,~) 

is not defined, and taking the first three indices ~~ ~ ~ ~ greater than T and still not 

used in the construction, we define 
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T+ i __T+'I 

where ~"~ Óo and ~"~ K r , nothing else being changed. Then we pass to the next step. 

If the conditions of Case 4) hold for FL O , then we take the smallest &o such that 

one of the conditions of Case 4) is satisfied. Choose the largest jJ for which there exists 

an &, such that one of the cases holds for iI,&~ We consider for the smallest 

B' such that one of the conditions is satisfied for %.i , ~'] on the pair <~o,Lo>. 

If the condition a) is satisfied for ~' g'] and ~" &'] ~ ~ni,( ] where Knz', > 

<~<~o,~0> or [] appears on <rrg~,L*> , or else if condition b) is satisfied, we define 

B::(T,~) =(r]£:~T~u {Ej',¢']])\ {Ej, j,,g«,,_]lä"~~' ] 
41" - !  . I  and for  a l l  ( ,~ ,~ '>  >~~-~ ~0>, i f  ~~ h a w  ~ j , b  >~r]~. (T) ,  the~ we put 

~.~ ,-~ 

Fl~,(T, ~) = F]~«(T) " « ~  .... " ~ ~ ~ "  "'~ " " '  

. l  . ù  ,T  I ,II~ ~ o~ a~~ th~ [/,U'-] such that ~ >~' an~ ~;V,~, N ~e p~ace a marke~ [] a~d 
consider the first three indices T<O.,<~ < £ which are not equal to indices previously 

appearing in the construction; We define 

~T÷~ 

T+~" , ~~~ 

,~" .! 

wh~re ~" is th~ first ~umb~~ such that ,%9.~b is ~ot defi~ed. ~f ~0=«r ,%' 
.T*Y = KT +4 and taking the first two indices O~~6 not yet used then we define ~r~ ~, 

in the construction, we set ~» = 0~ and = ~, +~(T +{] = 

If, however • &" , ~',~'3 satisfies condition a) bu~ there exists an <n% ~,~'> such that 

[J, ~~] & ~nz«(T~ for which 

or the marker ~], appears on Kt~ ~, ~*> , then we set 

I'I~(T~-I) = rl~(T), {~»ù,/,,,316"< 8'I 

Leaving everything else unchanged, we pass to the next step. 

If '~J,L'] satisfies condition c), then we take the first two numbers 

used in the construction and define 

O~« ~i, not yet 

and ~~*¢- ----~- ; we leave everything else unchanged and go tó the next step. ~,~ = 0~, 
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Step 0-~ J'~ . We define T = 5~ + Y,j =~~) and seek &: f~" and ~ such that 

,~, ~ g~' , the marker ~, j~/~~, does not appear, and one of the following conditions 

is satisfied. 

Case i. There exist ~~ {~,~I and «,gg,g$. such that 

ù r÷~C~" 

where j~ / - -¢  , 

Case 2. 

the marker ~ , is present on ~~~, ~~> and fg~ , and the marker 

Case 1 does not hold, hut one of the following subcases does. 

and g «  ~Z~~m,< l£~K:  and F a ~ j J  

The pair  ~ , ~ ]  i s  the eZement with  s m a l l e s t  l e f t  coord inate  in ~ ~ . ( T I ,  

appears on ~', ~] . 

« -< K in the <~,~~,0 j,~> -list, the fol- Subcase 2.1. For all elements Ko~ ~« ... ~ 

lowing conditions hold: 

If 0~~ ~~ Chen 8B~K i) Œ ( , and there exists a ~ such that 

T T T 
Subcase 2.2. ~ = V and p CKo~ Œ ~. (F-g'Ig CKyJ) 

Subcase 2.3. ~ =~ and J~r(Ko3Œ 4(~j,L(K~~J . 

Subcase 2.4. The marker E] appears on ~~" ~] 

~ ~~e,CT), where <-*" ~~*> <&<~;~~*> • for every ~Jl<£ Case 3. The pair [j,~] n~ , , , 

if the pair Q',L"]e ~ (r) has smallest left coordinate in (r) , Chen i is com- 

pletely defined on the <~, s, ,~, > -list where [] is a marker appearing at » £'~, 

and there is no ~"~£ such that ~',~"] ~ ~óI(T) for all <fg'~L'> . In Case 3 we assume 

the previous cases are not satisfied; there is no marker [] on <~,*, 6"> , or [j,b] ~ ~~.(T) 

T ~ , ( C Z  e and fo r  a l l  ~ e lements  in ~<~,~;g~~',L) t he re  e x i s t s  a ~g such t h a t  ~rCg} ~r ,  ~ ; 

i f  ~ ; g ( e l  i s  de f ined  then F~];~~e)=~g, and F~] T ~,~ is completely defined on all ele- 

ments in ~,m,~..« for (~~~~~~> <~~f~,~'> and is not defined on the ~~,~,~> -list. 

If ~, & and & with the above properties do not exist, chen we have everything un- 

changed and go to the next step. If these numbers do exist then we choose among them the 

smallest triple (r~~ '" . "« ' & ,äJ (under the lexicographic ordering) Let this triple be (~',~,u) . 

If the triple satisfies Case 1 Chen we mut a marker ~d" on <~,~~,~z,~~ > " If 

~ U N{(i,g ) where j''j then we put a marker [] on ,Z~ we ; then take the small- 

6 ~ T ù  Osuch r . .~ .ù ,  est that $$~~,k ) is not defined, and three stili-unused numbers [~~~~~g, 

O T+'I ~ ~~ T + L  ~ I1~ 
and define gÆ» ~',» ) = db, S~, 9",Z , = (x,æ,Jr«%'"'~,o, = ~ ,  "~T~'Qt' ~"1 = ~~' "d' C, where ~~e[~,~}. 
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For 4r~'*, ~ ' * #  such t ha t  ~'~,~] ~ ~Dr~::(~), we d e f i n e  

if there is no marker [] on <rg** L~*> ; we put a marker 

~:: we define n~.:(T+~1 = Iq (Tl', {~':~"J I[j:~"l "a, Ej,£]}  if 

[] appears on <n~ ,~**> Then we go to the next step. 

If Case 2 and Subcase 2.1 hold for the triple (fg~~~, ~~ 

and proceed as follows, depending on the value of ~T,7, ~~ . 

i) For ?(['7' ~) = O, if a marker [] appears on ~',~] 

~~(j,~) ; on the other hand, if the marker appears, then 

AT?4 I"+I 

. S z ( j , ~  ), 
p(T+ ~ , j ,D)=#(T ,d"  , ~) * Y. 

[] on all the ~/ ' ,L ]  ; and 

Ej, g ~] 6 ~~; (T~ and no marker 

:hen ~e ~ut  ~ . ~  (~ol = ~o 

,T* « T+ « . 

then ~.  {],g) = $ (i,g) = 
,r+« ~" # ~+« /* ~~r "., 

Taking the first two indices (2, and ~, not yet used in the construction, we define 

"~"T+ ~" a~d put t i~g  IIù,C ¢ = FIg,(Tl" { E j , ~ 3 }  w~ pass to step A. 

2) For p(T,j,b) = ~ , if the marker [] appears at F{ ~ß then S O',~~ = »rC/.~l= 
_T+f T , , T T ~'+ 4 «d,b), if the marker [] appears, then ~~ ~" ~) = e~(d',~):~y <d.D) ~~~',~) and ~V ~~"~~ = ~~ ~' +~ 7~ ~ d"O 

~ T *  ~ , T v 
and ~ Cd.DJ = ~v~(j,=) . Taking the first two still-unu;ed indices with T«~~~, we 

OT'~ ~ . . • % ~,;~ ~ ~, p(r, «,j,;) - z and putting • ~~ ~'.~, »~ &~ ~» )-~ ~ and = "--- -"  

~ « ( T +  ~~ ~ n ~ , ( T l \  {~.j,~'-~t , we pass to step A. 
ùT*Y 

3) For /0(T,j',DJ = ~, , if the marker [] appears at ~" ~] , then ~~.(j,»J = »~(d,~] ; T  • , 
T+~ T 

i f  th~ ~ a r ~ e r  ~ app~ars a~ ~ ' ,~3 , then ,~~ (j,;~ = ~ 4 ( ~ ~  . Wc take  the f i r s t  two 
nT÷ 4 ~ T* 4 

indices T~o~< ~, still unused in the construction and define 5~ ~',~)= ww ~',L} = (9~, 
• T « ~ .  , . T ~ - 4  z~ 9,~~ = % cj,;)= ~, h(T*«,j,») = ~ . we then put 

and go to step A. 

4) For p(T,j,~) 

if 
r÷  I 

= «j 

= ~, if a~=~ , then 

~~ y.~» = ~«~'.~~. »~" .. 

(Lr(j, tj, or.~ F +' 

= _~~¢~~, 
0 1"~-4 ,9 T,,- 4 <~,~~, ~~ ~,~~ = C~ (J'&) r . . 

~.T+4 

~ ~ (J, t) = (&, "d 
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CT+ 4,], ) = where T ~ O~ is the first index still unused in the construction, p ~, ,{ , 

5¢ : f~, /-/ T+ ~)= f / , ( T l "  ~ - I } ,  a~d we pass to  s t e p  A. 

' , u )  = 0 put a marker If our triple satisfies Case 2, Subcase 2.2, then we set pC[±f,$ 

~~ on [#',~] , and remove [] *' ,r.~ ^T T*~ ù f  T "~ u__'t" 1 T*~ ' ~('J'~'~ = CBv C~,~) = ~vCj,~'~ ; we define ] ~ j , i  by putting 

,~ ~~(K4))= LYJ~.i(K~~ w'th ~.~ undefined in the remaining cases, 

B ~.,~ #, = .  ~]v,,= filZT+4) Œ,(T)\{~,t-lJ 

and pass to step A. 

If Case 2 and Subcase 2.3 hold, then we put a marker 

and set ~ ( T ~  t » j , £ )  = O,  

T* q 
then we define [-9],i; 

B r 

We then go to step A. 

[] on q , ~ : ] ,  remove ~ , 

by 

T'~ q T* 1 ) » 

f r - ~  T 
I-~i:; ( @ )  (/<')'~ = ~£B]i,~C/~«] , with ~9--"L1"[, ' f_d,  ~' undefined at other points, 

If Case 2, Subcase 2.4 holds, then we set 

n « ( T . « l  = Ft,,(T~, {_Fj.£1t 

and pass to step A. 

B~'~ ~ , then weextend the definition of ~~ If Case 3 holds for the numbers ,&~ ,g by 

i-z-ire ~(~ ' = putting (for the ~ indicated in the condition) ~,~ ) 4' the values which have been 

found in the present case. We then go to step A. 

Step A. Leaving all undefined objects unchanged, we go to the following step. 

Step ff~#3 We put T =Ó~+~ and j= ~C~) and verify whether there exists an 

such that no marker [] appears at [j,g] but the marker ~ does appear, the function 

~ ] ~ .  is completely defined on ~I'~']T: and ~ ~] ~ ~~ (T ) .  where ~ : : (T~  is such that 
r ~,b , ~ • d, ~ ~ ,  ,,~» ' 

L'. , , ~ ~l~-l~~ If suchan~existsthen wetake the smallest one, say 4 " We define 
~~,~ ,~ > d " 

~T«~ r r 
D,~i ,  ~ = DI~i,4U{L] u L<~,~,z>, 

where g is the smallest numb«r such that ~~ ~~-];tù , and ~/17.~ is the smallest pair 

r~«~~ L ~ in the lexicographic ordering such fihafi a is not completely defined on ~m,~.~> 

For all 

~L.<n 

T 
~'>~ such that Sg(/,«~ i s  defined and all pairs ( n l ~ ;  Z ; ' ' .>  such that ~' ,~ '~  6 

, we set 

I~ 4.. l ,  \ # . N  , . I  %.cr+«~ - ~ ; , .cn  f~,o ] l~ ' ;« ' l_~~c j ,~ ]J ,  

if no marker ~ appears on ~~~; 6«~ > , and we put a marker [] 

no other changes and go to the next step. 

on E].~I] We make 
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Step Ó~*4 We put T=Ó~+~ and j=$(~) and check whether there exists an t 

such that there is no marker [] on ~,~] but ~ appears; whether there exists no 

B~~ ~ such that the pair ~,6~ has minimal left coordinate in some set ~~:(~I and 

T where the marker [] appears on ~ , ~ ]  ; ~jr, is not completely defined o n ,  ~.. L~~,~,~,t,~> , T ~~~N 

or else whether Cj,~]~ ~~ (Tl for all 4 . ~ . .  ~ N; whether there exist ~ ~ ~ [ ~ j , g  and 

such that ~~~~¢tf is J t  «efine~, 

ù' "~" 14) " -i 

and ~ ~ 

fined on 

for all 

a pair 

we put 

•T ~, r de- T} and ~.,¢ T(~ ) CI +~C~~), and if ~,g] e ~ (Tl then ( ~]d,~rco~~ le tely 

/r ,>) V (~ ~ r~*) V ~ ~ ~ ~~~~"»~">., In this case we define ~z = ~e' while 
~~,~*,~, <.,;~ >~~'~r~ ,~ > ' 

Br  . • • ~'>~ such that zC~,t'] is defined.** we place a marker [] on ~,b] , and for 
'It ~ , , I  </g* ,  t *> such that ~ , ' b - ] e  ~~' - . </It*',/~'~*"> m.,(T~ and no marker I+--] is present at 

We leave everything else unchanged and go to the next step. 

Step ~~~~ We take three numbers ~~~ ~~ ~C not yet used in the construction, 
, ~T~ ~ , T+ r+ ~- 

= , ~z tL, 0) where T = Ó~ + ~ and define ~ , 

for ~6 {V,~}. We make no other changes, and go to the next step. 

We make some simple remarks concerning the above construction. 

Remark i. For all ~ and ~ we have the equality 

Remark 2. For all r& and ~ there exists an element ~~ V~(n.) such that db~ ~~(/~~ 

for all ~ ~ 

Remark 3. For all ~ and all B*~z , the inclusion ~~~~ c V~~~ is false. 

Remark 4. For all ~,j and ~ we have the equalities 

if the marker [] 

appears at .~,b~ 

Remark 5. 

Remark 6. 

~~~1~¢ and 

"~ ~ ~ t . -  

~~~.~,~~ 
does  n o t  a p p e a r  on any p a i r  (m*. ~ « > such that "~ -~';'C] 6 [~m~~~) , and [] 

For all » the value of K g is equal to 0 and ~o(~~=~ • 
) 0 

If ~',~] ~~m«C~~ for all ~>~~O ' then starting at some ~ P ' ~ o '  the sets 

.~[]i,t~ , where ;Y~{~)~}, do not change. 
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Remark 7. If ~,~~ 6 ~r~.(t/ for all ~ >~ ~0' then the pair ~d" ~~ can be used in 

the construction only finitely many times. 

Remark 8. If ~,~] 6 ~~.(~I for ~~~ ~ ~ ~~ , then the marker at 9" ~~ does not 

change for steps with such 

Remark 9. If starting at some step the marker 

~,~] then the functions ~~$~9,~~ and ~~~~~~~~ 

Remark i0. For every K there exists at most one 

placed on ~K»~> and thereafter not removed. 

Remark ii. 

Remark 12. 

does not appea~ at (n~~~'> , then 

We define ~~ %~ ~:~,~~ • 
LEMMA i. For all unequal pairs ~" 

'~i' and ~.,~.ù are d±sjo±nt. 
i 

~~oo~. ~o d«~n~ ~.~,~1 =~~ 
that for all 

this is false. 

[] appears constantly at the pair 

stabilize. 

such that the marker [~ is 

If the marker ~ appears in step ~ at ~',~3 and ~ ~ ~~,~«,~.,> , .where_. 

[] appears at ~fg~ b~> , and ~[~l~i(~) is defined, then ~~(~)~ ~~(~~]~'~(~}) " #  0 

i, * 
If after step ~o the set ~~.Ct) does not change and the marker 

~o 
~t(~)=~5~°(~) for all ~~~~,~~~«~ . 

and ~'~ ~"] and ~ß~['~,d~} , the sets 

Since ~« ~~~ ,~d ' ,~~ ,  ~t s u f f i c e s  to sho~ 

t a~a ~' , j ' ,£j" i f  ', ~'3 ~ ":~"] ,  then ;~'1 n ~ , q ,  } = :  • Assume 

We consider pairs ~'~] and ~',~~] such that there exists a ~ , such that 

~~(d,ä~ ~ ~.~ ~') ~ ~ , and we take the smallest ~ with this property (call it ). 

Since d~ (0~ is defined at Step 0 only for $=~=0 , we have ~o > 0 . By the choice of 

~o , we have the condition 

Since during a step ~~' ef~',6) can changefor onepair ~',g~ only, we assume for definiteness 

that 

,~, . ?,~ ~, ~~~ ~ dj,~} =~'~, 9,~>~v~r" k ~,»~ 

is not defined). Therefore either: 

3) 

or 4)  

Ato'4 I .I 

~,~j@ ~ ~~-~, ,_ 

Since ~~(~',g), ~° ~~~',~~ either take values in or are Pql (j,~} else 

numbers which have not yet been used in the construction, conditions 1)-4) cannot hold-in any 
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of these cases. This contradiction proves the lemma. 

LEMMA 2. For all /g and 6 the limits ~<n%~~ < ~ ,  
, #1 

of paars X. = {~;«31Ej'.~'ae ~n~~,(~)  ana ~'~~+« and 

6~ ~~,,(6) exist and the set 

Zl%!Æ 1 is finite. 

Proof. We give the proof by induction on /~ Assume the lemma has already been proved 

for all /~</Z o ; we prove it holds for /&~ . Using the induction assumption, we consider 

a stem ~ such that for all ~~-n, o we have K = ' , and starting at some stem 

the sets ~(~) for g4~~ no longer change. 

Assume that ~z ~~ ~ ~ does not exist. By the induction assumption, for every ge 

~ß ~~(6) exists, and thereforefor eachi wecan choosea step ~.. after which ~.(~) does not 

change. We first show that there exist infinitely many .& such that ~ ~ ~. Where 

this is not so, there would exist an ~e such that for all 6>~e we have ~%~~~I = 

Consider the ste m ~4= ~({~o}U{~l~,~/~oJ.') and let 

~'~' 
after which It is obvious that X is finite. By Remark 6 we choose a step • 

i~'~~ ~~~: = ~[~~T~_.,/~~ U_ ~~-~"u~,~ , where the marker [~ appears~ permanently, on ~,~" "~] , ~'e{~;,~] , 

and ~~&_]61 and does not change, and no marker ~. with j~fg= appears. Now choose 

such that 6>&ù and ~/~~o, @~J I ]  ~~~, = ~ foJ: a l l  p.airs ~ ' , ~ / ] 6 X  and { ,~ , , ,Æ ~ ùo.~N 
[ t~ese~o~~~oor~i~a~es o~ ~our«up~_e~ on ~~~-~~ a ~., a~~ears ~or., j ' ,~ ,~ ,~ = e. 

I l 

We now.choose a stem ~ ~ < such that for all ~'4 
after step 

after which the marker [] Consider a stem • 

B~~o at which [] occurs. Now ~onsider the stem 

either Case 1 for ~ , or Case 4b) must hold at this step. 

the set R~(~) no longer changes 

has already been placed for all 
! 

~=~~t~. By the choiee of ~~ , 

But this is impossible, since in 

the first case the marker [] is placed on f~o and K ~ does not get any larger while 
~o ,, 

in the second case ~;'11~(7"~ changes, but by the choice of ~~, such a change is nòt pos- 

sible. Consequently, "-Othere exist infinitely many ~ such that ~f~~g~ ~ ~ Since the 
"T 

~i~~ ] consist of elements in the finite set ~ , there exists an ~ such that there 

are at least two ~ and ~4 such that 

But taking ~--n%O~{~ o,~}, we obtain ~6~~IoCt} and ~ßfi~(~} . This is impossible by 

our construction. This contradiction shows that ~ß K. ~ exists and is finite. % 

We now prove by induction on ~ that ~7~ ~_ ~~~ exists. Assume tha~t for all ~~ &o 

our assertion has already been proved, and len ~ >~j be a stem after which ~f ÷~(~) no 
• O / ~ 0  " longer  ch~nges fo r  ~,<~o . Consider the sets n (~~ obta ined from ~ ~ ~ ~ ~ )  as f o l l o w s .  

Let # ~~'~-~~ ~ ~ ~-~ ~- be the steps at which the set N~° CI~)changes. For all • «.° .,. 

« and ~ such that ~~g ~ ~~, Case 4 of type ~~+f holds on ~ , and nothing is 

added to 4) (elements are only removed); we consider a pair g] for which the 
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Case 4 step of type 5t + 1 was carried out. In these cases we set 

ot~~rw~se, ~i ~o ~~~= <Z , /~~ .  ~e ~e~~~~~se~~e~~e « ~ o , < _ , . . » ò  » ~or ~~. ~y 
,~.~- ~ . ,  . ,  <;; 

setting d equal to & if <~,~ >£ 6) and Cb;=OJ otherwise. We remark that 

for every t we have 

_ _  , m, ,o - , , ' - ' ,  ~ ;  >. 

We thus define a decreasing sequence in the totally ordered set ((60+ 4)X (~D+ ~~]...x(u)+{) . 

Therefore, there exists a such that for all ~~ we have the equality 
O 

«~~' « « '< '<! o# o<. > = <  2. 
. - o ,  , o - , " "  o , « , . - ,  

'% . . . .  "~o ~o Thus the sequence ~ (~) stablllzes. However, ~n th~s case either R (6) = R ({I 
jzo+f • . ~. ù r~o+{ ¢,,+{- , 

• /1, // bO b 0 * • ., - 
startzng at some ~,; >1 ~ er n; : , t . (~)  = n . , + , \  [IC,&] } for all ~ >~ ~ó . This occurs 

because if [~'~] after step ~" lies in ~~o (~~, it cannot be removed, since otherwise 
: ~ o A: ~o+i 
~0 °O - B (~').,  would change, and hence so would ~ß+ (~] , a contradiction. Thus this condition 

0 ~ 

has been proved. 

Let us prove the last part of our lemma, i.e., that the set ~~o is finite. 

Assume <o is infinite. Then there exists a smallest ~ß ~0* { such that there 

are infinitely many Z with ~~.~~3 6 ~ ~~~~0+~(~~. Consider the set I of alli with this property, 

and for every ~6[ consider the step ~.» after which ~~o+~(~) no longer changes. Since 
• 1~  • i I /"'//~z ~ 

for all # "~o there exist only finitely many elements 6 such that ~,&3 & ~ (~1 

for n%'~~ot 4 and 0~E~ (by the choice of ]o). Therefore, there exist infinitely many 

< B such that ~o,~], with &~f~ is a pair with minimal left coordinate in + ~~~;I. 

There exists an & for which a step { exists after which the condition 

[ j , . , - , ~  ~ ._  n~'  C~~ . '  ' ,bJ I~'I», 'm* l'lT{~'Fbo'l-4 and# z-#/o, 

implies that ~~,(~) does not change and 

and after step t', <«.(~) for <n%~~~">..<&<t%~+~,~> does not change. Let this ~ be 

Then after step the construction cannot be carried out for any pairs ,~] 

where &'>&o and <~*~,~"> , where . b >~ , but there must exist infinitely many 

B>& such that %'0,~~ belongs to ~~~ (~~~~ and 0. >&. This contradiction 
0 + 4 ~' &O 

proves our assertion. 

The lemma is proved. 

COROLLARY i. For every pair <nr,L> only finitely many pairs 

U ~~(~~ • 
LEMMA 3. If a marker changes infinitely many times on ~',~] 

(7 

~~ Lt~ can lie in 

then 
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.Proof, It is enough to show that for infinitely many t, there exists no ~6 ~~.~~'~g} • 

We first show that for all ~, if ~e ~~ ' ~~ (d,~'} and p~~~~'~) , where ~~ , then 

<~ lqÆ (/,b, can only contain either B~ b) for all ~>-'~z This is true because 

elements of ~~£j,b) or indices which have not beet used previously. Thus, if some ID'~~~fii*}~eO, 
for infinitely many ~ , then starting at some stem , we have p6 

Since the marker on ~;~] changes infinitely often, we consider a stem ~~~~0' at which 

the marker ~ for the pair ~j,~] is replaced by another marker. In this case, in order 

for p~~~~9'~) and ~~~~~-~(d',~~ , the following tust hold: 

C, ~ , ~~'«,~~ = ~, 

where db < ~ are previously unused numbers. Consider the steps ~<~z< ... at which the 

set ~~C/,L~ changes. If the marker does not ehange at stem ~~, then Subcase 1 of Case 

= M~~~/,~~ no longer contains which contradicts 2 holds and ~(~-1,j,b) 0 • But then Æ , 

our assumption. Hence the marker changes again at stem ~~ , and therefore ~9',~) = $~~'~ 

~) = ~, ~~(~',g) = OJ~ 2~~~~*,~) = ~1, where OJ. ~i are numbers previously unused in the con- 

struction and the marker [~ appears at ~*,~] As long as ~ appears on ~'g] , 

~:~, g) =~ Consider the first stem ~>~~, at which the märker changes. Then 

i t 

=,s=~;a~ e-« 
~ . . ,  « >, « ,, ~»g a,, 

where the numbers db, $ were not previously used in the construction. But since S~ , ~'- ~ ~~ ~ ~~ 
b} ~- ~. we have ~~j',~) æ ~ and ~~ 9, g)*  ~ , and consequently, p C  ~~(j~£~ . This 

contradiction proves the lemma. 

LEMMA 4. For every / there exist only finitely many elements ~. for which the pair 

[/,0] 6 ~~ ~~m~(~) for a suitable pair ¢.rg~tS*> 

We give the proof by contradiction. Consider the smallest /o for whieh the statement 

of the ~emma is f alse. For /~*'/'- c onsider the s~t ~~, for all i such t hat beginn ins at 

stem ~, the mair .[j/;b]~~ ~~m°'(~] for t~>~ , here g~~/~, are ~ui]able nu~bers. 

~ò "~jO and ~~~,/ then them a. ~/ .~'] ~ ~:~~~ We now choose a stem such that for all d 

~0 " ~  ~ 
for ~ ~ , where &,/tL are suitable numbers. By the choice of gO' ~here exist in- 

finitely many i such that 

i'( 

for suitable b~rg ~ . Ler ~ be the set of all such i. By Remark 7, for every g~fo 
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there exists a step ~~~ after which the pair ~~,~] is no ionger used. For each ~ , 

the limit ~ß K~ ~ ~ exists by Lemma 2, and therefore for every ~ only a finite number 

of sets ~~«~) are defined. 

exist ~~ and &~ with 

Therefore, there exist infinitely many ~ such that there 

Z{"--~ ~ 

Consider the set ~ of all such numbers ~ . By Lemma 2, the sequence 

and therefore we consider a step ~~ such that ~~(~~;'~= ~'C ~~, ~'~ f o r  a l l  

~~~~(~1 stabilizes, 

~~~ Since 

there are only finitely many pairs _~,1,~/_.] for j//-jO such that ~l~] ~ ~~~:«~~ for 

suitable ' ~ ~ ~~ &» ~ ~ ~ , there are infinitely many ~ such that the pair , ~~] has 

minimal left coordinate in ~~[~] . 

We consider a step ¢"' such that for every pair ~°~~~ with j~<jo and 

~. "« .« . X ,~ ',;'] ~~__>==~ß~~,(~~ for suitable b fr~ eA/, the set ~,~, does not change; this step 

exists by Remark 6. Since there are infinitely many rr~ such that ~~,~ r~] E ~~~~r~), and 

only finitely many pairs ~.l~l] with the above~ property,= there exists an r~o such that 

the <~,#zo,~~> -list does not intersect ~~']~~g, U ~[~]~~t, where the marker [] appears 
t - t  / ,1'-'1 o | ' / I 'J~" 

at L~,t,,_./ , and j~#o and ~/.~,f~..] ~ ~~]~«~~) for suitable ~,;/TZ*d-N . 
,,, ~,, ~, ~~: We consider a step ~~ such that no pair ' ,~'] such that ,~,r~ ~ ~ ('~;/ for 

• ~.~~ ~" 

• .,(-~ ~L~ ~ b ~~.~~ ~ . 
suitable g~~~e~ belongs to ~.(~I for .~>~ and <r/~,b >~~<l~o,br~ 7 . Consider 

Bi , , , < ,b .... fo a step >ffggX } such that = ~K#« for all pairs ~t'*><~<%,~~> none 

I~~;  %« /~ ; -  , of the constructions holds any longer, and «« .~==~0,~ % is completely defined on ~<z,r%,~~'> " 

If no such step exists, then after step « , theconstruction ofstep ~~ +~ cannot be 

defined for any pair ~ó,~~. where b~>b~° This contradicts our assumption. If such 

~ó~~ a step ~~ exists, then Case 3 or 4 holds for the pair ] , and hence either no 

pair [jo, C],~'>..~ ~° will be used subsequently, or else the set ~~~°~~I will change. But 

both these cases are impossible, and the lemma is proved. 

LEMMA 5. 

a) The set 

and all the functions 

For every j only one of the following possibilities holds; 

~ • 
of numbers i such that ~(~,~~ is defined for some b is finite, 

Y ~  

where ~ ~ {~,~~, stabilize. 

b) There exists an ~ such that for some ~ the set ~~~,~~ is defined and there is 

no marker [] on ~~~o] This pair is used in the construction infinitely often, and 

" ~~ for all & ~ &o the pair ~~ is used only finitely many times in the construction; 

and for all ~I> ~ either a marker ~] occurs on ~',b] or else ~m~,b ~ is not 

defined for all t. 

Proof. Consider the smallest number /0 for which the conditions of the lemma are not 

satisfied. 
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Since condition a) is false for 

i) the set ~, is finite, 
0o 

jo , we have either 

~~,~ ~ N 

such that 

or 

2) there exists an 6o such that one of the functions ~$~:(/~~~, ~~~~(~,~~ "'~, ~~~~~(j~~'~, 

~~<~~»~~ , where ~~[~,~I, does not stabilize. 

But if case 2) holds, then by our construction, both Case 3 and Case 4 for a step of 

type ~~+{ are satisfied infinitely ofte~ for the pair ~,&o] . But then f$~ is ig- 

finite. Therefore, it suffices to consider only this case. 

By Lerama 4 there exists a finite number of & such that ~~, ~]] ,  e . ~1~~ for suitable 

We therefore consider the step ~0 ' after which we have for all pairs ~,~'] 

for suitable 6b,f~g 6 ~ that ~~»~] e ~~~) for~>~goa~d after ~ ° , doesnotoccur for 

jJ~ Jo • We also consider pairs at which a marker ~] appears at step ~o" There are finitely many 

such pairs. Pairs of the type ~'o,g] will still be used in the construction subsequently, 

since ~d'o is finite. We consider the smallest ~o, such that after step t o the pair 

~,O is used ig the construction and such that there was no marker [] on ~0,~3 

at step ~ Then we cannot put the marker I-~ on '~~,6~ any more, since in order to 

put it there the construction would require that a pair q,~'] with ~a< 6o have been used, 

but such is impossible by the choice of ~o If at some step ~., appears, then fd'o is 

finite, and by the foregoing, case a) is satisfied. We now show that the marker ~~»~~ will 

be used infinitely many times in the construction. Assume that after step ~>~o,~~,~~ is no 

longeriused. Then for all ~>~t and <~ß~g'>, the pair ~o,~o]~ ~'~~~ • In this ease, 

after step ~I the pair ~,g] with 6'>L o can only be used either in a step of type b-~+1 

(Case 3), in a step of type [~+£ (Case 2), or else in a step of type Ó~ ÷~ . But in 

order for a marker to be used in a step of type ~~ +{ (Case 3) or type 5~t~ (Case 2), 

it is necessary that Case 3 for a step of type ~~, ~'] first hold for b-~ +{. This is 

only possible for finitely many ~i , since at steps ~ ~ ~f only a finite number of pairs 

can be used. In order that ~', g'~ satisfy the requirements of a step of type ~~ + ~ , 

it is necessary that a step of type ~~ #~ or ~~ + f first be satisfied; but this is only 

possible for finitely many b' . Thus we have reached a contradiction. Hence ~o,~o] is 

used infinitely often in the construction; but in this case the marker [] appears in- 

finitely many times on all larger ~',~~] for which $~(j,g~~ is defined. ~hus the lemma is 

proved. 

LEMMA 6~ If the marker [~] is permanently present on ~" ~] starting at some step 

~o, ~',~] is used in the construction infinitely many times, and the element OJo~~~°(~~°~~'~~~~ 

tO ° ' and ~o ~ ~t'(~l for all ~ ~ 6~C~,b~, then for every $ > ~o and ~ ~ $~o~~,~i , if ~oe ~t~$~ 
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4,$0 & ~~, & » such that ~ß=~ß~~'(~/.~~ for ~ =  ",il, ~ = ,&~+Cd',D'~ for ~ =JA.. then there exists a 

and at step ~i Case 3 of a step of type 5~ , f holds for 7,Z] • 

We give the proof by induction on ~ ~~o for the case ~ =J~ 

for ~ = ~ ). Everything is satisfied for ~o by the choice of 

est ~I >~o' such that the lemma is false and let ~ be such that 

does not satisfy the hypothesis of the lemma. Since the lemma is true for all steps less 

than ~4 , we have 0., o ~ Ja,f6-4(~l  . Thus, this number was added to vB,$(~) at step ~f . 
New numbers are added to sets only in Case 1 and Case 3 of a step of type ~-~ + Y ; but by 

Case i, the number 6~ o cannot be added, because of the induction hypothesis and the construc- 

tions in a step of type ~-~ + 4 In Case 3, elements are added to sets from the neighbor 

to the right in some list together with a number which had no importance anywhere else. Thus 

in addition to ~ there exists a neighbor ~' containing 6b o . But by the induction 

hypothesis, ~' taust either be ~.t«-4~.~] or ~tI-4(i',~] or ~$-~I'~L~. If ~,=~ß,-4(j,~~ , 
2 ~ ~ ~̂ ~-« ~ ~ ^« ~~-y¢~ # 

then the condition of the lemma holds. If not, then $ = Z ~ (/,u] or ~ = g/ (/»g~, 

si~ce otherwise g will not be used i~ the eonstruction at step ~. • ~f $ =Z.' 0;~~ , 
» ~ . y ~ , ] "  U 

• ~ : ¢ - -  , • « I 

then we cons~der the largest step ~ ~ ~ß such that # « ~ (7,~), but 6~ ~ a#(#) or 
C" ' ' ~ ' ~  • ù "~,~'~y , , ~ ~ t  ° J - "  

(b~~~(~)~ ~ = ~ (],u} Then at step ~ +{ either O~ é ». (~)& ~=~ (/,;) or , /  ù .. 7Z',,, ~ " ù ~ ~ .~, 

~~~k~:C~ ), ~ '=  %.~C',/~)7~.J must be deflned,* and O~ ° 6aßF~«Y(~'5 • In the first case, since the 

sets do not change if the vaiue of ?~5(d~~~ changes, the above situation is only possible 

zE~* f . . . ,  for a step of type ~~ +e • But in such a step ~ 7,~) can take a value ~' such 

that this value was already used in the construction and the marker [] appears on ~~~] ; 

but then after this step the marker [] must be replaced by ~ and there exists a ~"~>~~~, 

for which the above-stated condition is also satisfied. This contradicts the maximality of 
i~ I I  • ~ ,* i t  

Thus, the second case holds. But then the marker ~ apDears on <nZ,b > 

during step ~"#¢ and ~'~t~-']~ ~~,C~ ") ; after this step Q',£3 can again be used in the 

construction only if Case 2 of a step of type 5~ +~ previously holds for ~«~~ . But 

then ~~(~j~~~ changes ita value to a new value and again our assumption that is maximal 

is violated. 

~~=~~~-~J',£1 , then ~=S~~-4~ If ~~. ¢~" ',~~ But by assumption, ~ is not equal to 

~$~(j,6~ , and hence this case is impossible. This completes the proof of the lemmao 
Z~"--»,~, i -  v 

LEM}LA 7. For every ~ the limit ~~] =~~~~(~}~_ exists and 9(~1 =J*~(~) ; the value 

is the only one which is taken by the function ~_~~~(Bl infinitely many times. 

Proof. We consider an arbitrary ~Q~ and some possible cases. 

Case 1. ~~.U('Uß$(7',~~UU{~.,«[~~K ~" • ~~o~,~~ ~ « , o  ~ t). 
In this case ~t(tl = <(~), ~t~)= V °Cg) and 

~oCt) = ~ o o £ / =  ~ y ( g ) ,  

Case 2. ~ Uo{/l~, // ,& ~,n, } 
~-~ oo ~ " 

(everything is analogous 

a~ o Consider the small- 

B ~ 2.~,(g} hut E 
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Since all the elements where fg~ N and ~~< ~% K t are pairwise distinct, 

there exists a unique pair 4/~,~> such that either ~ ' ~'~ er ~ =$[~ . If the marker 

~]' is never placed on this pair, then ~t(~l= ~°(~I and ~t(~) = 0(~) for all t, and 

¢~)=  tB°(~) = ~~l.,~~'~~J and V(~)=c/~k~(~J. #,-.+ =o 

If, on the other hand, the marker ~« is affixed at step [~ , then after this step ~~;[~)= 

I~t~'¢(tl and Vt;(~) -- '9t'[t/ for all t >/~« and V~~) =jtJ;((Bg(~)). Consequently, ~(~I = 

B 6«(~} and ~(g~ =~~(~! 

Case 3. ~~ ,~ÆH$cj,~~ . By Lererem i, in this case there exists a unique pair ~' ~] 

such that ~e~~~~(i,~~ . If starting at some step ~o' ~~ ~$(j'g) o r the pair ~°g] is 

not used any more in Case 3 of a step of type 0"~ *¢ in the construction, then as in Case 

2, ~~~) = ~~~(~) and ~~Œ) = ~6~~) Consequently, ~~) = ~p~~(~) and Y(g) =j~(~). If, 

on the other hand, the pair [~»~] is used infinitely many times in the construction in steps of 

type ~~~- { (Case 3), and if starting at some ~o' ~&~v~~ ''~) for all ~>'~o ' then by Lemma 

3 such a situation is possible only when the marker [] is permanently affixed to 9'»~] . 

If ~=x) ,  then ~%h5~(J'~~ , since all the other functions take new values infinitely 

often. Since 9,~3 is used infinitely many times in the construction in Case 3 of steps of 

type ~'~+4, we have R(~,j,~l = i infinitely often. But one sees easily from the con- 

struction that in this case ,~J=6,Cj,oJ . Therefore, v~C$ ,~~~ =~ ,~~ and ~~ô ,~) = 

~~',~~ for infinitelymany t. But sincebyRemark 9 the functions ~~S$Ej,~~ and ~~~~?,~~ 

stabilize, we have ~~~(~) = ~n~~~ [/,b) and ~(~) =~~~(~}) . Since all the values, except for 

',/~) , of the functions )~~~(~(',~), /~~ ',~), ,~~ ~',~'1 are taken only finitely many 

times, by our construction, the assertion of the lemma is correct. 

~~~'~) exists, from which as in the previous If ~ =~. then ~ = ~y (j,z[) and 

case 

of 

COROLLARY~ For every ~~ N there exists an ~'EN such that ~~~Cg'l = g . 

The proof is like that of Lemma 7; it is necessary on!y to consider C~tl "¢ in place 

~~. 

LEMMA 8. For all fg and 0% , if ~~n%. then there exists a ~I for which 

and hence V ( ~ ) ( ~  ~(rr~~. 

Proof. 

for ~ and 

In order to prove the statement of the lemma, we consider four possible cases 

frg . 

Case i. Either ~ er n% fails to belong to the set 

- . M~ .~.s ~: ~; ~ ~rr~=K~ }.  
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Let ~«X . Then ~~~~ = V~~) for all ~ , and since ~ does not occur in any of the 

constructions, 9~~) ~ ?~fr~) = ~ for e~ery ~ and the assertion of the lemma is proved (it 

suffices to take ~ =0 ). The case ~ß~X is similar. 

Case 2. Either fg or ~ belongs to the set 

~~ d?~l£ *~ ~~0. /~ ~ and ?b~~~. 

Assume for definiteness that fbE~ 4 Then f& can only be used once in the construction, 

at some step ~ , and for all ~ >I ~~ we have ~~(fg~ = N~~(~) . Since /7, is subseqnently 

not used in the construction, for all ~>~ ~ we have ~~(fg) ~ ~'(frg] and @[~rg~ ¢ 9~~(~~~ . 

Since at a step ~< ~1 we have ~~t~] ~__ ~)b«~(t~) , and so for all t ~~(fgl ~ ~)~~(t~) and ?~(rrb~~ 
~)~«(rb] , and consequently,  ~(/~) ~ 9(nz5 and ~)(~z) c~ 5)C[b) . 

M ~+: " M~«/ Case 3. There exist ~ and a pair [J ' ,[]  such that ~~<Ó/ , / ;} \  v~,&) or ~« ,¢;)\ 
M~~ M ~~~ ~:÷V,£) Assume for definiteness that fgd ',£) \ v ~',£) " Then after step t + 1 the 

-index f~ will not be used again in the construction and -2~+~~} = ~~(~~ for all 

~'~~+I But since the relations '~~*~~'~ ]~ @«~(/r&~ and V~*~~r~] ~ß 9~+~n.) hold at step 

t + 1 for every fr& and there exists an ~ß~Vt+~~] such that g~ Ve+~rrc~ for all f~ 
/ 

(and this number cannot be added again to any of the sets), we therefore have V~~~)~ V$Urg5 

for all ~~a, and t' and ~~+~rcl ~ N~+«UB~ for all ~rc~ef& . Hence the conclusion of the 

lemma is valid. 

Now for the last possible case. 

Case 4. There exist pairs ~'~~I] E" .'7 ^~t .1.1 ~~(j~/i11) . » J»~ J and a ~o such that /%~ l~~,c ~ and nZ~ 

for all ~>~~o • In this case, by Lemma 2 we have starting at some step ~>~~o that the 

same markers ~ and [] are permanently present at ~''»L r] and ~~l~,] , respectively. 

If for at least one of the pairs ~i»~~ or ~~~"] , Case 3 of a step of type Ó-~#{ 

is satisfied only finitely many times, then after the step ~. (for which Case 3 holds for 

the last time) an argument similar to that for Case 3 proves the lemma. 

Thus, it remains for us to consider the last case when Case 3 for a step of type 5~-b~ 

holds infinitely often for both pairs. We consider the four possibilities for ~~ and ~z . 

i. gl = ~~ = V . In this case A~65~',~ and A y],& stabilize, and the other 
,~ , , Æ~:.,«, 

elements of the sets I~~',L ) and y~,c ~ are constantly renewed. Consequently, 

B = ~ « "  ~ ( 7 , &  ] and  . ~ .//  a 

Assume that stabilizationofbothfunctionsstartswithstep ~>--Œ. Since f ~ # ~  , ~",6'J * 
Bj'/~'/~, , and since both the pairs £'] and ,~ are:used infinitely many times 

in the construction, we have j j~jiJ by Lemma 5. Assuming that jtc/ù, we prove that for 

every t we have ~t(~) ~ Pta(tr~)- and 9~fr~) ~ ~~z(~~ . Consider an ~6 ~~z(/z) and ~ ~ 9~z(~) 

such that ~ ~ @~C~) for all ~~/g and d ~ ~~~~) for all ~ ~ fr~ ; these elements 

exist by Remark 2. But then by Lemma 6, for every ~ >~~z we have ~~N~f/z) and ~~ ~~(/Z] . 

This gives the statement of the lemma in the obvious way. 
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• ~~%«/,~ 2 g =~6 =~ . In th±s case /~~a~~(/,& and ) stabilize. But then 

~' J ~'-" ,~ -~'.,., for infinitely many and , respectively, we have t e ~ , ~  = ~~~,~,  ) and 

~~d ~ %~/,» ) = %~/,~ ), 

and ? C~) = ,t+v~~C Il,) 

an~ ~ ~~«~';~'». 
is proved as in the previous case for the elements ~ßS~~~~ ) But everything 

3. ~=~ and ~=~ 
,~~~~, .... the functions ,~ ), and 

By Lemma 6 there exists gb and 

while if 

This gives the required result. 

/ ~ ,, H In this oase, ~~6~(j',~ ~ and /~/f,<(j,f, ) stabilize, and 

~,~~~0"i~"~ ta~e the va lue ~ ~ . : « j , ~  ) ~ n f ~ ~ i t e l y  o f te~ .  
-». ~ , .,,~~--*~ 1" ~./ 

oo such that a, ~ V(~S,~i,» )- a~d ±f a, c v~u',~~~ th~~ 
~.~,~ (/ 

, M~, , ~~ V(d,~ ~, and ~~~u(~ßB~(/~~~"))J. t-"»«' /'a 

6 e "~(g"l then ~'~e U/~/,~~":/'") • Let us show that 

We prove that a~~ ~v«~.s.~ß'~ ~')') the second assertion being proved analogously. 
J ~-~~ ,~# 
~.~@.¢«i: « Assume that db b")] and consider the smallest such that 

.~.~..,ù, _~" ,,) ¢;(~7n, - t  ', », 
= %«/,~, ~ % ~ j , ~ ,  , 

"'s t " " "  ~c~' and AO-2~(~, ~ ) and ~~ ~ ~'~ have already stabilized. Then there exists an 

that 

' ~ ~ . . 0 , ~  5 

4 ' such 

but ¢' 6 .Æ , ~~.~,c~' .n .u/, ana" ~ B (55~,6)~ = . Therefore, the function ~¢ (¢)is not univalent 

~~uo~; ~ , ~  ) a~~ ~~,UoM~«j ,~ ~ , w~~ch contra~~~ts ~emma ~. We ha~e thu~ prove~ our 

assertion in this case also. The last remaining case is analogous to the one just considered, 

and therefore the lemma is proved. 

LEMMA 9. The maps V and ~ numerate the same family and are univalent. 

Proof. Len ~~={y(g)l$~N 1 and ~={~(g~IgE~J We show that ~~ $~ (the 

reverse inclusion is proved analogously). Let A~~ . Then there exists an ~ such that 

~ ~ t ( ~ ' l  = ~ and ~(~') =/~~~~')=~(~J. Thus, ~~i~= ~ and ~~~y_. The fact that 

the numeration ~ is univalent follows directly from Lemma 8, and the numeration J~ is 

univalent by the corollary to Lemma 7 and the univalence of N . 

LEMMA i0. The numerations ~ and /~_ are inequivalent. 

Proof. Assuming the contrary, there exists an ~o such that the function ~~~(~o, ~) 

is general recursive and the equality ~(~) =w/~,K(~o,~~ holds for all x. 
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Consider the number f~0 • If the marker ~i] is placed on f~o then there exists an 

such that [] is placed on <f~o, 6> " But in this case we have 

or 

since the marker [] can be affixed only in Case i, 2, or 3 of a step of type ó-~ + ~ . 

But in cases a) and b) the function ~~/<{~o,~) can no longer be a reducing function, since 

the numerations y and ~ are univalent. Thus the marker ~-]. is not present on ~. 

Consider ~ --~~z K ~ which exists by Lemma 2. We choose the step ~ such that ~~ 

K~,~> ~~ Kfgo,~~ ' ~~K~ ° do not change after this step and no markers are placed on <vB, 

~>~~<go,bo>. Such a ~0 exists by the definition of limit, Lemma 2, and properties of 

the construction. 

Consider a step ~ ~~o such that ~~~{B~'/~~ ~ « ,«0 and ~~Sfbo,~~o~, b~bo are defined. If 

~{f~o,~%: ) ~ ~~o or ~{fb,~~:) # ~~~: , then by Case 2 of a step of type ~~ +#, the marker 

[] is affixed to fgo " But this is impossible, as we remarked above. Thus, ~~~o,A~) = 

~~o and ~(~o, )= By the choice of ~~ , after this step no other step of type 

S~4-~ holds for any pair <~,b> ~~~~fbo,~> . 

Consider a step ~a~~~ of type ~'~ +{. At this step either Case 1 or Case 4 holds 

for the pair ~fbo~~0> . But in the first case the marker [] must be affixed to ~ , while 

in the second case the pair Kf~0,~0*~> must be defined, which contradicts the choice of ~o 

Hence our assumption is false. 

The lemma is proved. 

LEMMA ii. For every computable univalent numeration of a family ~ = {V(f~)I~@ N] , 

there exists a recursive function ~ such that ~(g)= ~~(/~~ or ~(fb)=~g(f~~ for every n. 

Proof. Consider a computable univalent numeration ~ of the family ~ Then there 

exists a 7 such that [(f~,---~.(fg) for every n. We consider the three possible cases 

(allowed by Lemma 5): 

Case A. There exists an ~o such that ~~~~ is used infinitely many times in the 

construction, and starting at some step the marker ~~-] is added to ~~~~ and not subsequent- 

ly removed. 

ùCase B. There exists an &o such that the pair ~°,~~ is used infinitely often and 

the markers on ~°,~~ change infinitely often. 

Case C. There exist only linitely many ~ such that the pair ~',~~ is used in the 

construction, and every such pair is used only finitely many times in the construction. 

In Case A, the indicated bo" is unique by Lemma 5. Choose a step ~o after which 

no pair ~,~] wi,th ~~bo.: ~ is used again in the construction. Such a step exists, since 

otherwise the marker [] would appear at ~',~o ] and it could not be used infinitely many 

times in the rest of the construction. 
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We first show that ~',~o] satisfies the conditions of type ~~ +~ steps infinitely 

many times. Assuming the contrary, there exists a step ~>~~o' after which no step of type 

~~~~ holds for ~',~o] . Then starting with this step ~F~-]. ~. ~#o no longer changes. 

the smallest ~0 ~ ~~~]~~o such that [~];,~~~o~ is not defined for all ~ and 

where the marker f-~ is permanently affixed to [j,~o] Choose a step ~~~/ such that 

[~]~~ is defined on all ~~~ g0' which do not lie in the set 
~,~o 

Consider 

U U H.~,~~ U{a;,~21~~j ~~d 

[~;z at these numbers does not change. After step 

will no longer hold either. Thus after step 
B •  the conditions 

only the conditions 

and such that the 

of Case ~~ ~- 

of the steps of type S~ + I and b-~ ~~ can be satisfied for ~'~~2 " After step ~z 

the set ~~(~~ no longer changes sitte it csu only change when ~~~ ~~~a' for 

suitable FB, ~ and the marker [~] is added to <rB~,L'~ at step t. But in this case, 

sitte ~~<~,~~,B«> and ~ o ' either ~»~l] , where ~I~~ O 

lie in ~ß:(~l • But sitte ~ >~>~~0' no pair [~~~~ with b1<b O is used any more 
• ~b ~ .~ 

in the construction. Heute ~°,b~e ~,~~) • But in order for [] to be placed on <rrg,b > 
u 

at step t, it is necessary that [~-]i,~o be completely defined on the ~~ fr~~,B~> -list, and 

consequently on ~o This contradicts our assumption. Thus ~~go ~ does not change any 

more after step ~z • 

Consider ~~go~ =~ ~¢ . Sitte ~ is a numeration of ~={~(~)If~eN} and by Lemma 

o~ > ~ and ~ such that Y. ~~~) ~ 85~~) . Sitte 9 S = $ --- ~~~f~~If&~~}, there exists ~ 

.~',~o ~ is used infinitely many times in the construction, after step, ~0 for all b ~b0 

either the marker [] appears on the pair ~',~~] or ~,~~ ~ ~~~~~ for all ~~~o" 

Then at step ~=~+~ the conditions of a step ~~ ~ ~ holds for the pair ~',bo ] and 

, and ~ C , and is defined. This contradicts our assumption. Thus 

~~]~6. = ~ and sitte step ~~ +$ holds infinitely often, ~~o~~~~ is defined on 

all ge~\D#0 It follows from our construction that ~;$~~) can only change if 
~ .. 

g=g~(j,~) for ;~=V or ~ =~(~~~0 ~ for ~ =~ , and at step t the conditions of sub- 

case 1 of Case 2 for a step of type ~~+~ hold for ~»~~ . Therefore, if 

a) ~~~:(i,~0 ~ stabilizes, then we consider a stem ~#>~~~, after which stabilization 

occurs, and then after step ~]~.(g) will not change. We set ~--~~ . If on the other 

hand 

b) ~~g:(j, go ~ does not stabilize, then it means that ~'g~ is used in the construc- 

tion infinitely of ten in steps of type ~~ ~- ~ (Case 3). For every g we find a step ~g 

such that ~~~~~',~o~ ~ ~;~(~) is defined)or ~=~ß~~(;,~) ~[~~~(~~ is defined. After 

for ~» ~0' sitte e;~,/,, 0 takes this step, ~ can ~o longer remain equal to ~:~',bo) ~-~~ ~~~~ ~ ~'~a ~ " "~ 

values in ~æ (j,i~o~ only, or else is not used even once in the construction. 
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We now describe an algorithm for computing the~ reducing function~. 

the value of $ at the point ~, we seek a step ~g such that either 

I 

i) ~~(~~ is defined and ~ >I ~~, or 

2~ g~ U ß ~ .  "_ . ~,~ ~,,~,~> and ~=~, where after step ~~., for 

In order to define 

B~;j and ~~ "~«~ 

the sets 

3) 

~ (~} do not change any more and the marker [] is not affixed to K~,,b> , or 

~ ~~(j~~~) where ~'~~~ ~~, ~-~,~o~ 

j ' , j  such that there exists an L,d for which the pair ~:~,-] is used in- 

~~ =~ 
Subcas:~ 3.2. If ~eMté(';g'~ and .1  .~ .i e~R b., ~b' 

an~ ~te~s ~ , ~V,  ~ > ~ > . , ~ I ~ i ,  ~''' ~ ~uch that  the marker [ ]  
, ~,, ~~. . . . .  g ) 

step ~ , ,. ~b c %) , and we set Jg = G " 

Subcase 3.3, If and 

>~ ~ > ~~ such that and 

For each 

finitely often in the construction, we first fix such an ~» Let ~ be the set of all 

numbers jJ~ , for which b~, exists. For each 71~j we fix a step ol after which 

no pair [.l~l] with 7,,j ~«~,~~, ~J'¢ 71 is subsequently used in the construction. 
Consider ~={]~~71 on ~°/~.~], such that the marker ~ is permanently affixed 

starting at some step } . 

For each 7 '@ ~o we consider a step ~ii such that some marker ~ is permanently 
.r , ~ I #; affixed to O,b~,] thereafter and pI~.,],~,)>0. 

Now if ~= , then after step ~,i ~~$&~,~.l~ stabilizes, while if ~l# ~ , then 
' '5 " J " ' . . . .  ~~¢,~., s~a~~~~zes « ~ e r  s tep ~.; . ~o ~~ e.,--,~.~b':~~ ~or . - - «  an~ put  

B:,=~.~~( j : lF,~ when , ~ , and ~ind a ~,, sucdh that aß(«:«} = ~.(~.,). For each 

@ U. L~~,~,i> we consider a number ~; süch that ~( ~" Y -~  ,d:~ = ~,4[1 . S ' n c ~  the  se t  
~ , - j  

• is finite, this will not affect the recursiveness of g. 

We now define g. If Case 1 holds then we set ~£} = ~~~;g)..., If Case 2 holds then we 

4 put 9(~I = . If Case 3 holds, then we consider several subcases. 

Subcase 3.1. If ~~ ~9'~,~«~ and 

~'=j ~~'" ~~~«7'~J~J'~ ~~~ q'q'~ 71~ 7 ~ ~1~ ~' », 
~'= ~' .~ ~;' ' _ ( then we consider a step ra~~x{ g, %~E] and find ~g and such that ~5t(~)= '(~~); we set 

then we find a number ~l 

is affixed to ~J'~] ~~ at 

Subcase 3.4. 

j~~go , then we find a number ~e 

~ß~(gl~ $;i~g~, and set ~(g) = ~e " 

and steps 

If ~ 6 /V/~(j,: ~.,), j '~ ~ and ~~~0', ~',~ does not stabi l ize,  then we 
~:~i . Otherwise, we find ~11>~ ~s'>~1 ~ ~and a number ~~ such that 

t ~ ~~(~) t- ~. (~g) , we set ](~)= 

set Q{~) = ~.i if 

~~ l~(j~ ~i ~ and 
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Subcase 3.5. If ,~ stabilizes and conditions 3.1-3.4 do not hold, then we 

consider a step ~i~. after which the conditions of Case 3 of steps of type ~~+f do not 

hold for ~JJ~ ~.,] • Then we find 4 and u >~, such that ~ >~~~ and ~~I~ {~6) and 

set ~(g) = ~. 

We now prove that the function g defined in this way is everywhere defined and reducing. 

The fact that g is recursive follows from the description of the algorithm for computing g. 

We show that for every ~ the value ~(~) is defined and ~~ß) = ~.@(~~ . Consider the 

smallest ~ such that this is false. If Case 1 holds for g, then ~(~) is defined. Thus 

~~) # ~~~(~) . But since ~',~oI satisfies the conditions of steps of type ~~ + 5, in- 

finitely often, we have for infinitely many t that ~~(g)~$~*~~~,~o(~)), and as we have observed, 

after step ~~~ the value [~-];~/gl does not change and is equal to ~{~) . Therefore, 

~~~)~~~*~{~(B)] for infinitely many t, and consequently ~(~)~ ~~(~I . 

Since by Lemma 8 there are no proper inclusions among the elements of ~, we have 

~~~ = ~.~/~)I Thus Case 1 cannot be satisfied. Case 2 obviously cannot hold, and therefore, 

only the last case remains. 
i 

In Subcase 3.3, since 7 I~ ~o there exists by Lemma 3 a t' such that ~~~-~(/"~"]~o d and 
! / 

>~~ Then as in Subcases 3.1 and 3.2, after step t' the set ~~~) no longer changes 
~" 

and is finite, and there exist and ~~ (since ~. is a numeration of $ ) such that 

B}~~)~ ~t'[~6] But therefore ~g) is defined and ~~~) ~ ~(g(g)l . But since by Lereres 8 

there csu be no proper inclusions among the elements of ~,~ we have a~~) :~.(~(~)). If 

Subcase 3.4 or 3.5 holds for ~ then ~ ~ ~., If a marker [] is permanently affixed to 

,] and ~~ ~~', ,] stabilizes, then ~ ,&j,m is no longer used from step , on 

in steps of type 5~#4 (Case 3). Therefore ~~{~) does not change after step ~, and 

then as before ~(gl is defined and ~{~I = ~.~(~) . If on the other hand ~~~~(j,~.,) does 

not stabilize but the marker [~] is permanently afiixed, one sees easily from the construc- 

tion that all the e!ements in ~~CjI~~,~ apart from ~.i are renewed after a certain 

time. Therefore there exists a step ~z> ~ such that ~ ~ M gIC "j • Æ~ ,~.,~ ; but then 

is no longer used in the eonstruction and ~~(~) does not change. Consequently, 

there exist and such that ~~(~)c_ ) ; but then, as before, we remark that 

~)" is defined and ~~)=~.~(~) • 

Let us consider Case B. By Lemma 5, in this case the pairs ~'~&] where &<Œ are 

only used finitely many times in the construction. Consider a step ~o after which none of 

these pairs is used in the construction. Consider all the steps _~<~z<... < ~<... at which 

the marker changes on [~' ~o ] and Œ< ~, We denote by % a value in {~~~I such 

that at step t the markeri~ appears on ~;~~~.• 

Consider a number d such that 

We show that 

[~j~, ('% . • , 

351 



~~-~. ~-~ 
Take the smallest ~ > ~~ for which the above condition is false. Then i ~-~ d,~o ~-~ 

~~~o~] =~ If ~ ~ ~ < ~ then since the marker ~ remains on ~'  ~o ] in step t, we 

have Sz, q»6o) = $~-',~_, ~,~o] , ~~ = "~_, and ~j,,o(^~-{.~.e_, ~»b°~] does not change i ts  vatue. 
Therefore our assumption is false, and so ~=~. and the marker ~ changes to 

~-« .[, t : ( . .  
at step ~.« But in this case ,9~e ~, o ] = 5~,j,%] and 

By virtue of our construction, if a marker at $',~~ changes at step t and a marker [] 

is affixed, then 

and nonempty, by Lemma 3 ~~(~'~ 
exist ~, aùd ~~ suc~t~at d , ~ ~ - - « ¢ - - / ~ ) .  ~ut 
marker [] is permanently affixed to the pair ~'~,~~~ 
~ = ~ ~ ° . . , ,  ~,j,~ ) for ~ = V and ~=~S~V¢[ ' i . ,  '') for 

4=,~~~«; ~'~,~s 

for all /~>O . Since all the ~o(~)~ ~eN are pairwise distinct 

is an infinite set. Since ~ is a numeration of ~ there 

~{~~I can be infinite only if the 

starting at some step ~' and 

=~ . If ~=~ , then « « 

and in addition, ~~ ] is used in Case 3 of steps of type ~~ +« infinitely often. 

Therefore, these two cases are symmetric and we consider only the one when ~=~ß65(]I,~I). 
• ~ , i  , I  ,~../.~~ Consider ~ =~Sv(], ) and a step ~ after which o~y,~ ; does not change further, the 

t~.» oo 0 0 
marker [] is permanently affixed to ~;'~'] , and P(~o,j', 6']> o . Now take a step 

~f > ~o such that the marker [] is placed on <fL~~~> at step ~ and [j,~~] ~ ~%,(~.) . 

For every 

~' ~ 6UO ~'" ''' ',l/J,b , 
/ /  t 

we ~onside~ elements % ~  ~~'CC') a~,d %,¢ ~"(£') for a11 Z * $  We prove that 

for all ~ >I ~¢ the following conditions hold: 

«) %¢ ~;~/,~_'» u ' 
~,'« < ( ~,' (2) If there do not exist steps m a such tha~.. ([] ~-~ < and at step the 

r~,.' ~~ 4 ~' marker [] is placed on <f~'~~"'> and 'J] ~ ~m'" ], while at step for ,&']the 

conditions of Case 2 of a step of type ff~ # ~  are satisfied on the pair <fL~~ L **> , 

~ ~ ,  ,(~~~.;~,~~ then O.,e, # 'V(~~, i ) ]  U 

' ~ '  P(<t, (3) If steps ~ ~ z satisfying condition (*) exist but "' g') ~ "/, then Cb~, 

We prove the last assertion by induction on t. Assume the result has already been proved 

for all ~' <~ ; we prove it for t. If there do not exist ~/~ ~~ such that (*) holds, or 
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ù ~~~ , , ~-« a~eM~~.,~,) 
they do exist but ~<~~~~, then lq~~,~l "= /~.~ g:L'~ and for all we have 

-~~(:g~ = ~~-~(~) Consequently, by the induction hypothesis all the conditions also hold for t. 

If there exist ~~ ~ ~' such that (*) holds and = ~ then by a property of our 

construction, for 

~~, ~ ~~-%»~ 
values 

, ~"~ ¢" -4 there exists no pair such that (*) holds, and therefore 

for all ~~ ~~~~,~ ~ But at stem , when a marker [] is affixed the 

. i  

~~~j,~ , ~V,~  ~, », ~/.~ ,, ~; "I 

remain unchanged for all pairs Ej »', 6'] , and 

~ " = %],~~~u 
6 ~., ~ (~~~,~ I~ ~ - " ~  ' ' "  ~~~,~'~~ u t~ 1, 

where the numbers $~ ~ still are not contained in any set. Therefore condition (i) is 

satisfied. Condition (2) also holds, since ita condition is false. 

Let us prove condition(3). If p(~,~',& )# ~, then ~w(~,~) is equal either to 
a * - ~ , ~ . , - ~ ~  ,~ - . ,  .»~ ~/a~:-~.  ~ , ~  

~~t(.,/,~ for p(E,j' ~') =~ or to ~v ~~'~' for p( ,~,b 1=2.~ ~, (~g,.~ ~',~ I/--- ~.~C~ ~-''w .~',~')) . 

• he forego~ng and the i~~uct~o~  assump~~o~ imp~y that  i~  a l~  cases  % ¢  » < < ~ / , ~  ,) a~d 

th~ a ~ s e r t i o n  i s  proved, t h i s  r e s u l t  ~ m l i e s  tha~ for  a l l  ~ ~ . ~  an~ g'~ U ~ % ; ~ ' ~  ~e 

have ~~{~'i¢ ~ t  , D . ._8~ . . , ,  V 5 5 ~ , 6 ' ~ ,  and s ince  ~t - -~ ,~  v~,~ , , we have 

and therefore there exists a K such that for all K>~ 
O O 

@~~gl) ~ ~(~~) • But for all 

with ~~= ~ we have 

Bv ~»o ~~~ '~ ~ . By Lemma 1 the sets ~~ for different pairs are disjoint, and 

therefore j!=j and ~t=~. But by hypothesis the marker [] is permanently affixed to 

~~gl] starting at some stem, while the same is not true for ~~~] . This contradiction 

shows that Case B cannot hold. 

We now consider Case C. We show that it cannot be satisfied either. To this end we 

consider a stem ~ after which no pair ~;~~ with &~N is used in the construction. 

~e observe that after stem ~" +~ there always exists a pair ~°,~] without the marker [~ 

if ~: does not occur beginning at some stem. If, starting at stem ~, ~ appears on 

and the number g is not subsequently used in the construction, then ~~~~ = @«(~) for all 

~~~~ Thus, ~g)~ ~.(~i] and ~(~) ~_~.~f~~~ ;~~ but ~ is a numeration of $. and 

there can be no mromer inclusions in ~ (by Lereres 8). Therefore, ~(~I = ~(g~~ = ~~) . 

But ~«~~~. and by assummtion ~. is a univalent numeration, and therefore ~ does not 

occur at any stem. Take a pair ~',~~ such that the marker [] is not affixed to it and 

ler ~0 be maximal with this property. For there exists no pair i~,~ 7 such that 
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L ~ 
["j,~o ] 6 /-le('~o) » s i n c e  otherwise a larger pair with the marker [] would be defined; since 

~. does not appear, the marker [] can_only be added because of a pair ~~~] with a 

smaller second coordinate -- but ita second coordinate must be greater than 60 'since 

otherwise the marker ~] would be affixed to [/,~~ also. 

We now take smallest ~0 ~ ~~ such that there is no marker [] on [j~ 4o] and 

"'--] ~,+.+~*> ,ko ~ ~ u fdr all pairs If there exists a t such that +O is com- 

pietely defined on ~~~-]~~~ , then either a step of type ~~ + $ holds for the pair 
• I I  . I  

, ! ~-B ~» ~o -] after step , or else there exists an &o ~ 60 such that (**) no marker [] 

" ~~ ~ ~ , ~~ù. is not appears [j,~~'] , [-j,go] ~ ~~+(~o) for some pair </g~,6 > and function 7,~» 

completely defined on the ~~,r~;g~-list, where the marker [] oecurs on ~~~'] . Since 

the pair [/~~] is not used after step ~o ' only the second case remains. We take the 
. I! 

smallest &o satisfying condition (**). 
.~~ 

Consider a step ~~ >~o such that  the set Fl~,(~) fo r  ~,~ ,~ ~- <~,~  no longer 

changes after step and < ,~ > is not subsequently used in the construction. This is 

possible by Lemma 2. We remark that ~-];~ó, is completely defined on /~:~,r~-~&~+> for 
( ":-+++" -++~> + . ++ every pair nl , ~ ~-~ ~/~, + > Indeed, if this is not so consider the smallest pair 

~~ C f </~~* /~*~> such that ~]~~ is not completely defined on ~,~**,~,~> 

+ o n s i d e r  a~~ the e l ement s  ~+, +~ in  L&,,+,:+++ . . . .  ~f  the  va~_ue 
ù., ,j,+o > • , 

where ~~~ ~< K is defined, then by Remarks lland 12 

Since ~. is a numeration of ~ , for all for all ~ »~i~ 4~~~ K ~ there exists a 

~~ such that ~~i(~) C ~.(~~/ .  Consider a stem ~~~ such that '~~(~~] ~ ~~'~4] 

and consider the step T= ~~ * %, where e(~)=7 and ~(~) >~~ Then the conditions 
, o ii of Case 3 or Case I hold for ~,~] at this step. But ~/ cannot be affixed, and there- 

FB-]~T qL ~« ~~:~«~ ~~~ But this contradicts the fact that no pair fore z~' is defined on ~~,~ '~ »6' o-" 

~',~] can participate in the construction any longer. This contradiction proves our 

assertion. If there is no marker [] on ~~~~« > then we can show as above that ~]~?, 
• ~ 9 0 0  «, is completely defined on z,+~~+> . It thus remains only to consider the case when the 

marker [] is present on <m~ ~ ~> 

Let ~~ ~ ~ ~ ~ be all the elements in ~~,m,&~> and consider a s tep ~ ~ 

at which a marker [] is affixed to ~~~~*> . Assume for definiteness that £ =~ , 

In this case 

We remark that by the definition of Case 3 of a step of type ~~ + # , 

where 0<6 « K 

[] appears on 

and /(£g~ for all ~~K.~ are no longer changed after step ~. Since 
. 

~~,~ > and ~ Nn~(~ z , we have L~ (~ is defined for all i and 
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Since after step ~a the ~ -indices 

there are no ~~ {$~,..,~~} such that 

and therefore the set y.C[~.~z.-,~~~~)~ for 

~(~g~ or ~Cgg_~} • If for all 

~o and ~> ~f such that 

4»gZ,...,~~ are no longer used in the construction, 

B~(~l ~ ,/~~*-~Cgg~ , where ~~ ~ ~ ~ and ~ ~~~ , 

4~~ ~ ~ can contain only one of the two elements 

and y~"(~~~~-~jt~'(O~o~. 

we have ~~~gg~ ~ ~. (/~1; z-',g: (e~~~ , then we find 

for 

the pair ~',~o~3 and the eonstruction will be carried out for some pair 

is impossible. If on the other hand for some ~, 4d~ ~ K we have 

Then a t  s t e p  T =¢~9"~a~tBo,e,}~*/: , Case 2 ho lds  fo r  

',~'~ , which 

then we eonsider the smallest such i. If &>~, then 

and 

a ~/','o ° 

Bu t 

which contradicts the fact that 

But we then eonsider a ~~ 

Case 2 holds for ~,~oI at step 

construction. But this is impossible by the choice of 

the proof of the lemma. 

is a univalent numeration. 

such that 

Co¢7,~~ + e ,  and th~ p~ir 

~o. 

Hence ~ =Z • 

~',g'] will be used in the 

This contradiction completes 

We now conclude the proof of the main theorem. We define $={~(g~l~e~] . By Lemma 9, 

and ~ are univalent computable numerations of the family ~ . By Lemma i0, they are 

not equivalent. Consider a univalent computable numeration ~ of ~ By Lemma ii, there 

exists a recursive function ~ such that ~~~~(~(~~ =~~C~~ or (~~~Cd~~~~ = ~~C~~~ • Consequent- 

ly, ~~~ or ~~~ , and since the numeration ~ is univalent, it is minimal [I] and 

hence ~~~A~ or ~m~ . 

The theorem is proved. 

The following corollary can be proved if we make the construction more complicated by 

introducing K numerations ~~,'", ~K ' K markers [],.., [] , and K-tuples of functions 

e : ] , ~ ~  ~ s ~ ] , ~ ~ ,  ~ • ~~«7 %~ ~',~~ , ,~~ and functions ~~, ~..~,z ""' ~~-~~ " 
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COROLLARY i. For every K ~ N there exists a family $ of recursively enumerable 

sets which has up to equivalence precisely K univalent computable numerations. 

A further improvement of the above construction enables us to prove: 

COROLLARY 2. There exists a family 5 such that the family ~ of all univalent com- 

putable numerations (up to equivalence) of S is computable, but such that ~ contains infinite- 

ly many inequivalent numerations. 
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