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Abstract. In this paper, the Hierarchical Model is studied near a non-trivial 
fixed point ~0~ o fits renormalization group. Our analysis is an extension of work 
of Bleher and Sinai. We prove the validity of the e-expansion for q~. We then 
show that the renormalization transformations around ~p~ have an unstable 
manifold which is completely characterized by the tangent map and can be 
brought to normal form. We then establish relations between this result and the 
critical behaviour of the model in the thermodynamic limit. 

Introduction and Description of Results 

This paper brings the e-expansion of the renormalization group theory for the 
Hierarchical Model on a sound mathematical footing. The Hierarchical Model is a 
model on a one-dimensional lattice with ferromagnetic spin interaction whose 
range depends on a parameter c. As c varies, the behaviour of the model near its 
critical temperature varies also and actually multicritical points of any degree can 
occur. The first non-Gaussian critical behaviour occurs when c=21/2(1 -~) and 
then the fixed point o f the renormalization group, (which is an exact transformation 
for this model) can be discussed by the so-called t-expansion. This model is the 
simplest model in which an e-expansion arises [1, 2, 7-9]. The main impetus for the 
mathematical study of this model comes from the deep work of Bleher and Sinai 
[3, 4], on which we rely for the existence of a critical spin distribution. 

In Section 1, we review the definition and the exact meaning o f the t-expansion 
for this model (one changes the range of the interaction instead of the dimension). 
We show that the t-expansion is the perturbation theory of bifurcation from a 
simple eigenvalue [5]. 

Section 2 is the basis of all our results on the validity of the e-expansion; we show 
that the fixed point of the renormalization group is differentiable in ~ up to any 
order, provided ~ is sufficiently small, and has thus an e-expansion up to any order. 
The proofs take up Sections 2-5. 

Section 6 is the description of the renormalization group action near the fixed 
point; this is the theory of the normal form of  diffeomorphisms around a fixed 
point (on Banach spaces [17]). 
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Section 7 makes the contact of the results of Section 2-6 with the thermody- 
namic limit in the statistical mechanics of the Hierarchical Model. Similar results 
have been previously reported by Bleher and Sinai [4], using a different point of 
view. We find validity of the e-expansion for the anomalous dimensions of the 
relevant scaling fields. For the free energy per degree of freedom, the scaling field 
equals the thermodynamic limit of the corresponding quantity. Such a result is not 
shown in the case of the susceptibility, because we have no good bounds on 
thermodynamic limit, and we discuss only the scaling limit. Our methods allow for 
analogous results for odd functions (magnetization) and for the case ofmulticritical 
points of the Hierarchical Model. 

Acknowledgements. Our interest in this problem was raised by illuminating discussions with G. Jona- 
Lasinio, which cleared up some of the mysticism in the theory of the renormalization group. Discussions 
with A. Fr/ilicher, A. Haefliger, R. Magnus, C. Stuart and our colleagues in the Physics Department on 
various points were very helpful. 

1. Formalism for the Hierarchical Model 

We recall the definition of the Hierarchical Model and we put its e-expansion 
around a certain Gaussian fixed point in perspective. On the one-dimensional finite 
lattice consisting of the points 1 .... 2 N, with spins sl,...s2~, one considers the 
Hamiltonian 

 eN=- Z Z , (1.1) 
k=l  j=0  l 

(with the notation of Bleher and Sinai [3]). This is an interaction with potential 
distlOg~C - 2, i.e. the range of  the interaction depends on c. The critical dimension 

(for the possibility of a non-Gaussian fixed point) predicted by the Landau theory is 
d , i t=2( l - log2c  ), so that for 

c =  c~ =21/2(1-~), (1.2) 

the critical dimension is 1 + e which is by e above the actual dimension. Therefore 
the expansion in e of the critical spin distribution is analogous to the usual e- 
expansion. We shall now derive carefully a non-linear equation for the mean spin 
distribution which we then discuss. The recursive equations for the model described 
by (1.1) at inverse temperature fl are 

fN(Z, fi)= LN(fl, c) I dzldz2 

( z +z 2 z . . . . . . . .  ~ZJJN_ l tZ l ,PUN_l t ,  Zz, p)e  . (1.3) 

Here, fN(z, fl) is the rescaled mean spin distribution for the model in "volume" 2 N. 
Henceforth, we shall omit the normalization LN(z , [3). The corresponding fixed point 
equation for the distribution is thus 

+ o o  

J'(z, fi) = e 1/2~=2 j" duf(zc-  1/2 + u, f l ) f ( z c -  1/2 _ u, f l ) .  (1.4) 
- - o 0  
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In the beautiful work o f Bleher and Sinai [3, 4] it is shown that certain initial single 
spin distributions are attracted by the iteration of (1.3) to a non-Gaussian fixed 
point of (1.4), if e > 0. We shall discuss these fixed points and their neighborhoods. 
For this, we introduce the following change of variables. A straightforward 
calculation shows that q~ is a solution of 

+ c o  

q~(z) = ~ -  1/2 .f e-"~cp(zc- 1/2 + u)~o(zc- 1/2 _ u)du 
- - c o  

= ~4#~(p) (z), (1.5) 

with c~=21/2(1 -~) if and only if 

\ - - f c - i  ] e 22 - "  ¢ ' t t  ~ - c )  z ) ,  (1.6) 
L 

is a solution of(1.4). It suffices thus to study (1.5). In particular, qh = 1 corresponds 
to the Gaussian solution of (1.4). We now study bifurcations from this solution for 
small e. Since we intend to discuss the e-expansion of ~o~, we first state the algorithm 
for producing this expansion systematically. In fact we show that this is a typical 
situation of a "bifurcation from a simple eigenvalue" (cf. Crandall and Rabinowitz 
[-5]). Set F(e, ~p) = ~(~p + 1 ) -  0P + 1), and let 5¢t~,~ = 0~F(e, ~p) be the tangent map to 
F at ~p. By definition 5~to,~ is the linear map given by 

+ c o  

~° ,e(q0)(z)=2TC -t/2 ~ e - "~ ( l+v?( zc21 / z+U) )q ) ( zc? l /2 -u )du -q~( z ) .  (1.7) 
- c o  

As we have seen, F(e, ~p) = 0 has the "Gaussian" solution ~ = 0, so we concentrate on 
5¢o, .. On the space of even functions, ~o,~ has spectrum 2c[ k -  1, k=O, 1, 2 .... with 
eigenvectors 

Hzk, , ( z )_  x~p2k _~2~ (1.8) - - e  t~ x C i x = y ~ / z z  , 

where 

y~ = 1 - c [  1 . (1.9) 

We shall write y =Y~=o = 1 - 2-1/2, and H2k = Hgk,~= o. 
The functions H2k.= are the Hermite polynomials, and the functions 

2-k/2(k!)  - 1/2H k form an orthonormal basis on L20R, exp(-y~z2)dz). 

The important fact is now that 2c[  2 - 1  =0  for e=0. (1.10) 

Furthermore 0f~F(0, 0)- H 4 ¢ Range (0wf(0, 0)). (1.11) 

Theretbre one can expect a bifurcation in the H4 "direction" and it can be found, 
as a formal power series, as follows: 

Let lp_c(e)= ~ aj(e)H2j and define 
j # 2  

[ ~  F(e(~),c(H 4+o~tp±(~)), 14:0 

f(0~, e(e),~pl(e)) = 0 , e = 0 "  (1.12) 
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The conditions (1.10), (1.11) ensure that the implicit function theorem for formal 
power series [18] can be applied to the equation f(e, t(e), ~p~_(c0)=0 and yields a 
nontrivial formal solution. We do this explicitly in the Appendix. 

Unfortunately, it seems that the topological conditions, which are needed for 
the existence of  a solution off(e ,  e, 'Pl) = 0 in some function space are not satisfied for 
the non-linear Equation (1.5). We have in fact been unable to verify the hypotheses 
of any of the strong implicit function theorems on Banach spaces or Frechet spaces 
[11] (Nash-Moser type theorems) [cf. Lemma 3.1 and Eq. (A7)]. Therefore, 
although the formalism (1.10)-(1.12) is very elegant, we are forced to use the direct 
calculations of Bleher and Sinai [4] to insure the existence of the solution. We hope 
however that (i. 10)-(1.12) systematizes suitably e-expansions and we shall use such 
ideas in the sequel. 

2. The Fixed Point 

We discuss the properties of the non-trivial solution which the Equation (1.5) has 
for t satisfying % > e > 0 .  We view cp~(.) as an element in [0,%)x L2,~=M2,~,~o , 
where Ls, ~ = L~(IR, e-az2ai/2g - i/2dz). Let 7 = 1 -  2-1/2. Our first result is then 

Theorem 2.1. For all NE2g + and all as(0,7] there is an %(N,a )  such that for  O < t  
<%(N, a) a solution (o~(z) o f  J ~ ( % ) = %  satisfies 

i) ~p~ is a C N function o f  e and z as an element o f  M 2 ..... (N,~) 1" 
ii) The derivatives with respect to t at t =0  are 9iven by the t-expansion, c f  

Appendix A. 
iii) In particular, 

%(z) = 1 - eOH 4(z ) + (g L~ ,~(e2) , (2.1) 

with O :  (log2)/(144(2 ~/2 - 1)2). 

The main input to our result is the analysis of Bleher and Sinai [4], whose result 
we state with a minor generalization which is easy to incorporate in their proof. 

Theorem 2.2. For e >= 0 sufficiently small, the equation ~(q~)  = ~p has a solution cp = ~p~ 
which is not constant when t > 0 and which satisfies 

i) ko~(z)l, t~o,(z)l <2.  (2.2) 
ii) For f i x ed  z, (p,(z) is continuous in e~O.  

iii) For every d > 0 there is an %(d) > 0 such that for  0 <__ t < %(d), the function q~ ~ 
has the following representation for  Izl < (d lne- 1)i/2 : 

q~ ~(z) = 1 - eOH 4,~(z ) + t5/3 [{~(z) , (2.3) 

with 
o o 

IR~(z)[, IO~R,(z)[ < 1. (2.4) 

Remark. Presumably %(d)-o0 as d--+ oo. 

1 The topology of M 2 . . . . .  is given through the norm sup [] q~l] 2,~, where I] • [[ 2,, is the norm o f L 2,a 

O_-<e<eo 
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It is our  aim to work in the more  convenient  class ofLs, , spaces instead o f  using 

the regions lzt < (d In e -  1)1/2. However ,  as we shall see below, the remainder/~e and 
the linearization ~¢~, of  JV a round  ~o = ~o e are not  sufficiently well control led on all 
Ls,,-spaces simultaneously for fixed e, and we will have to work  on a scale o f  spaces. 

For  e > 0, let 

d e = sup {dl%(d) > e, d < e -  1/6} . (2.5) 

Note  that  for e sufficiently small, one has d~ > 1, (2.6) 
and fur thermore  de<d ~, i f e ' < e ,  and d , ~  as e ~ 0 .  

Define R, by 

Re=e-5/3(q~- l+eOH4) ,  if ~ > 0 ,  

Ro = 0 .  (2.7) 

Proposition 2.3. I f  0 < tr ~ 7, s > 1, a/s > 10/(3de), then l} R~, Ile,, and II ~R~, fls,, are 
uniformly bounded for e'e [0, e). 

Proof. On 

D e, = {zE IR[ [z I < (d,, ln(1/e'))l/2} , (2.8) 

one has IH4(z)-H4,~,(~)[<(9(e'.e'-l/s), by the definition of  H4,~,, H#, and d,,. 
Therefore,  on D~,, 

R~, = e ' -  5/3(q~, _ 1 + ~'8H4, e, - Oe'(H,~,~,-H4)) 

= / ~ ,  +0(~'2t15) ,  

so that  IR~,(z)[ < 2 for sufficiently small 5' >0 ,  and z~D~,. Therefore  

( o! lR~,( z)l~ e - ~ dz f /~ = 6~(1) . 

On the complement  D~, of  D e, one has Iq~,(z)[ < 2, by Equat ion  (2.2) and therefore 

(cr/~) -1/2 ~ t~ , ( z ) lSe-~dz<(a/~)- l l z2  ~+1 ~ e-~'-~dz 
D~, (d~, In 1/e') 1/2 

a 1 
< e- 2-d~ ' l n~721 /2  + s  = 2~+ 1/2 g , a d ~ , 1 2  . 

Similarly, 

(a/~)-  1/2 ~ I1 - e '~H4,~,(z)re- '~dz < e "d~'/2 C(a, s). 
Dg, 

It follows that  with characteristic functions X, one has 

II&, II~,~ _-< Ilzo~,&, II~,~ + ~'- 5/3 ([Iz~z,~oe,( • )ll~,~ + II ZL, g,(1 - e'~H4,e,)[1~,~) 

__< C;(1) + O(e'- 5/%,~d~,/~2~))_<_ C(a, s), 

provided adS(2s ) > 5/3, which follows from adJ(2s) > 5/3, 
This proves the assertion for R~, the case ?~R~ is similar. 
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3.  D i f f e r e n t i a b i l i t y  in  z 

Our inductive bounds are based on the following 

Lemma 3.1. Let s, t , r~ l ;  a ,z>0 ,  s<=t. I f  

1 --cr/s--'c/t>O, 

and 

~ (  1 - a  t )  1 ( ~  t )  4 a  • ----  - + + . . . . .  > 0 ,  
s c s t 

(3.1) 

(3.2) 

then one has for f ~L~,~ and geLt,~, 

e-"~lf(zc- 1/2 + u)g(zc- 1/2 _ u)ldu = h(z)s Lr, ~ 

and 

tJhH~,~ const, lJflJs,~Jtgll~,~. 

(3.3) 

(3.4) 

Furthermore, the map f ~h, defined by (3.3) for fixed g is compact. 

Proof If K(z, u) is the kernel of an operator K from Ls(tR, dx) to Lr(IR, dx), then the 
operator K is compact if 

I K G =  {l duEf dzIK(z, u)l r]l~'/r}l/s' < 00, s '= s/(s- 1), 

(an easy generalisation of [6, p. 518]). 
Since we work on L .... we reduce the situation to L~(IR, dx) by setting )(x) 

= f(x  t ext~(- axZ/s), and similarly for g and h. Then the kernel corresponding to the 
map f ~ h ,  is 

Kg(z, u)=e_ ~/r~21e_(~c_ ,/2_~ [\ e ~(2~- ~/~-')2 O(2zc- 1/2 _ u)) ) e~/S,~ . 

Using the HSlder inequality in z, we bound IKo[~';~ by 

6)(1) 'du{'dz[exp(-oz2-r(zc-1/2-u)2+rt  (2zc-1/2-u)2VIt-@}s'~t~°)] 

4 
It is now a straightforward matter to evaluate the Gaussian integrals (first the z 
integral), and this yields the conditions 

1[ ] ( ~ ) z / (  r (  4t)z ) 0 >  4 ~ ~ a r 
7 c t  ~ - 1 , 1  . . . .  t s > - e  1 -  ~+ 1 - - -  , 

which after some transformations can be seen to be equivalent to (3.1), (3.2). This 
proves the assertion. 

Note that (3.3) does not define a continuous map Ls,~ × L~,o~L .... whatever 
s > t, a > 0 may be. We shall use the following special cases later: 
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The m a p  (3.3) is compac t  and  cont inuous  on the spaces 

L2, ~ × Lz,~-~L2,3~r/c ; (3.5) 

Ls, ~ xL~,~ -~Ls, . , 

provided c > 6/5, a/s < 1/8, "c/t < a/(20s), s < t. 
In  par t icular  one can choose 

L2, ~ x L4,c-~ L2,~ , (3.6) 

provided c >  6/5, a < 1/4, z < a/10, and 

L4/3, ~ × Lz,~--> L4/3, ~ , (3.7) 

provided c > 6/5, a < 1/6, z < 3o-/40. 

Remark. L e m m a  3.1 holds with e-"2du replaced by ue-"2du [with a slight change of  
the constants,  but  not  o f  (3.1), (3.2)3. 

Theorem 3.2. For every N ~ 71 + and every 7 >= a > O, there is an e i ( N,  a), such that ~o ~ is 
N times continuously differentiable in z as an element of  L2, a O r 0 ~ e  < e l ( N  , o-). 

Proof  Fix e 1 = e l ( N ,  o') such that  o- .9 n+ i/2 = 10/(3d~1), where d~ is defined by (2.5). 
No te  that  el(N, a) is monoton ica l ly  decreasing as a function o f  N and o-. Since 
Hermi te  polynomials  are differentiable in all Ls,,-spaces, the case N =0 ,  1 is an 
immedia te  consequence of  Propos i t ion  2.3. We proceed by induction,  and we 
suppose the result holds for Ji = 0{q~, j = 0, . . . ,  N -  1. By the equat ion  JV~(q~) = ~o~, 
we have with c = c~, 

f u -  i (z) 

f" ~ e-"2f~(zc-1/Z+u)fN_l_j(zc- i /2--u)du.  (AN_l)  

Since c ~ 21/2 this equali ty holds on L2,~/9.3/~ C L2,~/3, by Equa t ion  (3.5) and  by the 
relation e t ( N -  1, a/9) = e l ( N ,  a). (This relation implies fjeL2,~/9 f o r j  = 1 .... N -  1.) 
Define also 

+ 2c - ( s -  1)/2rc - i/2 ~ e - "~udu(fu_ l(zc - 1/2 + U)fo(z c-  1/2 _ u) 

+ fo(Z c -  i/2 + u)fu_ i (ze-  i/2 _ u)) 

_ c-N/27r- 1/z ~ e-,~(fu_ i(zc-  1/2 + u) f l (zc-  1/2 _ u) 

+ L ( z c -  1/2 + u)fN- l (zc-  ~/2 _ u))du. (BN) 

By the inductive assumpt ion  and by (3.5), 9N is defined o n  Lz,a/9.3/cELz,a/3 and 
bounded  uni formly  in 0 < e < e 1 (N, o-). Using an integrat ion by parts  formula,  it is 

f~  = 0~ cp~. By the inductive assumpt ion  and easy to see tha t  Ou is a candidate  for N 
part ial  integration,  9N is the derivative o f g  N _ 1 with respect  to z on L2,~/3. Also gN- 
= fN-  x on Lz,~n, since the corresponding r.h.s, o f  A~_ ~ and B N_ t coincide on this 
space. Therefore  gN = 0=gN_ 1 = O=fN_ i, i.e. fN-1 is differentiable on L2,~/3 and in 
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fact continuously differentiabte as can be seen by a change of  variables 
u ~ u + z c  ~/a, its derivative is then equal to the r.h.s, of  .4N, as an element of 
L2, a D L2,cr/9.3/c. The  induction step is complete. 

4. Bounds on the Linearization 

For  a suitable function 9, to be specified below, we define the operator ~¢0,~ by the 
equation 

+oo 

s¢o,~(f)(z ) = 2~-  1/2 ~ e-,~g(zc;, t/z + u) f (zc[  1/2 _ u)du . (4.1) 
- -  o o  

[sCo,, = ~0-1,~ + 11, cf. Equation (1.7).] 
For  g = q~ we shall note d ,  = s¢~o~,,. 
The following facts from Bleher and Sinai [4] are used later. 

Theorem 4.1. For 0<5  sufficiently small the operator ~¢~ is bounded on Lz, 1 _ ~  ~, and 
it has the foIlowin9 properties: 

i) ~¢~ has an eigenvalue 2 o f  the form 

)~ = 1 - e(log2) + (_9(e3/2) 2 (4.2) 

with eigenvector g~ satisfyin9 

sup [O~(z) - H4,~(z)] < s 4/5 , (4.3 a) 
{z{ < t O(ln ~-  1)1/~ 

and 

lg~(z)l<lzlSexp(-(9(elzl4)) for Iz[>10(lne-1)l/2. (4.3b) 

ii) The remainder of  the spectrum of  d~ is bounded away from t,  uniformly in 
~>0. 

Let o - , 0 < a < l / 4  be given and define eo by C,o=6/5. For  0 < z < a / 1 0 ,  and 
0 < e < % ,  the numbers a,z,c~o satisfy (3.6). Fix now 0 < s i N s  0 such that 
0-/2, ~/4> 10/(3d). Then we can improve Theorem 4.1 to 

Theorem 4.2. For all c r , 0 < a <  1/4, there is an 52(o-)=e 2 <el ,  s 2 >0,  such that for 
0<~__<~ 2 one has 

i) d , - 1 1  is a bounded, invertible operator on L2. ~. Its inverse is a norm 
continuous function of  s>0,  and it is bounded in norm by (9(e-1). 

ii) Let  [Tg-q),ll4,~=(9(es/4). Then (do ,~-~)  - t  is a bounded operator of  norm 
6o(5-1) on Lz, ~ and it is norm continuous as a function of  9EL4, ~. 

Proof. By the condition z/4> t0/(3d,1), by Equation (2.7), and by Proposition 2.3 we 
have q~eL4, ~. Therefore, since ~r, ~ satisfy (3.6), 

d ,  is compact from L2, ~ to L2, . . (4.4) 

For  small 5 > 0  we have L2,~C L z , t - ~ - ~ ,  since o-< 1/2. Therefore the spectrum of 
sO,-  1 consists of a point with multiplicity one near (9(s) and a remainder bounded 

z The coefficient can be found from Equation (A5) by perturbation theory 
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away from zero. The bound on (d~ - 11)- 1 is complicated by the fact that d~ is not 
symmetric. Let Pc be the orthogonal projection onto ~o~ in L2,., P~ = 1[- P~. Then 
one has 

Lemma 4.3. The operator ± ± ± Pc (~/~- ~)Pc is invertible on P~ L2, o and the norm of its 
inverse is uniformly bounded for e > 0 sufficiently small. 

We postpone the proof of  this lemma and continue the proof of Theorem 4.2. 
Consider the "matrix" 

o n  

d _ ll= (Pc(d~oll)P ~ P~(d~-11)P~ ~ p~(dc_ ai)p~ ] (4.5) 

P~L2,,,OP{L2,o • 
The element P,(d~-~.)P~ is invertible and its inverse is bounded by (9(e-1) on 
P~L2,~, as a consequence of Theorem 4.1. The operator Pc(d~-l[)P{ is rank 1 on 
Lz,,r and its norm is bounded as a function of  small e > 0  for fixed o-, as can be seen by 
explicitly calculating the Hilbert-Schmidt norm of d ,  o n  L2,  a. Therefore the inverse 
of (4.5), which is 

((P~(d~ Oql)Pc) -1 -(P~(d~- ~)P~)-(p{(dc_~)p~) ~ - ~)P{)(P{(d~- ~)P{)-1) (4.6) 

is bounded in norm by O(e-1), (the sum of the norms of the matrix elements). This 
proves i), up to the norm continuity.By Lemma 3.1, I[ do,,-d~o.~ll z.~ < (9(e~14) • The 
assertion follows now by i) and standard perturbation theory [14, IV, Theorem 
1.16]. This completes the proof o f Theorem 4.2, ii). By the continuity of p~ in L4, ~ the 
remainder of Theorem 4.2, i) follows. 

Proof of Lemma 4.3. We first note that [1 qo~ - 1 [k,~--< (9(e), by (2.7) and Proposition 
2.3, so that by Lemma 3.1, II de~ ~-  d~ 0 I12 ~ = C(e). It suffices thus to show (by [14, 
IV, Theorem 1.16])that n{(d l ;  ~ -11)P{ has a bounded inverse. Similarly, we note 
that 

Ilq~-H4,ol] 2,~ < I[~o~-H4,~ll 2,~ + 11H4,~-U4,ol[2,~<(9(e4/5)+O(e), 

by (4.3a), (4.3b) and the definition (1.8) of Hermite polynomials. Therefore 
1 ± 4/5 liP c - P n ,  llz =[IPn-Pc[12~=(9(e ) and it suffices to show the bounded in- 

vertibility of P±(d 1,o -11) P2, where P ± =  11- Pn, on L2, .. Now d 1,o is compact on 
L2, ~, by (4.4) and hence 1 is at most an isolated eigenvalue ofP±dl,o P±. Suppose v2 
is in the nullspace of P±(dl,O-~)P ±. Then there is a 2 such that 
(all, o-~)P±w=2H4. Since L2,~CL2a this equality holds on L2, ?, so that (by the 
selfadjointness of all, o on L2a), 2 = 0 and P±~p = 2'H4, o. Going back to Le,o, we see 
that 2' = 0. Hence PJ-(d 1,o -11) P± is invertible on P±L2, ~ and has a bounded inverse 
(for fixed a). This proves Lemma 4.3. 

5. Proof  of  Theorem 2.1 

We proceed in several steps. We first show in Lemma 5.1 that ~0 c is C N for ~>0 
sufficiently small (depending on N). Then we show in Lemma 5.2 that Ok, cpc(z ) is 
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bounded as E ~0.  In Theorem 5.4 we establish an asymptotic expansion in e for q~(z) 
from which we finally deduce the differentiability of ~o~. 

Lemma 5.1. For  all N > O, ~ > 0 there is an e 2 = ez( N ,  a) > 0 such that f o r  0 < ~ < e2 the 
func t ion  ~o~(z) is C N in ~ and z as an e lement  o f  M2,~,~2 (cf. Theorem 2.1). 

P r o o f  As in the proofo fTheorem 3.2, we work with a sequence Ofez(N , a) satisfying 
e2(N- 1, o-/27)> e2(N, a) and e2(N, a) is such that 27a/2 > 10/(3d~2 ). We shall show 
recursively the following properties. 

' • 1 2 "~k'~N P~v- For k=O, , , . . . , c z c  ~ ~o~ is in Lz,  ~ for O<e<e2(N +k,o- ) 
and it is continuous in e. 

P~ : (O~'q~) (z) 

= n-1 /2  • S e-"2 . ~(q~(zc?~/2  + u))O~- J(q~(zc? ~/2 _ u ) )du .  
j = 0  

Note that Po is a trivial consequence of Theorem 3.2 and Lemma 3.1• Also P'o 
expresses the fact that q~eL2,~/3 solves ~42,(q~)= q~. Suppose now that Pj, P) hold 
for j_= N. In particular, we have on L2,~, 

• / ~ ' -  J(~o~(zc; ~t2 _ u))du 
+ 27z- 1/2 ~ e-,2~y(~o~(zc[ 1/2 + u))q~(zcF 1/2 _ u)du 

=9~m(z )+2rc_ l / z  _,2 -1/2 ~ e ~o ,( ~c ~ + ~) 

• (O~q~,) (zc 2 1/2 _ u )du .  (5.1) 

By the chain rule, we find 

g~N)(z) = ~z - 1/2 j~=, f e -  "~ g{(q~,(zc[ 1/2 _~_ R))oN-j(q)e(ZC2 1/2 - -  u))du 

N [  {z~c~ } +2zr-t/2 Z j! ~ ~ - , / 2 . ,  
j + ~ l n t = N  ~In~! l !  ' '  

j < N  l 

- u  ~ j Zn~ • e (O~3~ q~) (ZC[ 1/2 "d-  U)~9e(ZC s 1/2 - -  u)du .  (5.2) 

These expressions are well defined on Lz, , by the inductive assumption P~. We can 
now form for O < e , g < e ~ ( N + l , a )  on L2,~, 

N (~ ~o~) (z ) -  (~~o~,)(z) = ~N~(z)- ~0(z)  

+ 2 ~ -  ~/~ ,[ e -"~q~(zc[  ~/z + u) [(8~q~) ( z c [  ~/2 _ u) - (8~q~,) ( zc[  ~/2 _ u)] du 

+ 2 ~ -  ~/2 ~ e -  =~o~(zcg ~/2 + u) [(e~q~,) (zc 2 t/z _ u ) -  (8~q~,) (zc~, z/2 _ u)] du 

+ 2~r- ~/~ ~ e -  "~ [~o~(zc[ ~/2 + u) - q~, (zcg z/2 + u)] (~;(o~,) (zc~, ~/z _ u)du 

3 

= ~ ( z ) -  o~(~) + y~ o~(~, ~', z ) .  
k = l  
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Solving for (8~o~) (z) - (8~(o~,) (z), we get 

( 1  - N N (N) (N) d~o,~)(%~o~-<,~,)=e~ -g~, + E eIN)(~,<'), (5.3) 
k = 2 , 3  

and this is well defined on L2, ~. Since ~'q~ and ~0~ ,  are continuously differentiable 
as functions of  z, by P's, we may  rewrite g(2 s) -uaa- ,,(m as "derivatives plus remainder", 
i . e .  

9{2m(~, ~', z) = (~ - e')" 2~c- X/2zg~c~- 1/2 ~ - .~ e %(zc~_ 1/2 + u) 

(~ONq~,) (zcZ 1/2 _ u)du + (9((e - e,)2) , (5.4) 

on L 2,~ provided 0 < e, e' < e2 (N + 1, a) <= e2 (N, a/27). 
We similarly have 

g(u)te, e', z) = (e - e')" 2 ~ -  1/2 ~ e-":(O.q~ ~) (zc 71/2 + u) 
3 k "~ 

• (~(o~,)  ( z¢ ,  1 / 2 _  u)du 

+ (e - e'). 2re- 1/2zO~c[ 1/2 j e -  ":(a~q~,) ( zc[  1/2 ..~ U) 

• ( ~ q ~ , )  (zci:  ~/2 _ u)du + O ( ( e -  ~ ' )~ ) ,  (5 .5)  

under the same conditions as before, i f N  ~ 1. For  N =0,  Equation (5.3) is replaced 
by 

[(~ - ½ d~,~ - ~ w~o~,,~)(~o~ - ~o~,)] (z)  

= T~- 1 /2  ~ e-.~{~p~,(zc] 1/2 + u)%,(zc~- 1/2 _ u ) -  q~.(z¢p i/2 + u)~p~,(zc[, 1/2 - -  u)}du 

= 2n-  i /2(e-  e') j" e -  "~ {(Ozq~)(zc~- 1/2 + u)q~(zc[  i/2 _ u)zO~c[ i/2 }du 

+ ~9((~- ~')~). (5.33 

Henceforth we only discuss Equation (5.3), the case (5.3') is analogous. By Theorem 
4.2, ~¢~,~,~-11: ~ - ~  is invertible on L2, ~ for sufficiently small e > 0, and its inverse 
is bounded in norm by (9(e-~), and continuous in e >0.  Therefore 

6q (~Nfpe) = lira (~ _ ~:,)- 1 N N 

: ( ~ _  ~ ¢ ) - 1  (~,g~N, + E O~'g2(e, e', ")1~,=~] (5.6) 
k = 2 , 3  / 

is continuous in e > 0, on Lz, ~. 
Multiplying (5.6) by 11- ~ on both sides, one gets the relation P'N+ ~- Next we 

show that  ~ + ~  rp~ is differentiable in z. Using the relation P~v+ ~ and the inductive 
assumption PN, it is clear from Equation (5.1) that  it suffices to show the 
differentiability of  

- u  2 N + I  - 1 / 2  --1/2 e (c9 q9~) (zc~ + u)cp~(zc~ -- u )du .  

But this equals 

j e - ( ' - = ;  ~/~)~"~+o~ iq~(u)%(zzc~ . . . . .  1 /2_ u ) d u ,  (5.7) 

and the assertion follows now by Theorem 3.2 and by the bound P'~+i on Oy+ ~ ~o~. 
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We now work  towards  differentiabili ty at 5=0 .  Our  first result is 

L e m m a  5.2. For  all ¢ > 0  and K ~ ; g  +, the func t ion  K O= (o~ is uni formly bounded in 
O<-e<-el (K,¢) ,  as an element  o f  L2, ~. 

P r o o f  This follows immediate ly  f rom Theo rem 3.2 and the fact that  the assert ion is 
true for  K = 0 ,  1, by (2.7) and  Propos i t ion  2.3. 

L e m m a  5.3. For  all k >= 2 and 5 > 0  there is a (unique) polynomial  Pk(~:, x) o f  degree 
less than 2 k 3 in x and k -  1 in 5 such that  

i) Pk(e, X) = 1 -- 50H4(x  ) + higher orders in 5. (5.8) 

ii) [X~( Pk(5, x)) - Pk(e, x)[ < CkSk(lX[ 2~ + ~ + 1). (5.9) 

Remark .  The l emma asserts the existence o f  the e-expansion for % as a formal  power  
series. We shall p rove  the s ta tement  in Appendix  A. 

We next show that  ~o~ has an asympto t ic  expansion at  e = 0  (this does not  
necessarily imply its differentiability). 

Theorem 5.4. For  all k >__2 and f o r  all ¢ > 0  there is an 53(k,¢ ) such that f o r  0<=5 
<e3(k ,  ¢) one has 

q) ~ = Pk + 2 (e, " ) + (9(e k) (5.10) 

in L2, ~. 

P r o o f  Setting Rk, ~ = e,- 4/3 (q) _ 1 + eOH¢) - - 4/a (Pk + 2 (a ,")--  1 + eOH~), we have by 
Propos i t ion  2.3 and L e m m a  5.2, that  

(pe=Pk+2(8, " ) + g4/3 Rk, ~ , (5.11) 

Rk,~=(9(1) in L4, ~ provided 7 / 4 >  10/(3d~). In addit ion Rk,~,-~O as e '-~0 in L2, ~ for 
a/2  > 10/(3d~). We  now use that  ~o~ is a fixed point  o f  ~ .  Therefore  

P k + z ( g , "  ) + 54/3 Rk, e 

= JU~(Pk + 2(e, ")) + e4/3 c4p~ + ~(~,.),~(Rk,,) + 58/aj~(Rk, , )  

= iV" (pk + 2(e, "¢1 -x- g4/3~¢ ./~ "] ]  ~ Pk + 2(e,') + 1 /2e4/3Rk,c ,e t~ 'k ,e)  

and by rearranging we get the crucial identity 

~;4/3(~¢p~+ ~(~,')+ 1/2~4/~e~,~,~ - ~)Rk,~ = Pk + 2(e, . ) -- JV'~(Pk+ 2(e, ' )) 

=5  k+ 1Qk(e," ) ,  (5.12) 

where Qk is a polynomial .  I f  we fix ¢ > 0, 7 > 0 sufficiently small, then (3.1), (3.2) hold 
for e > 0  sufficiently small. Therefore,  by Propos i t ion  2.3, 

Pk+ 2( g, " ) + 1/2g4/3Rk,e -- (Pe = (9(e4/3) 

in L4, ~ by (5.11). 

3 The correct bound is 4k-4 for k> 1 
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Since e 4/3 < e 5/#, we may apply Theorem 4.2ii) with g = Pk + 2(/3," )+  1/2/34/3R=, so 
that  

Rk, ̀  =/3-#/a(d  0-11)- 1/3k+ 1 Q k ( , S a  " ) 

and 

/34/3 II Rk,~ll 2,~ -<- (9(1)/3- 1/3k + 111 Ok(e," )ll 2,~ --< o(~k) • 

The assertion follows from (5.11). 

Lemma 5.5. For  all k, n>O,  and a > 0  one has for  sufficiently small e>O the 
representation 

n - -  n ! a =~O =--d=Pk + a(/3, " ) + R k . . . . .  (5.13) 

with 

lIRa, .... l [2, ,</3kC(n,k,~r).  

Proof. The case n = 0 is covered in Theorem 5.4. To prove the case n = 1, we write 
first Equation (5.10) for k +  1 

(P, = Pk + 3 (/3,") -}-/3kR'e, (5.14) 

with IIR'=II2,~/a-=C(/3), for sufficiently small /3>0. Since ~o= and Pk+3(e, ") are 
differentiable in z on L2,~/3 (for/3 sufficiently small), we find 

O z fp= =13~Pk + 3(/3, • ) + /3k OzR' = . (5.15) 

Using now 

t?=(p~(z) = 2~z- 1/% 71/2 S e-"2q)=(zc7 1/2 .q_ U) (Ozq)e)(ZCe 1/2 - -  u)du,  (5.16) 

we find o n  L2 ,  a the identity 

O~Pk + 3(/3, z) + ek OzR'~(z) 

= 2re- 1/2C 5 1/2 ~ e-U2pk+ 3(e, ZC~ 1/2 + U) (0=q)=) (ZC~ 1/2 _ u)du 

+ 2re- 1/% 5 1/2 ~ e-":/3kR'=(zc2-1/2 + u) (8~¢p=) (zc 7 1/2 _ u )du ,  

which becomes upon integrating by parts 

ek O =R'=(z) = -- d zPk + 3(/3, z) 

+ 2re- 1/2cj  1/2 y e-,~{(0=pa+ 3) (e, zc 2 1/2 + u) 

+ 2uP k + a(e, zc~- 1/2 + u)}q~=(zcj 1/2 _ u)du 

+ 2re- 1/2c~ 1/2 ~ e - , % k R , ( z c [  1/2 + u)(O=q~=) (zc~- 1/2 _ u )du .  (5.17) 

By Theorem 5.4, Lemma 3.1, Theorem 3.2, and Equation (2.7), the second integral is 
(9(/3k + 1) in L2, ~. In the first integral of  (5.17), we split q~, according to (5.14) and the 
term coming from R'= is bounded by (p(/3k+ 1) in L2,¢. The other term is equal to 

27z- 1/2 c F 1/2 ~ e-  u2{ (t~zP k + 3) (/3, zc~- 1/2 _~ U) "q- 2uP k + 3 (/3, zcZ 1/2 q_ u)} 

" Pk+ 3(/3, Z C ~  1/2  - -  u)du 

= 27z- 1/2c~ 1/2 ~ e- ,~pk+ 3(e, ZC E- 1/2 + U) (0=Pk + 3)(e, ZC[ lie _ u)du .  (5.18) 
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By per turba t ion  theory, (5.18) is equal  to O~P k + 3 (e, z) up to a po lynomia l  which is o f  
order  k + 3  in e. Going  back to (5.t7) we see that  t[O~R'~Ilz,~=(9(e) so tha t  it is in 
par t icular  uniformly bounded  in e _>_ 0, and well defined for ¢ = 0. This proves  (5.13) 
for n = 1. The  cases n__> 2 follows by induction as in Theorem 3.2. 

End o f  Proo f  o f  Theorem 2.1. We show that  for all k, N, l, k_>_ N + 3, and a > 0 one 
has for e > 0  sufficiently small, depending on k, N, t, a, the representat ion 

t N __ I N o (~z Oe q° e - -  ~z~e Pk (  ~, ") -}- (9( ek - N -  3 ) ,  (5.19) 

on L2,,. This obviously  implies T h e o r e m  2.1. We prove  (5.19) by induction on N. For  
N = 0  it is the content  o f  L e m m a  5.5. Suppose now (5.19) is true for N<=n on L2,~/3. 
By the p roper ty  P',+I of  L e m m a  5.1, we have for e__>0 on L2,~/3 the identity 

(11- se~o,~) (a~" +1 ~0~) (z) 

. + u ) ( O ~  ~-J~o~)(zc2 -u)du, 
= 1 (5.20) 

so that  by  the induction hypothesis  and the definition of  PR we have on L2,~/3 

(11 - d , )  (~3'~ + l q),) = (11- d~)O'~ + ~ Pk(e, . ) + C(e k - " -  3). (5.21) 

Applying Theorem 4.2, we get (5.19) for N = n +  1 a n d / = 0 ,  and therefore the 
derivatives with respect to e ofcp~ are bounded  and can be extended to e =0 .  By the 
induction hypothesis,  the terms on the r.h.s, of(5.20) are I t imes differentiable in z so 
tha t  (11- s¢~)~(~  + lqo~) (z) can be defined as a suitable stun of~ e -"~ times derivatives 
of  the form 

a~O~q~, j = 0 , . . ,  n ; / ' = 0  .... l ;  

Oepc2 1/2, U 

[apply  the Eqs. (5.1), (5.2) to 0~ "+ ~q~, solve for (02 + ~o~), differentiate bo th  sides t 
t imes with respect to z]. We  can n o w  use the induction hypothesis  (5.19) for l '< t, 
N__< n on L 2,~/3 and then (5.19) follows for l' __< l, N < n + 1 on L 2,~, since no further 
powers  ofe  are lost by differentiating with respect to z. This completes  the induction 
p r o o f  of  (5.19) and hence the p roo f  of  Theo rem 2.1. 

6. The Normal Form around a Fixed Point 

So far, we have only regarded the equat ion ~P~(q~)= ~o. We shall now discuss the 
"flow" a round  the fixed point  ~o~, e >  0. In order  to be able to talk abou t  a flow, one 
either needs a differential equat ion or at least a d i f feomorphism.  This means  that  
one has to abandon  some of  the generali ty of  the equat ion J#~(q~) = q~, and one must  
introduce an i teration scheme. As has been pointed out by Jona-Las in io  in his 
careful analysis 1-13], there is some arbitrariness as to the formulat ion of  such an 
i teration scheme. We m a y  take, e.g. 

q~,,+ 1 = ~P~(q~,) (6.1) 
o r  

~o, +1 = ~/~o .. . .  ~#~((p,,) (6.2) 
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o r  

q~, + 1 = 2sV~(q~,)- ~o,. (6.3) 

Jona-Lasinio shows that in the free case (infinite temperature), the first choice is 
somewhat more natural from an intuitive point of view and we shall therefore 
discuss the "flow" associated with (6.1). The normal form of diffeomorphisms is 
discussed in the mathematics literature (especially on IR"), and we shall use such 
considerations for the case at hand. The main point of  the ensueing analysis is that 
we linearize only the unstable manifold by the Sternberg analysis [-17] 4, while the 
stable manifold is not linearized, but handled by contractions, using an idea of  
Mather [12]. 

We work on L~(1R, dz), and we start by controlling the spectrum of the tangent 
map to .AP~(qo) at q0 = cp~. 

Lemma 6.1. For sufficiently small e>0,  the map d~=do~,~ is compact on Lo~. 

Proof We show that the unit ball of Lo~ is mapped by d~ onto a set of 
equicontinuous functions which tend uniformly to zero as Izl~ oe. Compactness 
follows then by the theorem of Arzela-Ascoli. Let feLon, IIf]lo~ < 1. Then 

[d,(f)(z)[ = 2zc- 1/2lSe-U2f(zc 21/2 - -  U)q)e(ZC 2 1/2 _~ u)dut 

< 2:~- 1/25e-~(E)(zc2 ,/a +,),e_,2du, (6.4) 

by Bteher-Sinai [4, Theorem t]. The right hand side of (6.4) tends uniformly to zero 
as Iz[ ~ 0% so that the same is true for the left hand side. To prove continuity, we 
consider 

d~(f)(z) - d~(f)(z') 

= 2~z- 1/2 ~ {e-t~cz ~/2 +")~q~(2zc~- 1/2 + u) 

_ e-t¢c; ~/~ +,))~(2z, c21/z + u)}f(u)du. (6.5) 

The function exp ( - ( zc  7 l /z+ u)2) is continuous in z, and so is ~o~ (by Theorem 2.2). 
Since both functions tend to zero at infinity, and since they are in Ll(dZ ), the integral 
is equicontinuous. This proves Lemma 6.1. 

Lemma 6.2. The operator d~ has discrete spectrum on L~ ~n for ~ > O. I f  2j(e) is the 
sequence of eigenvalues in the order of decreasin 9 absolute value, then the following is 
true: 

For M, N > 0 there is an e(M, N) > 0 such that for 0 <- e < e(M, N), the eiqenvatues 
2j(e) are C M in e for j = O, 1 ..... N 5, and they are simple. For j > N the eigenvalues 2j(e) 
satisfy [2j(e)[ < 2/c~- 1. 

Proof The discreteness of  the spectrum follows from Lemma 6.1 and the Riesz- 
Schauder theorem. Since L~(dz) is dense in L4/3,o, it suffices to show the assertions 
on L4/3, ~. We claim that s~'g,~ is an analytic compact-operator valued function of 
ge L2, ~ on the space L4/3,~ provided c~ > 6/5, a < 1/6, z __< 3a/40. This follows at once 

4 M. Droz has pointed out to us that a similar analysis has been done by Wegner [19] 
5 Here, we define 2j(0)=21-jjz 
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from (3.7) and the linearity of~¢0, ~ in 9. The isolated eigenvalues of ~¢g,, are thus C N 
functions of g and of e since ~/g,~ depends in a C N fashion on e. The first part of 
Lemma 6.2 follows thus from Theorem 2.1i), while the last assertion of Lemma 6.2 
follows from [14,IV.§3], and the fact that it is true for e=0. 

Our next problem is to make sure that the part of the spectrum of s¢~ = do~,~ 
corresponding to the eigenvalues of modulus < 1 is a contraction. This is shown in 
the following theorem of Mather [12]. 

Lemma 6.3. Let A be a linear continuous map from a Banach space E onto itself, with a 
finite number of  eigenvalues of  modulus above 1 and the remainder of  the spectrum in a 
circle of  radius less than 1 around the origin. Then there is a spectral decomposition 
E = E 1 • E 2, invariant under A, and there are norms on Ea, E z equivalent to the original 
ones such that A[ E~ is a contraction and (AI E,)-1 is a contraction. 

The is defined follows: Let be the radius of the circle, norm as  Q' Q + 1)/2, 

A 2 =ALE2. One has for sufficiently large n the inequality I IA~iJl/"<Q'. Therefore 
[lASt1 < C-(Q')" for some C. Let p be such that C. (O') p < 1. Then the new norm is 
defined by 

p 

HI fiN = ~ IIA~fH 
q=0 

for f~E2. ) 

We shall use t" li as the symbol for the new norm ill" If{ defined through Lemma 
6.3 on E~, i=  1, 2. We now discuss the non-linear map 

T~(u2) = JV~(q~ + tp) - X~(~p~) = d~(tp) + #/;0P), (6.6) 

and we introduce some notation. Let E~, E 2 be the two subspaces corresponding to 
the decomposition of L~(dz) according to the operator DT~(0,~p)=d~0p) in the 
sense of Lemma 6.3. Let Ai = d~lE,, N~j = projection onto E i parallel to Ej of JV~[ Ej, 
i,j -- 1, 2. By the quadratic nature of ~ we have obviously (for i,j = 1, 2), 

IN~j0p)I~ </z. I~PI~ • (6.7) 

Such an inequality is not true on L~,o-spaces and this has dictated our choice of L~- 
spaces. 

We shall now trade in continuity for boundedness. For this we introduce the 
notion of Lipschitz continuity; ~ : ~ '  (M, ~ '  are Banach spaces) is called v- 
Lipschitz if 4(0) = 0 and ll~b0p)l[ ' < const, ll~vir. The v-Lipschitz maps on the ball ~(a) 
= {11~11 <a} Z~ ,  form a Banach space Xe~) ( ~ ( a ) ~ ' )  with norm 14~1~) 

= sup [[~b(~v)[l'/tl~,[t ~ if v>0, as is easily verified. 
IIlPll_-<a 

Lemma 6.4. If • is v-Lipschitz on ~(b) and of  v-Lipschitz norm N o then it is v'- 
Lipschitz for 0 < v' <= v on ~(b) and its v'-Lipschitz norm is bounded by b ~- ~' N o. The 
composition ~q)" of  a v-Lipschitz map • and a v'-Lipschitz map v' from ~d(b) to ~'(b') 
and from ~)'(b') to ~"(b") is v. v'-Lipschitz from ~(b) to ~"(b"). 
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The proof  is a trivial consequence of the definition. We now diagonalize T~ up to 
a 3/2-Lipschitz part ~5¢. 

Theorem 6.5. There is a C °O diffeomorphism S defined on ~(a)CLoo for a > 0  
sufficiently small and a C oo map ~ from ~(a)  to Loo such that 

(i) ~eE 1 c E 1, ~eE2 C E2, 
(ii) L,e I ej is 3/2-Lipschitz for j = 1, 2, 

(iii) (d~ + ~ ) S  = STy(= S(d~ + JF~)). (6.8) 

Proof  Write Loo = E =  El G E 2 according to Lemma 6.3 applied to ~¢r We look for 
an operator S of the form 

on E 1 0 E  2, with S u 3/2-Lipschitz, while 5¢ will be of  the form 

Then the Equation (6.8) follows from the relations 

A1 + ~(' t = A l + N l l + S I z N 2 1  , (6.9) 

(A1 + ~L'ei)S 12 = N, 2 "~ S12 (A2 + N 2 2 ) ,  (6.10) 

(A 2 + ~2)$2~ = N 2 ,  +Szx(A~ + N~ 1), (6.11) 

A 2 + ~  2 = A z + N z 2 + S z 1 N 1 2 .  (6.12) 

Given Si2, Equation (6.9) determines ~1, and substituting into (6.10), one finds 

A1S12 - N 1 2  +S12(A 2 -I-N22)-N11S12 -S12N21S12  , (6.13) 

or 

S12 = A ;  1N12 +A~- 1S12(A 2 +N22 ) 

- A ;  iN i iS12 - A~- iS i 2N2 iS12" (6.14) 

A similar equation follows from (6.11) and (6.12). We show now the existence and 
smoothness of a unique solution S 12 of(6.14). By Lemma 6.4 and Equation (6.7), N u 
is 3/2-Lipschitz on ~j(a)C Ej and of 3/2-Lipschitz norm pa 1/2. Consider now the 
r.h.s, of  (6.t4) as a map S12-->F(S12) on the Banach space Sf(3/2)(~2(a)~E O. If 
1R](3/2)--.0~ < 1, and since IA212 ~fl  < 1 and tA~ ill _-<fl < 1 by Lemma 6.3, one has by 
Lemma 6.4 and Equation (6.7) the inequality 

IF(R)I(3/2) < flcz(fl + #a) 3/2 + filia 1/2 

+ fi].to~2a 3/2 + flo~#3/2o~3a3 

<ct, (6.15) 

provided a = a(e,/~, #) is sufficiently small. In the same way, one shows 

R '  ]F(R)-F(R')](3/2 ) ~½(1 +fls/2)]R - 1(3/2) ' 
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provided IRl<3/z), tR - R1(3/2 ), 0~, a, are sufficiently small. Hence F is a contraction on a 
ball g~ of  the Banach space ~(~v(3/z)(~2(a)--~E1) and posses a unique fixed point 
F ( $ 1 2 ) = $ 1 2  • 

We shall now bound the derivatives of Slz. If we view N=Nij,  which is 
quadratic, as a bilinear function, then we see by iteration that S 12 can be written as 

$1 z = ~ r,, where r, is 2"-linear. We shall show inductively that 
n=l  

[Fn(X1 .... X2n)[1 "~])n H [Xjl2 ' (6.16) 
J 

with v ,<K 2"-3/2 for some K > #  sufficiently large. It then follows that for 
a<(2K) -1  sufficiently small, one has for lpff~z(a ) and all p, 

< 1~ 16~il2 gz~-3/2a2"-P P', (6.17) 
j n=l  P 

which shows that $12 is C °o on ~2(a). 
To show (6.16), we first observe that it is true for some Vl for n = l ,  because 

r 1= ~ A-~k-lN12Ak2 • 
k=0 

We proceed by introduction. Suppose the result is true up to n -  1, we show it for n. 
By (6.14), for n>2.  

r~-A-11r~A2=Allr , -1Nz2-AllN12r~-I  - ~ A;~rpN21rq=s~, 
p + q = n . - 1  

p ,q  >= 1 

and the norm of  s. is bounded by 

[3K2"-1 - 3/2#2"- t 

+fll~(K 2"-1- 3/2)2 + ~ flK2P- 3/2[#(K2q- 3/2)2] 2P 
p ÷ q + l = n  

p + q +  1 = n  
p,q >= 1 

< (1 - / ~ ) g  2"- 3/2 

provided K is sufficiently large. 
Now r~A~-irA 2 is a linear map of norm /~2-+1 on the space of 2"-linear 

operators r, and hence r,-A~lr,A~-=s, has a solution of norm <(1-B)-INs.II.  
Thus r, exists and the induction step is complete. This proves (6.16) and hence the 
differentiability ofS12 follows from (6.17) and we have shown the existence o fa  C ° 
map S~ a, satisfying .(6.14) and [S~2[(3/2)<__ c~ and there is an identical argument for 
$21. Going back to S, we see that S = ~. + C(c 0, so that S is a C ~ diffeomorphism. The 
bound on ~qP follows from Equations (6.9) and (6.12). This completes the proof  of 
Proposition 6.5. 
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Let now T~'=ST`S -1, on ,~(a). Note that by construction DT'(0,~p)=d~(~p), 
since DS(0,g0=~p, DT~(0,~)=d~(~c 9. We now complete the diagonalization of 
A1 + ~q#l (the dilating part of ~¢~ + ~) .  For this we verify the so called Sternberg 
conditions [17] for the eigenvalues 2i(e ), which have absolute value >1 on 
L~ CLz,~ 6. By Bleher, Sinai [4, Theorem 3.1], one has 

]2i(g)__2/Cil < ~4/5, i=0,  1. (6.18) 

Also 

22(e) = 1 - e. log 2 + (9 (e,3/2), (6.19) 

by (4.2), and 

I,~j(~)l < 2-1/2 8/7, j = 3, 4 ..... (6.20) 

provided e > 0 is sufficiently small, by the continuity o f z¢,. (Section 4). There fore the 
expanding subspace k- 1 is of dimension 2, and the eigenvalue conditions of 
Sternberg are for this case the conditions 

20(~)4:2~'(e ) for m=0,1,2, . . . ,  

21(e)=~2~(e ) for m=0,1 ,2  ..... (6.21) 

In Appendix B, we show that (6.21) is true, and we do the proof also for all 
"relevant" eigenvalues in the m-critical case. The condition (6.21) allows us to apply 
the theorem of  Sternberg [17, pp. 38, 46, 53], and it asserts the existence of a C ~ 
diffeomorphism U of a neighborhood of the origin of E 1 such that 

A1 = U(A1 + £pOU- 1, DU(O, 6~v)=3~v. (6.22) 

Theorem 6.6. Normal form ofT,, For sufficiently small e > 0 there is a neighborhood "¢~ 
of the origin in L~, a C ~° diffeomorphism ~#~ and a 3/2-Lipschitz contraction L~ such 
that 

DqE,(O, 3~) = 3~ 

and 

°tl,(~¢~. +./V',)ql~ -1 = A1 O A 2 + L ,# ,  . 

where ~ ,  is the projection onto E 2 parallel to E v 

Proof On E1GE2, set  ~ ( U G I ) S ,  where U is defined by (6.22) and S is defined by 
Theorem 6.5. Set L, = L#, and the result follows. 

Having found the normal form of the map T, = s¢~ + ~ , ,  we now look for the 
normal form of the diffeomorphism defined by Equation (6.1). 

Corollary 6.7. Normal form of q ~  J/~(q~) around (&. For sufficiently small e >0  there 
are on the neighborhood ~ two transverse C ~ foliations ,~-~, ~ ,  invariant under 
such that 

(i) dim~-,=2, c o d i m ~ = 2 .  

6 We work from now on on the even subspace of L~, but our analysis could also be extended to 
include the odd subspace 
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(ii) The sheets of ~ ,  (resp. ~ )  passing through the origin (= (p,) are the 
unstable (resp. stable) manifolds W, (resp. W~) of T~, and they are tangent to E 1 ( resp. 
E2). 

(iii) T~I~ contracts to W,, and T~[Tw] contracts to W~. 

Proof Since ~ is a C ~ diffeomorphism, it suffices to show the assertions for 
d ~ + L ~ .  But this is a standard fact ([-12], pp. 139, 141). 

7. Critical Indices 

The analysis of Section 6 has shown us that the first two eigenvalues of d~ 
determine the unstable part of the "flow" (="relevant scaling fields"). We now 
specialize the situation even further by showing that there are Hierarchial Models 
(defined by their free spin distributions = free one point spin distribution) such that 
the critical indices of  the thermodynamic limits of these models are related in the 
standard fashion to the eigenvalues of d~. In particular, this shows (by Theorems 
4.2, Theorem 2.1. and the fact that d e is linear in cp~ and hence analytic) that the 
critical indices have standard perturbation theory as their asymptotic expansion (up 
to arbitrary order). 

We begin by constructing the models in question. For this we shall need single 
spin distributions q~ satisfying the following conditions: 

cl) ~o~ w ~ % ,  
c2) q~>0, 
c3) q~eC 1, 
c4) z%(p(z)/(q)(z))llZ e L~, 
c5) log cp(z)z~o(z)/(q~(z)) 1/2 ~ L~, 
c6) l l~o-~,q~Jl~ is small. 

Lemma 7.1. There exist functions ~p satisfy\n9 cl-c6. 

Proof By Bleher-Sinai [4, Theorem 8.1] there are functions (p>0 such that 
~v, = Jg~(cp) tends to q~, and this convergence takes place in L~ c~ C 1. Therefore one 
can satisfy el, c2. The other conditions are then easily satisfied by modifying ~p 
slightly near infinity. 

This lemma allows the following definition. Let e > 0 be given, let c = c~ and let ~0 
be a function satisfying cl-c6. Choose furthermore a constant c~ > 0  such that 

4 ~ ( 2 - c ]  1 
~ - \ - ~ - c  / ~: e" (7.1) 

Then we define a function 

x(z)=i(')=t<°tZtnc-) ) e (2(2-<,) ' " " J L  c \ ~c / j  (7.2) 

which will be called an admissible single spin distribution. 
Let 

2 N 

-~N,s(s) = -  ~ l og f ( s j )+~N,  (7,3) 
j = l  
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where °~N = ~N(s) is the Hierarchical Hamiltonian defined in (1.1). Thus l og f  plays 
the r61e of a single spin distribution. By (7.1), (7.2), and because q~ 14(.,, the model 
defined by ~N,f is critical at fl~rlt=~. 

According to the general ideas of renormalization group theory, the anomalous 
dimensions (logarithms of the eigenvalues of d~) describe the behaviour of physical 
quantities close to the fixed point ~0,, under the transformation 1.7. The aim of this 
section is to show 

Theorem 7.2. The thermodynamic limit of the fi'ee energy and the stalin9 limit of the 
susceptibility behave accordin9 to the "flow" described in Section 6. 

We shall show below the existence of the thermodynamic limit for the free 
energy. A similar statement could be made for the two point function. The question 
of the finiteness of the susceptibility outside the critical temperature is quite a 
different matter and not known for most models. Technically, our calculations 
show that the scaling-limit can be taken for such quantities. 

The above theorem connects in a rigorous fashion aspects of the "geometrical" 
theory of Section 6 to the theory of the thermodynamic limit in the statistical 
mechanics o f the Hamiltonian 2(FN, ~. From this point of view, universality means that 
our results hold for many different choices of f and do not depend on them. The 
combination of the results (shown below) with Lemma 6.2 implies that the e- 
expansion is valid (to arbitrary order) for the critical indices of the models defined by 
the thermodynamic limit of Hierarchical Models. 

We first establish the existence of the thermodynamic limits for the free energy 
and the two-point function. 

Theorem 7.3. For e > 0 sufficiently small and for 0 < f ~ e x p ( -  C0(~)[x[ 4) the limits 
1 

lira ~ l o g Z  N ~ I ,  (7.4a) F~ j  = N-~ ~ 2 ' ' 
2 N 

where ZN,~, s = ~ 1-[ dsj e-~e~''As), 
and J = ~ 

2 N 

(s2)~, ;= lira Z~,~, s ~ I~ ds~ e-~''~(s)s2 , (7.4b) 
N --+Qo j = l  

exist, and are uniformly bounded in ft. 

Proof Consider the generating function 
2 N 

ZN,p,f..= ~ [I  (dsje"~ fa(s3)) e-a~e~(~, (7.5) 
j=l 

and let ()u,a,f,u be the expectation with respect to the corresponding measure. We 
claim 

C~'<ZN,a,f,u<C~ ", C t >0 .  (7.6) 

Indeed, the upper bound follows from the bound s~ =<M ~ s 2i , and using (1.1), 
from i= 1 

I~v(s)l < 2  Z s~ Ok2 -k - t  , 
j=1 k=l 
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with C2=jeUS2e~l-zJ~s2f(s)ds.-{] The lower bound follows because 
exp ( -  fi~C~N) > 1, with C 1 = S e"S2f(s) ds" 

From the first Griffiths inequality [18], one deduces that ZN,~,f, u is monotone in 
N, and by the nature of the logarithm, 

l im inf  2 -  n log Zmp,y,, = sup 2-  n log ZN,p,f ,~, 
N~c~ N 

and hence the limit lim 2 -N logZN,a,i, ~ exists and is bounded by logC 2, using (7.6). 
N~oo 

(These arguments are fairly standard cf. e.g, [15].) 
We now turn to the 2-point function. Although the Hierarchical Model is not 

translation invariant, the quantity 2 (s t )u,a does not depend on i and one can 
therefore define it by 

(s~)N,~, f = 2- N~ logZm~,f," J~ = o- (7.7) 

A straightforward calculation shows that FN,p,y,u=2-UlogZN, p,y,u is a convex 
function of kt, and therefore Equations (7.6), (7.7) imply 

(sZ)N,a,f < (Fm~,y,u- FN,a,y,o)/# < 2 log C 2 . (7.8) 

This implies uniform boundedness. The existence of the thermodynamic limit for 
(sZ)N,a,f follows now from the second Griffiths inequality [18]. 

Corollary 7.4. The function (sisj)~,f defined in analogy with (7.4b) exists and is 
bounded. 

Proof  From the Schwarz inequality and the bound (7.8) we have: 

2 1/2 I(SiSj)N,fl,fl ~((Si  )N, fl,f) ((S2)N,fl,f) 1/2 =<21ogC2 " 

Moreover, (S~@N,~, f is an increasing function of N by the second Griffiths 
inequality [18], hence the existence of the thermodynamic limit. 

Remark. Theorem 7.3 and Corollary 7.4 imply that F~,f and (s~sj)~4 are lower semi- 
continuous functions of the inverse temperature ft. 

We now discuss the precise action of the renormalization group. It follows by 
direct computation from the definitions (1.1), (7.2) of a model with admissible single 
spin distribution f ,  that 

Zn,~,f = Z u -  1,~,<<~)(:r~)~/~ = : ZN-  ~,~,~(f) , (7.9) 

where c = c~ and 

~A/'(a)(g)(z ) = 2c-  1/2 ~ ds,ds,, g(s,)g(s,,)5(s, + s" - 2zc-  1/2)ea~/2. (7.10) 

Let now 

~, z = ~ z 2 - c  1/2 e -~2/2 (7.11) ' ( f ) ( )  f ( ( f i e )  ) ( ( 2 - c 1 4 n l t / 2  
" 

By construction, J~(f~)(z)= q~(z), cf. Equation (7.2), and one verifies that 

~ f#p~-~-~ = J ( ' ,  (7.12) 
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where .At =,W~ is the nonlinear operator defined in Equation (1.5) and discussed 
throughout the paper. 

Suppose q~ satisfies c l -c6 ,  and c~ satisfies (7.1). We call the set of functions 4(fl,.) 
= ajp(f4), B near cz, the temperature trajectory of 4) with inverse critical temperature ~. 
Note that q~(e, z) = (b(z). 

Lemma 7.5. The curve ~(fl,.) is differentiabte in L~o, and its derivative 6~qS(fl,.)[~=~ 
= ~2 satisfies Poo ~2 ~ O, where Poo it the projection onto e o parallel to e I and E 2 (cf. 
Theorem 6.6, oj is the eigenvector corresponding to 2;). 

Proof. From the definitions (7.2) and (7.11) we deduce: 

{ [ 2 -  c~1/2~ z2/2 [ [2 -  c'~ 4rc~ */2 
flS(fi, z ) = f ~ I Z i ~ c ]  )e ll--ff~-)-7- ) 

/ /o~\t/2\ [4rc(2-c~]-e/2~[(2--c]4r;]l/2 
=4¢/'[z~) )" [7 \ -gJ]J  [ \~7/-7]  " 

This formula together with the hypotheses on the function q5 proves the 
differentiability. Moreover, we have 

4= 2 - c  

In L~ we have 

4 = q~ + 0(~), e.4, = ~.% + 0(~), 

so that in Lz.7. the following representations are valid; 

= 1 +  (~(~), ~q~ = 0 (e ) ,  

and we deduce 

By the assumptions on ~b and e, 6~b(fl, z) has a non-negligeable projection onto 
Vo,~. But from standard perturbation theory [14] it then follows that the same is 
true for the projection onto e o in £~o- 

Lemma 7.5 shows that the tangent to the curve (o(fl,.) has a component in the 
direction of the first eigenvector of ag,. In view of Theorem 6.6 and Corollary 6.7, 
this implies that alg~ch(fl,.) has the same property, and that the curve O(fl,.) is 
transversal to the stable (critical) manifold I/V,. Thus the coefficient go of the "field" 
Vo ~ can be used as a parameter on the curve. By the implicit function theorem/~ is a 
C 2 function of go, and we shall use the symbol g o ~ - ~ )  [with go(0)= 0] to indicate 
the dependence of go on the reduced inverse temperature. 

We now discuss the scaling properties of the free energy 

F~, ,=  lim 2-NIogZN,e4. 
N-+oo  
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By (7.9), we get 

Fa , f  = 1/2Fa,~y),  (7.13) 

or, going over to the space E ~  E z, by the transformation q]a = q/~(Y-a(J~) - ~0,) + ~o~, 
we have with obvious notation, 

F~,¢~ = 1/2Fq,(A~eAz+ ~¢~ )(4,~-~o~)+~o~, 

cf. Theorem 6.7. 
Given e > 0  sufficiently small, define 

=const. According to Lemma 7.5. ~a 

(7.14) 

ft, by 2~lfl,-c~l=Q and s ign(f t , -e )  
is of the form q~¢=q~+go(fl-e)o0 

+Ol ( f l - e )e l  +r,  with e o, e l e E 1 ,  t E E  2 and hence 

(A10Az + ~ ~) ( ~ . -  q~ .)=2~go(f l . -a)eo q- "~nlgl(fln--o~)el +rn" 

It follows from (7.9) and the fact that 9~(0)#0 (Lemma 7.5) that 

Fl~.,,~. = 2  nF~.,e~ + eob(O)eo + a.oj(ll _e) ol +r. + ~(~ _e) , 

so that we find for the critical index 2 - e ,  

2 - ~  = lim l°gF~"'s÷ = lim logFp,,~_. 
,-~ ~ i o n , - c ~ )  ,-~ o0 log(f t , -  ~) 

= lim -nlog2+(_9(1) =1 .  
,-~ ~ - n log20(e ) + (9(1) 

This agrees with the heuristical discussion of Gallavotti and Knops [10], and 
provides thus a rigorous proof of their considerations. 

Now things are not much different for the correlation length but we do not 
know the existence of the thermodynamic limit: We shall take the point of view 
adopted by Gallavotti and Knops [10, Eqs. (5.17) and (5.18)] and show that 7, 
de f ined  by 

( s~sj> p 2 -  s ,,~ C(([3 - c~) - ~) , 
1 <=i,j<= 2 N 

is the "correct" critical index. So let 

M N = s  ~ + . . .  +s2~. 

We change now slightly the de finition o f the non-linear map JV', eliminating the 
first unstable direction. Using again the definitions (1.1), (7.2), we find 

2- N<<M2>>N,p,f = ~ 2-N+ 1<< M2-  l>>s- 1,a,ffy), 

where 
2N / 2N 

<<g(')>>N,a,Y = J" I~ dsje-"Ze='e(')g(s) ~ ]-I dsj e-~e~''(') , 
j=l  " / j=l  

and where the "normalized" transformation is 

f#p(f)(z)= [S ~r@(f~)(z) ]1/~ 
d y J V ' @ ( f ~ ) ( y )  ] " 
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From Equation (7.12) we deduce: 

~ p 3--~ 1 (f)  = JV'(f)/~ dyJV "(~) E E l -  1 (f)]p] (y) 
[[  C \1 /2  z 2 u2 ]--1 --X(f)" [{~-~2)S[.dudze2 f(zc-'i2+u)f(zc-'i2-u) 

J 

= : J V(f). 

Let now 
{C ~112 z 2 

a - i =  \ ~ 2 ]  ~dudze  2 "2go~(zcl/2 +u)go~(zc-il2 u) ' 

it is easy to see that if (~ = ago~ we have 

Moreover, ife is sufficiently small, #~ is defined and continuous on a ball in Loo, of 
center gp~ and radius e. 

We consider now the map ~ defined by 

~(~)=~(~+~)-~, 
and we find 

~OP) = d~o~(~) - 2ago~O(qo~, ~P) 

+ ( X ( ~ )  - aq~O(~, t ; ) -  2aO(q~, lp)d~o~(tp) - 0(~, ~P)d~o,(~P) 
+ 4a2 q0~0Z(q~, ~p) + 2aq~O(~, ~)O(q~, ~p)) 

• (a + 2a0(~% ~p) + 00;, ~p))- ~, 

where 

OOp, ip')= ~-4~u2 ) ~ dzdue 2 tp(zc- 112 + u)~'(zc- ,I2 _ u). 

The differential of this map at the origin (the new fixed point) is given by 

O ~(O, q,) = sJ~o(~)- 2a4o~0(4o~, ~p). 

From Lemma 6.1 we deduce that D~(0,.) is compact, its spectrum is given by 

Sp (O ~(0,.)) = Sp(sJto)w {0} \{2} 

~ a 
and the first eigenvector is o I = e 1 - 2 ~ 0(eo, 01) %. 

It is easy to verify that the analysis of Chapter 6 can be applied to the operator 
and the fixpoint lp=0. We have again a normal form of T, but with only one 
"relevant" direction: with this modofication, the conclusions of Theorem 6.6 and 
Corollary 6.7 are valid, and we call ~g~ the "diagonalisation map". 

In order to repeat for the susceptibility -N z 2:,, ~d = 2 ((Mn))N,~,y the argument 
used above to calculate the critical index of the free energy, one has to know the 
existence of the thermodynamic limit• This is an open question in the neigh- 
bourhood of the critical temperature (see [16] for a similar problem). 
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We now investigate the susceptibility in the scaling limit. We have 

2 
2N,p,~ = c 2N- 1,p, :~) ,  (7.15) 

where q~¢ = ~ ( J p ( f o ) -  fig.) and ZN,a,4~ = ZN,a,4,. Let p be a fixed positive integer, given 
Q >0  sufficiently small, define/3, by 271/3.-c~1 =~ and sign(/?.-e)=const .  As in 
Lemma 7.5, q~e is of the form 

~=~5~+.0~(/3-c~)~1+~, and ~?~(0)+0,  

where ~ is an "irrelevant vector". Now 

(i; 
and we conclude as for the free energy, that the critical index ?, is given by 

7= lira log2.+p,~.,~ _ logc/2 
.-.oo log(/3.- 00 log21 

One may remark that this value does not depend on p. The value of 7 thus found 
coincides with that of the literature [4,10]. This proves Theorem 7.2. 

Using the thermodynamic limit of Corollary 7.4 one can show in exactly the 
logc 

same way, that in the scaling limit one has 1 - ~ / =  log2~" 

Appendix A 

Perturbation Expansion. We collect here only some considerations and give some of 
the intermediate formulae without proofs. We recall first the definitions: 

c e = 21/2(1 -~), (A1) 

7~ = 1 -  c[ 1, (A2) 

H - /  1~. ~2~. -~21 (A3) n , e - - t - -  ~ e u x e  ix=Tli2z. 

The functions 

%,,(z) = H.,~(z). 2-"ian ! - 1/2 (A4) 

are or~honormalized Hermite polynomials on L2,~. We shall expand below q~, the 
solution of ~4~(cp,)= q~., in these polynomials. Basic to this is the following 

Lemma A1. For ~ ( f ,  O)(z) = re- 112 ~ e- .2 f (zc7  1/2 ..]_  bl)g(ZC2 1/2 - -  u)du we have 

] ) 1 ~ - 1  ' <  ( 2k if fn -n l=k ,  
= c-~ ~+n ' - ~ .  \k+ln-n'l ~--5~-.) n+n' >=k, 

[0 ,  otherwise. (A5) 
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This is shown using the orthogonali ty relations between the ~p,,~ and integration by 
parts. 

We next set 

and make the ansatz [5], [-cf. (1.12), with a change of  normalization],  

q~ ~{~)(z): ~ aj(c~)O j,~(~)(z) , (A6) 
d 

with ai(0 ) = 6io, a2(e ) = c~. If  we represent a function ~o by its series {al}, (p' by {a)} and 
JT(qo, q¢) by {bj}, then it follows from (A5) that  

( 2k ) 1 (17) 
bk= ~ a,a[,, k+[n-n']  ck(n+n'--k)! " ln-n'l<k 

n+n'~k 

Incidentally, Equation (A7) exhibits the unboundedness of  Y (or ~/') cf. the terms 
coming from n = n', n + n' = k. 

Setting 

aj(c 0 = ~ ajj~", e(cQ = ~ e,c~ n, (18) 
n__>O n=>l 

one expands 

c ~ = 2 - 1 / 2 ( l  +od/2el log2 +~z(1/2ezlog2 + l/8(gl log2)2))+(9(o~3). (A9) 

Substituting now (A6)-(A8) in the equation ~(~o~, G)  = ~o~, it is easy to see that  this 
can be solved inductively by solving for increasing powers of  ct. The result is 

ao(~ ) = 1 - ~2/24 + (9(c~3), 

aa(~ ) = _ 12(3(2 _ 21/2))- 1 _}. ~0(~3), 

a3(~ ) = + 12.10(21/2_ 1)- 1 + (9(~3), 

a4(e ) = + 0~ 2. 35 + (9(~3), 

ak(~ ) = (9(e3), k = 5, 6, 7, . . . ,  

g(~) = - ~" 3(2 log2)- 1 _ e2((17 + 18 21/2)(3 log2)- 1) + (9(~3). 

It remains now to solve for e (by inversion of  the power series), and to express each 
~j,, as a formal power series in e and H2k, O, k = 1,...j. This is done easily, using the 
definition of  Hermite polynomials. One notes here that  only a finite number of  
aj(~(e))~j,~ contribute to a term e~Hak.o . This shows that  Equations (5.8), (5.9) hold;  
the bound on the highest power in x follows simply from the fact that  JV" at most  
doubles the degree of  a polynomial. 

Summarizing, we get in particular 

H4,~(x ) = H4,0(x ) - g(21/2 - 1) - 1 log2(H4,o(X ) + 6Hz,o(X) ) 

+ C9(~ 2) 
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and putting everything together 

(p.(x) = 1 - e log2/(144(2 a/2 - 1)2). H4,o 

{ (l°g2)z ( (l°g 2)z ( l o g 2 ) Z )  
+e2 54 +HE'°  -- 2~/227(2~/2-- 1) 2 + 24(2 ~/z-  1)3] 

(l°g2) 2 i 7 + 1 8 . 2  ~/2 (21/2+1)(1og2) 2] 
+ H a ' °  -- (2a/2-1)  2 972 ~ [ ~ - i 7 7 ~  ] 

(log2) 2 . . (log2) 2 ] 
+ H6,o (21/2 _ 1)41296 +t l s ,o  i21/2 Z 1 ~ 1 4 7 2 ~  + (p(e3). 

Appendix B 

Let )Jo~)(~) ..... 2~ m)_ l(e) be the m "relevant" eigenvalues, (i.e. those > 1) at the m-critical 
point c (m> which we parametrize as c~ m) = (2/(1 + 8)) 1/m. Then there is for sufficiently 
small e > 0 no relation of the form 

m - - 1  

21"°(e)= l-I {).~'~)(D} kj, k)e~  +, i < m - 1 ,  (B1) 
j=O 

except the trivial one. 

Proof If  the relation (B1) is to hold, it has to hold in particular up to first order in 
for small e > 0  since the eigenvalues have asymptotic expansions. One finds, 
according to Appendix A, 

~0~ ") = 1 -e0,~@2~, ~ + (9(~2), (B2) 

with 
m--1 

(2 "~T- 1)" -~ 
0 , ,=[1 /2  - - . . . . .  (22)(2m,)~/21 , (B3) 

and 

~ . ) ~ ( z )  = ( 1 ~k . ,~ak . , - : ,~ l  .~- k/2 , . , -  1/z (B4) , - -  a.! ~ W x ~  Ix=(i -1/c(m))l/2g "d" t~, I . 

Therefore, since ~¢g is linear in g, 

2~)(e) = 2 
C~ m)  j 

_ e0,.2(p~s),~ ' = - 1/2 fD-"2 (,.) ~. A,.)-,/2 ±,,~.,,(,.) ¢ .~(m)- -~ _ ,az.,~ 
"~ . ] ~  "F2m,e~, ~e  ~ ° * l W 2 j , e t ' ' e  ~ l ~ ) 2 , 1 - c ( m ) - t  

+ ¢(e 2) 

where we have used (A5). 

(Bs) 
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Therefore (B1) holds up to first order  only if 

m--1 

m-- i=  ~ kj(m-j)  
j = O  

and 

(B6) 

__ = m- l kj j_ (~m)i 2 - -  Z - 2  . (B7) 

Using (B6), we can replace (B7) by the more  convenient  

(22 )  - 2 (2m/) = m~l k. (/2rot 

m+i  
We now claim that  for j > i, m > j > ~ - -  [this value of  j must  occur due to (B6)] 
one has 

> - -  (B9) 

N o w  (B9) excludes that  (B6) and (B7) hold simultaneously in a non-trivial fashion, 
which proves the assertion. 

To prove (B9), we show first that  

m--j  m-- (m + 0/2 
. =< - 1/2. 

r n - - z  m--i 

On the other  hand  the 1.h.s. o f  (B9) is bounded  below by 

- 1 > 1 / 2 ,  m) 
so that  (B9) follows. 
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Note Added in Proof 

The bounds we have given for the derivatives of 1S2 in the proof of Theorem 6.5 are incorrect. We 
thank D. Chillingworth and L. Guimaraez for pointing out this error to us. The corrected version 
will be given in a Lecture Note volume on the subject (in preparation). This will also contain a new 
proof of existence of ~b~. 


