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We wish to examine the conjugate gradient and quasi-Newton minimization algorithms. A 
relation noted by Nazareth is extended to an algorithm in which conjugate gradient and 
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gradient algorithm with a changing metric. 
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Introduction 

In a recent report, Nazareth [7] has pointed out a close relationship that exists 
between the search directions defined by the conjugate gradient (CG) minimiza- 
tion algorithm and the Broyden-Fletcher-Goldfarb-Shanno (BFGS) form of 
quasi-Newton algorithm. It is the purpose of this paper to extend this relation 
and to show that it is specific to the BFGS update. In a companion paper [2] the 
author has discussed how the resulting theorem may be used to motivate a new 
conjugate gradient type of minimization algorithm. 

Background 

We will be discussing two types of algorithm and we wish to begin by 
reviewing these and thus establishing the notation to be used. The first is the CG 
type. Here, as preferred by Powell [8], we will choose for our work the 
Polak-Ribi~re form. Thus, given a function f ( x )  = f ( x l ,  x2 . . . . .  xn) with gradient 
g ( x )  and given a point x0, we set k -- 1 and 

dl = - g o ~ - g ( x o )  (1) 

and then iterate on the following steps: 

Xk=Xk_l+Akdk, (2a) 
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/3k -- ~ g - l '  (2b) 

dk+~ = --gk + [3kdk, (2C) 

k ' c - k + l .  

Here "Yk = gk--gg-1--g(Xk)- -g(xk-1)  and hk is determined by an exact line 
search. 

Now it is well known that this algorithm has quadratic termination, but that if 
dl is not equal to -go the termination property is usually lost. However, a 
modification of the algorithm (2) can regain termination for other choices of dl 
(see AUwright [1], Hestenes and Stiefel [5], Nazareth [7] and Powell [8]). One 
chooses a positive definite matrix H, and defines the transformation of variables 

y = H-1/2X. 

In particular 

Y0 = H-l/2Xo 

and then the CG algorithm is applied in the y-coordinates. Of course, all of the 
standard properties of the CG algorithm then hold in the y-coordinates, so in 
particular finite termination still obtains. If we now take the search directions 
that one obtains in this way and transform them back into the x-coordinates, it is 
straightforward to show that the effect is equivalent to applying a modified CG 
algorithm directly in the x-coordinates. To do this we set k -- 1 and 

dl = - H g o  (3) 

and then iterate on the steps: 

Xk = Xk-1 At- }~kdk, (4a) 

f3k= g  Iw, 
gT1Hgk_ 1 (4b) 

dk+l = --Hgk + f~kdk, (4C) 

k < - - k + l .  

In order to be practical, H must be chosen so that products of the form Hv  (v 
a vector) are easily computed, (i.e. in O(n) operations) but that is not the subject 
of this paper. It is discussed though in the paper [2]. Notice that this algorithm 
does start with a direction different from the steepest descent direction -go. 

The second type of algorithm we wish to discuss is the quasi-Newton (QN) or 
variable metric one. For the QN update formula we will introduce the expression 

U(Xk,  H ,  Ol) ~- ( I  -- 8"~IT'~ / ~IsT~ + 
~ T  

~--~7 ) H  ~ I - ~ -~  ] ff~-~7 -- Otww T (5) 
k 



A. Buckley/ Relating CG & QN algorithms 345 

where 

3' =-- "yk = gk -- gk- l ,  

H3, 6 (6) 
w =-- Wk -- 3~TH3/ ~xT" 

Then, given Xo and a positive definite matrix H0, we start with k = 1 and set 

dl  = - H o g o  (7) 

and write the quasi-Newton iteration as 

Xk "~ X k - I  "~ Akdk, (8a) 

Hk = U (Xk, Hk-1,  ~k) ,  (8b) 

dk+1 = --Hkgk,  (8C) 

k < - - k + l .  

The general form of update (5) may be found in many places (for example [3]). 
We will, as is customary,  refer  to the special case where a = 0 as the BFGS 

update. 
Throughout  this paper we assume that line searches are exact. For  the 

quadratic case this is of course easy to achieve. 

A combined algorithm 

We now wish to define an algorithm which is a combination of the CG and QN 
algorithms (4) and (8). The primary object  is to show that, using the BFGS 
update, the sequence of points one obtains is the same as in the normal CG 
algorithm (2). Hence the proper ty  of termination in at most n steps is preserved. 

We can think of the proposed algorithm in the following way. If we wish to 
apply the modified CG algorithm (4), it may be desirable to periodically change 
the metric, that is, to change H. In this case an obvious way to modify H is via 
the QN update formula (5). Then the quasi-Newton search direction (8c) 
corresponds to a restart of the CG algorithm (4) in a new metric H = Hk. In the 
paper [2] we describe how to dynamically change H in response to the observed 
behaviour of a general function, but here we wish to examine the effect of 
changes in the metric when f is quadratic. In fact  our claim is that the sequence 
of points Xk (k = 0, 1, 2 .... ) remains the same provided that the metric is revised 
by the BFGS formula. 

So, let numbers 0 = Q0 < Q1 < Q2 ... be specified and let the modified CG 
algorithm (4) be applied with a fixed metric from Qi to Qi+, Furthermore,  at each 
point Q~ let the metric be updated by the formula (5). To be more specific, we 
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assume that an initial positive definite matrix Ho is given (we will use /4o-~ I, 
just for simplicity), that dl is then chosen by (7) which, with Ho = / ,  is just (1) 
and that the CG algorithm (2) is applied until xo, is reached. Let  t = Q~. Then we 
update Ho to H1 using (5), 

H1 = U (xt, Ho, 0), 

amd determine dt+1 by 

dt+l = - H l g t .  

This choice of dt+l may be considered as a QN step as in (8c)- -except  that the 

index on H does not happen to be t---or it may equally well be considered as a 
restarting step of the CG algorithm as in (3)--except  that H = H~ and the index 
on x does not happen to be 0. So the point x, is taken as a CG restart  point and 
from xt+l to xQ2 we apply the modified CG algorithm (4) with H = H1. 

It is clear that this restart  procedure  may be repeated at xo2 and indeed at any 
point XQr Thus at each point xQ, we define a matrix Hi using a QN update and we 
restart  from xo, with a QN search direction. 

In order to prove the claim that changes to the metric done in this way have 
no effect on the sequence of points obtained when f is quadratic, we define two 
sequences of points. We obtain x0, x~, x2, ... by the normal CG algorithm (2). (We 
may ignore Fletcher 's  device [4] of setting dk =--gk for k = n + 1, 2n + 1 .... 
because here we are interested in f quadratic, and termination will occur  at or 

before xn.) We also set 20 = x0 and let x0, xl, x2 .... be determined as described 
above by changing the metric at ~Q,, gQ2 . . . . .  To simplify the notation we let H 
denote the matrix defined when a step is taken from the point Xk-i and we let H *  
denote the matrix defined at Xg. Thus H*  is just H if k ¢  Qi for  any i so that no 
update is done at Xk, or H *  is obtained f rom H by (5) with a = 0. We let dk+, 

denote the normal CG direction from Xk and we use dk+~ for  the direction 
obtained with the changing metric algorithm. Then we obtain 

Theorem 1. Suppose  x~ = gi f o r  i = 0, 1 . . . . .  k, assume  

gT_lHgk_ 1 = gT_lgk_ 1 

and 

Hgj = gj f o r  j > k, 

(9) 

(lO) 

where gj = g(xj) and Xk+i, Xk+2 . . . .  are the points  which would be reached f r o m  xk 

(= xk) by the normal  CG algori thm (2). Then 

dk+l  ~--- dk+l, 

gTH*gg = gTgk, 

H * g j = g i  f o r j > k .  

(11) 

(12) 
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Proof. We will use some well-known properties of the CG algorithm with exact 
line searches. Such occasions are noted byL  Now, if no update is done at Sk, 
then H* = H. Thus (11) and (12) are immediate from (10). From (4c), 

w i t h  
dk+l : - - H g k  q- f lkdk 

_ g~H'yk 
flk -- g~  qHgk- l "  

But by (9) and (10), /3k reduces to ~k defined by (2b); then (10) applied again 
reduces dk+l to dk+l defined by (2c). 

On the other hand, if we update H to H* at Xk, we have 

dk+l = - - H * g k  (13) 
with 

/ 8T T 
H*  = ( I -  - ( 1 4 )  

Now 8 = Akdk, T = gk -- gk-1 and 8Tgk = 0"~ SO from (10) and (14) 

H * g k  = Hgk 7THgk 8 (1_5) 
8TT 

T 
"Y gk j 

= gk  - -  d k ~  ak. ( 1 6 )  

But the sequences are identical up to Xk, SO it is easily shown that (16) reduces 
dg+l in (13) to (2c)t. Now, continuing with (15), we have, using (10) and because 
~Tgk = 0 , ,  

"y T H g  k 
g T H * g  k = g T H g  k -- ~ ~Tgk 

= gTg k 

and (11) has been shown. Finally, for j > k ,  8Tgj __ 0t and T gk- lg j  : gTgj = Ot so 

(14) and (10) give 

H * gj = Hgj  -- ~ Tg~Tg 

=gi"  

Applying this theorem inductively then shows that the algorithms generate 
identical points from start to finish. 

T h e  c a s e  Qi  = i 

We simply wish to note the fact that Theorem 1 still applies when an update is 
done on every step. Thus as a special case we obtain Myers'  result [6] that the 
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normal  CG algori thm is identical  to the normal  B F G S  quas i -Newton  a lgor i thm 

when  f is quadra t ic  and line searches  are exact .  

T h e  c a s e  a ~ 0 

Perhaps  the m o s t  interest ing fea ture  of  this paper  is tha t  T h e o r e m  1 is specific 

to the B F G S  algori thm, i.e. to the case a = 0. It  is simple to cons t ruc t  an 

example  (almost  any  one will do) to see that  the theorem does  no t  hold w h e n  

a ~ 0. For  example ,  with the D F P  update  (a  = TTHT), 

f ( x )  = ½x T 2 x, 

1 

x T = (1, 1, - 1 )  and Q~ = 2, one  finds that  xi = JTi fo r  i = 0, 1 and 2, but  tha t  

dT= (_l 7 ~), d3 ~=3(7 -4  0). 

In  fact ,  we see here that  using the D F P  upda te  p reven t s  te rminat ion  at x3, so that  

this example  also demons t ra t e s  that  the changing  metr ic  C G  algor i thm does  no t  

retain the p rope r ty  of  n-s tep finite te rminat ion  w h e n  ot is chosen  to be non-zero .  

To see w h y  it is so easy  to cons t ruc t  this example ,  one only  has to  examine  

step (16) of  the p roo f  of  T h e o r e m  1. One  finds that  H*gk conta ins  c o m p o n e n t s  

along direct ions o ther  than gk and dk when  a is non-zero .  
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