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The Fermat-Weber location problem is to find a point in N" that minimizes the sum of the 
weighted Euclidean distances from m given points in N". A popular iterative solution method for 
this problem was first introduced by Weiszfeld in 1937. In 1973 Kuhn claimed that if the m given 
points are not collinear, then for all but a denumerable number of starting points the sequence 
of iterates generated by Weiszfeld's scheme converges to the unique optimal solution. We demon- 
strate that Kuhn's convergence theorem is not always correct. We then conjecture that if this 
algorithm is initiated at the affine subspace spanned by the m given points, the convergence is 
ensured for all but a denumerable number of starting points. 
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Let a ~, . . . ,  a m be m dist inct  points  in R". Suppose  that  each poin t  a i, 1 ~< i ~  m, is 

associated with a positive weight wi. The Ferma t -  Weber location problem [6, 9] is 

to find a po in t  in N" that  will minimize  the sum of  the (weighted) Euc l idean  distances 

from the m given points:  

m i n f ( x ) =  ~ w,] lx -a i} l .  (1) 
i = l  

It is well k n o w n  that if the data points  are not  col l inear  the objective is strictly 

convex, and  therefore has a un ique  op t imum.  ( In  the col l inear  case at least one of 

the points  a l, . . . ,  a "  is opt imal  and it can be found  in l inear  t ime by the algori thm 

in  [1].) 

There are several infinite schemes to solve the F e r m a t - W e b e r  locat ion p rob lem 

[2-4, 6, 8, 10]. One of the most  popu la r  algori thms was discovered by Weiszfeld 

[10]. It has since been analysed extensively in [5] and  [7]. The algori thm is based 

on the fol lowing mapp ing  of N" into the convex hul l  of a 1, . . . ,  am; 
I m i --1 i 

r (x )=~ ZL, w, llx-a'}}-I if x # a ' , . . . , a  , (2) 
[ a '  if x =  a i for some i =  1 , . . . ,  m. 

Weiszfeld 's  algori thm is defined by the fol lowing iterative scheme: 

x r+~= r ( x r ) .  (3) 
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Notice  that  the sequence  of  iterates {xr}, r = 0, 1, 2 , . . . ,  may  in general  contain 
irrat ional  elements.  Theoret ical ly ,  it is not even clear to us what  should be  the 
correct precis ion for  rat ional  approx ima t ions  to the iterates, such that  the scheme 
(3) will generate  an e - app rox ima t ion  in efficient time. (Assume rat ional  data.)  

Convergence  results o f  the above algori thm are discussed in [5, 7]. In [7] K u h n  
cla imed that  the sequence  {x"}, r = 0, 1, 2 , . . . ,  converges  to the unique op t imum 
for  all but  a denumerab le  n u m b e r  of  start ing points  x °. Katz  [5] derived results on 
the (local) rapidi ty  of  the convergence.  Specifically, if the op t imum is not one of  
the m original points  then the convergence  is always linear. However ,  when the 

o p t i m u m  coincides with an original point  convergence  can be either linear, super- 
linear, or sublinear.  (It  is not at all clear whether  testing the opt imal i ty  of  an original 
poin t  can be done  in po lynomia l  time.) 

In this note  we point  out a flaw in the main  convergence  result of  [7]. It  is stated 
in [7] that  if  the points  a 1, . . . ,  a m are non-col l inear ,  then for  all but a denumerab le  
n u m b e r  o f  initial points  x °, the sequence {xr}, defined iteratively by (3), converges 

to the unique opt imal  solution. The  a rgument  of  the p roo f  is based  on the claim 
that  for each a i, i = l , . . . ,  m, the algebraic  system T ( x )  = a ~ has a finite n u m b e r  of  

solutions.  We show that  the non-col l inear i ty  is not sufficient to ensure the validity 
of  Kuhn ' s  convergence  theorem.  In part icular ,  we demonst ra te  that  the system 

T ( x )  = a ~ can have a con t inuum set o f  solut ions even when the points  a ~, . . . ,  a "  

are not collinear. Using (2) and (3), it will then fol low that  Weiszfeld 's  a lgor i thm 
fails to converge when it starts at any point  of  the above con t inuum set. 

Example  1. Cons ider  the unweighted p rob l em in ~3 defined by the four  points  
a 1 = (1 ,  0 ,  0 ) ,  a 2 = (0 ,  l ,  0 ) ,  a 3 = ( - 1 ,  - 1 ,  0) and a 4 = (0, 0, 0). It is easily verified that  

T ( x )  = a 4 for  any x = ( - ~ ,  - ~ ,  x3) in ~3. However ,  the point  a 4 is the opt imal  point.  

Example  1 contradicts  a s ta tement  in [5, Section 5], which claims that  if  a ~ is the 
opt imal  poin t  the system T ( x )  = a i has a finite n u m b e r  of  solutions. 

The next  example  demons t ra tes  that  the system T ( x )  = a ~ can have a con t inuum 
set o f  solut ions even if a i is not opt imal .  

Example  2. Consider  the p rob lem in ~3 defined by  a t = (1, 0, 0), a 2 = ( - - l ,  0 ,  0 ) ,  

a 3 = ( 0 , 0 , 0 ) ,  a 4 = ( 0 , 2 , 0 )  and a 5 = ( 0 , - 2 , 0 ) .  Let w l = w 2 = w 3 = w s = l  and w4=3.  
Cons ider  the point  a 3. (a  3 is not opt imal  s i n c e f ( a  3) = 10 > f ( ( 0 ,  1, 0)) = 2,,/2 + 1 + 3 + 
3 = 7 + 2 , / 2 . )  We show that  the algebraic  system T ( x ) = a  3 has an infinite number  
of  solutions. Consider  the points  x = (0 ,  x 2 ,  x3) .  T ( x )  = a 3 is equivalent  to the system 

3a 4 a 5 
+ =0 .  

IIx-a411 [fx-aSII  

Therefore ,  6~/(x2 + 2 ) 2 +  x~ = 2,/(x2 - 2 ) 2 + x ~ .  Thus,  all points  (0, x2, x3) on the circle 
2 9 satisfy T ( x ) = a  3. (x2+~)2+x3 =~ 
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In view of  the above examples we conjecture that if the non-collinearity is replaced 
by the stronger assumption that the convex  hull o f  the points a 1, . . . ,  a m is o f  full 
dimension,  then the algebraic system T ( x )  = a i has a finite number of  solutions for 

i = 1, . . . ,  m. Phrased differently, the conjecture is that for each i = 1 , . . . ,  m, there 
is a finite number of  solutions to T ( x )  = a ~ in the minimal affine set containing the 
points a 1 , . . . ,  a m. (Note  that if a i is an extreme point of  the convex  hull o f  a ~ . . . .  , a ' ,  
then x = a i is the unique solution to the system T ( x )  = a~.) If the conjecture is true 
then Kuhn's arguments will imply that whenever  Weiszfeld's scheme is initiated at 
the affine set containing the points a ~ , . . . ,  a m, convergence is guaranteed for all 

but a denumerable number of  starting points. 
Finally, we pose an interesting question which fol lows from the above discussion. 

Using the results in [5, 7] one can easily find, in finite time, a rational initial point 
x ° for which the respective sequence of  iterates generated by Weiszfeld's scheme 

converges to the optimal solution. Assuming that all data are integer, can such a 
point x ° be found and computed in polynomial  time? 
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