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This paper establishes a set of necessary and sufficient conditions in order that a vector x* 
be a local minimum point to the general (not necessarily convex) quadratic programming prob- 
lem: 

minimize pTx + ½xT Qx, subject to the constraints Hx >__ h. 

Introduction 

In the last two decades much  effort has been devoted to the prob- 
lem of optimality conditions in nonlinear programming. Since John's 
paper [2] and that of Kuhn and Tucker [3] in which they established 
their famous conditions for the convex case, which are at the same time 

necessary local criteria for the general case, a number of papers appear- 
ed on the subject. Recently Orden [5], Ritter [6], McCormick [41 and 
Fiacco [ 1 ] gave new insight into the problem by extending the classical 
methods using second derivatives. 

A rough summary of the results is as follows: 
(1) If a feasible point x* is a local minimum point and at this point 

certain regularity assumptions hold, then there exist nonnegative La- 
grange multipliers so that the Kuhn-Tucker conditions hold and in ad- 
dition to that the Hessian matrix of the Lagrangian function must be 
positive semidefinite on the polyhedral cone which is the intersec- 

* This paper was presented at the 7th Mathematical Programming Symposium 1970, The 
Hague, The Netherlands. 
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tion of  the polar cone of  the set of  feasible directions at x* with the 
orthogonal subspace to the normals of  the strictly binding constraints 
[4].  

(2) If  at x* in addition to certain regularity the Kuhn-Tucker condi- 
tions hold and the Hessian matrix of  the Lagrangian function is positive 
definite on the subspace which is the orthogonal complement  of  the 
normals to the strictly binding constraints at x*, or positive semidefi- 
nite on some extension of  the latter set then the point is a local mini- 
mum point [ 1, 4] .  

A binding constraint is said to be strictly binding if the correspond- 
ing Lagrange multiplier is positive. 

The only essential difference be tween  the necessary and the sufficient 
conditions is the set on which the nonnegativity of  the Hessian matrix 
is required, and by using second order derivatives only we may not  
hope to fill this gap. In this paper we show that in the case of  quadratic 
programming we are able to get a stronger result than can be obtained 
by specializing Fiacco's theorem [1],  by showing that the conditions 
which are only necessary in the general case are sufficient ones, as well. 

Quadratic programming 

L e t H b e  an m by n real matrix and assume that x* E ~ = {x [Hx >~ h}. 
Denoting by H i the i-th row of H, we define the set of  subscripts I* by 
I*  = (iLHix* = hi}. Let finally Q be any given symmetric n by n real ma- 
trix, then q (x  ) = pT x + ~ x T Qx defines a general /not  necessarily convex/ 
quardatic function. 

Theorem.  Necessary and sufficient conditions that x* be a local mini- 
mum point to the quadratic programming problem 

min q(x) 

x E 6 g  (1) 

are that there exists an m-vector u* such that the Kuhn-Tucker condi- 
tions 

p + Q x *  - H r u  * = 0, (2) 

- h  + H x *  >-_ O, (3) 
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U* >= O, 

( - h  + Hx*)Tu * = 0 

hold,  and such that  for  every n-vector  w where  

H i w = O  f o r a l l  i E J * = { i l u * >  O} 

H iw>=O fo r  all i ~ I * - J *  

it fol lows tha t  

wTQw>=O. 

361 

(4) 

(5) 

(6) 

(7) 

(8) 

Proof. The  necessi ty  o f  the condi t ions  can be ob ta ined  by  specializing 

McCormick ' s  t heo rem [4, T h e o r e m  4] .  
Before  proving the suff ic iency we men t ion  two lemmas.  

Lemma 1. Assume that  c ¢ 0 and 

T he n  

cTx  
lim 
x~x  0 x T Q x  

0. o * o. 

- 0 .  

Proof. Clearly CTXo = 0. Thus  f rom the re la t ion xTQxo = 0 it fol lows 
that  

c T cTx  (X --X o ) 

xT Qx 2x T Q ( x - X o )  + ( X - - x 0 ) T  Q ( x - x  O) 

Let  specially x = x o + tc where  t is a real number ,  t -+ 0 implies x ~ x 0 
i.e. 

c 2 c 2 
lim - - O. 
t-+O 2X~ Qc + tc T Qc 2x~ Qc 

cont rad ic t ing  to  c ¢ O. 
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Lemma 2. Let  us assume that  the condi t ions  (2)-(8) hold  and let 

W={wl Ilwll = 1,Hiw>=O iEI* ,  wTQw<O}.  

Then we have 

2(u*)THw 
e = inf  > 0. 

wEW --W T Qw 

Proof. Clearly e >-_ 0. Assuming that  e = 0 we have a sequence ~ w k ) c W 
with the p roper ty  tha t  

2(u*)  T Hw k 
lim = 0. 

Qwk 

As the sequence {w k) is bounded,  it has a densi ty  point  w 0. Fo r  this 
the fol lowing relations hold  

IIw 0 I1 = 1 (13) 

H iw o >= 0 for all i ~ I *  (14) 

2(u*)THwo = 0 (15) 

w~ Qw o ~ O. (16) 

By L e m m a  1 and by the inequal i ty  (16) we know that  

w T Qw 0 < 0. (17) 

F rom (4), (14) and (15) it follows that  

H i w  0 = 0 f o r  al l  i E J * .  ( 1 8 )  

The relations (14), (18) and (17) cont radic t  to  the assumed validity o f  
(6), (7) and (8). 

Now we are able to prove the suff iciency of  our  op t imal i ty  condi- 
tions. 
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Let us assume that all the conditions (2 ) - (8)  hold. Using (2) we get 

q(x)• - q(x*) = (u*)T H(x- -x  *) +½(x--x*) T Q ( x - x * ) .  (19) 

Define e by 

2(u*)T Hw 
e = inf 

wEW --W T Qw 

Let us choose any x ~ ~/ such that  

Clearly 

whence 

and 

[Ix-x* II < e. (20) 

H i ( x - x * )  >= 0 for all i ~ I* 

(u*)T H(x - - x  *) ~ 0 

(21) 

(22) 

(u*)TH(x--x *) = 0 (23) 

holds if and only if 

H i ( x - x * )  = 0 for all i ~ J*. (24)  

Assuming this tO be the case, (19) yields 

q(x) - q(x*) = ½ ( x - x * )  T Q ( x - x * ) .  

We see that w = x - x *  satisfies (21) and (24) therefore it satisfies (6) 
and (7) whence we have by that 

,q(x) >= q(x*). 

In the opposite case we have 

(u*)T H(x- -x  *) > O. 
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Now we use (19) in the following slightly modified form: 

q(x)  - q(x*) = [Ix-x* II (u ,)T H X--X* 
Ilx - x * II 

+ IIx-x*ll ( x - x * )  T x - x *  -] 
2 !lx-x*ll Q IIx-x*II J 

If (X--x*)TQ(x--x *) ~ 0 then the right hand side is positive. Finally if 
( x - x * ) T Q ( x - x  *) < 0 then by Lemma 2 and (20) we know that 

X--X*  
2(u*) T H 

IIx - x *  II 

( X - - X * )  T X - -X* 
Q 

I lx-x*  II I lx-x*  II 

>__ e > I lx-x*l[ .  

From this we get immediately 

q(x) >= q(x*),  

and the p roof  is complete. 
As an important  special case we mention the following 

Corollary. Necessary and sufficient conditions that x* be a local mini- 
mum point to the general quadratic programming problem: minimize 
q(x) subject to the constraints A x  > b, x >= O, are that there exist vec- 
tors y*,  u*, v*, such that the conditions 

(::): 
(x,) > 0 ,  > 0 ,  

v* = y* = 

(u,)T (x,) 
v* y .  = 0 

hold and such that for every n-vector w where 
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Aiw=O if y * > O ,  

A i w  ~ 0 if V* = y* = O, 

w/=O if u ? > O ,  

w/>__o if x?=u?=O, 

it follows that 

wT Q w  ~= O. 
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