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We derive a general principle demonstrating that by partitioning the feasible set, the duality gap, existing between 
a norlconvex program and its lagrangian dual, can be reduced, and in important special cases, eren eliminated. 
The principle can be implemented in a Branch and Bound algorithm which computes an approximate global 
solution and a corresponding lower bound on the global optimal value. The algorithm involves decomposition 
and a nonsmooth local search. Numerical results for applying the algorithm to the pooling problem in oil refineries 
are given. 
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I n t r o d u c t i o n  

Many  engineer ing design problems give rise to nonl inear  programs of  the form 

(P~)  min {fo(q, x) :  q ~ Q ,  x ~ X ( q ) }  

where  Q is a nonempty  subset of  ~P and X(q) is g iven by 

X(q) = ( x ~  E":  ~ ( q ,  x)  ~<0, i =  1 . . . . .  re l .  

In most  applications,  the object ive  func t ionf )  and the constraint  funct ions {f: i >~ 1 } are not 
jo in t ly  convex.  On the other  hand, they possess "par t ia l  c o n v e x i t y "  in the sense tbat for 

every  fixed q ~ Q ,  the f u n c t i o n f ) ( q ,  • ) is a convex  function, and X(q)  is a convex  set. 

Moreover ,  the d imension  of  q is rauch smaller  than the d imension  of  x (p  << n) .  Thus a 

natural approach to solve (Po)  is by decomposi t ion:  

(Po)  min ( q ~ ( q )  =: min f , ( q , x ) ~ .  
q ~ Q  x~X(q)  . )  

The inner problem is then a convex program, while  the outer  p rob lem is a nonconvex  
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program, but of small dimension. An extra difficulty is caused by the fact that ~( - ) may 
well be a nonsmooth function (e.g. if the inner problem is not uniquely solved for certain 
q's). While the nonsmoothness can be dealt with satisfactorily (see e.g. [3] ) due to the 
availability of good algorithms (such as the Bundle Trust method of Schramm and Zowe 
[ 11 ], or the R-algorithm of Shor [ 12] ), it is the nonconvexity of the outer problem 

min q~(q) ( 1 ) 
q ~ Q  

which poses the main challenge. 
An important issue in global optimization is how to estimate the quality of a candidate 

solution ~ (obtained, perhaps, by multi-start local search, or any other heuristic). Such an 
estimate can be obtained by finding a tight lower bound L for problem ( l ) ; the quality of 

is determined then by how small is the gap ~(q) - L .  
The most general way to obtain lower bounds on the value of (Pa) is by duality. A dual 

problem (Da) is constructed in terms of the Lagrangian 

L(q, x; y) =: f~(x, q) + ~ YJi(q, x) (2) 
i ~ l  

by 

(Do) m a x { h ( y ) = :  min L(q,x,y)), 
)ù>~0 qEQ,+~ 

rendering a lower bound due to the weak duality relation: 

min(PQ) >~ max(Da). 

Unfortunately, strict inequality usually holds, due to the nonconvexity of (P+), and the 
duality gap 

min(P a) - max(D a) (3) 

may be large, in which event the duality approach is not useful. 
In this paper we show a general way to reduce the duality gap, by partitioning the set Q. 

Let { Qi: i + I} be such a partitioning, i.e. 

Q=U Qi; 
i c l  

let (Pa,) denote the primal problem (PQ) with Q = Qi and let (Da,) be the corresponding 
dual problem. We prove in Section 1 that 

min (Pa) >~ min { max (DQ,) } >~ max (D a). 
i ~ l  

The right-hand side inequality is typically strict, in which case the duality gap (3) is strictly 
reduced by using the improved Iower bound 

L = min{ max(Da, ) }. (4) 
i ~ l  
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Later in the paper, we concentrate mainly on a special case of problem (Po) ,  which is 
linear in x for fixed q: 

min {cTx: A(q)x<~b, x>~O, q •  Q}. (5) 

Here Q is a polytope in N~', and for •ach q • Q, A (q) is an m × n real matrix. Such models 
arise in optical design of water distribution networks (see e.g. [ 1, 8 ] ), the pooling / blending 
problem in oil refinery (see e.g. [4, 5 ] )  and in fact, any other bilinear programming 
problems. 

For problem (5),  we show in Section 2 that for any prescribed tolerance « >  0, if the 
partition {Qi: i • l }  is fine enough, then 

0 < min(P  o) - min{ max(Do,)  } < «. (6) 
iE I  

In Section 4, we outline branch and bound type algorithms, combined with a (nonsmooth) 
local search algorithm for problem (1) ,  which finds a candidate solution q, and which 
realizes the error estimate (6).  In Section 5 we apply the algorithm to the Pooling Problem 
and give numerical results. 

Of course, to compute the lower bound L in (4),  the dual problem (D•,) has to be solved 
for every i • I, therefore, this must be an easy problem. For the primal problem (5),  the 
dual problem is a semi-infinite linear programming problem 

max{ --bTy: A(q)Vy+c>~O Vq•  Q} (7) 

clearly not an easy problem in general. However, in some important situations, which 
include the applications mentioned above (and in particular the bilinear case), we show in 
Section 3 that (7) reduces to a usual linear programming problem. 

A related approach to the global optimization of problem (Po) can be found in the papers 
by Floudas and Visweswaran [ 6]. Visweswaran and Floudas [ 13 ] and Floudas and Viswes- 
waran [7].  In these works, a decomposition approach is also used, and dual bounds are 
estimated via certain relaxation of the dual problem. The approach involves also some 
specific partitioning of the feasible set. 

1. Reducing the duality gap 

Let { Qi: i • I} be a partition of Q, i.e. 

U Qi=Q. 
i E l  

Corresponding to the/th part of Q, we have the primal problem 

(PQ~) minÜò(q, x): q•Qi ,  x~X(q) } 
ùx-. q 

and the dual problem 
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(DQ~) m a x ~ h i ( y ) = :  min L(q, x, y)~ 
y > ~ 0 ~  q ~ Q i ,  a" 

where L is the Lagrangian (2).  

We state now a simple but fundamental result showing that a reduction of the duality gap 
(3) can be achieved by partitioning. 

L e m m a  1. 

min (Pe)  >~ min { max (De,) } >~ max ( D e) .  ( 8 ) 
i E l  

Proof. 

min (Po) = min { min (PQ«) } >~ min { max (DQ,) }, 
i ~ l  i ~ l  

by weak duality for the pair (PQ,), (DQ,) ; hence the left-hand side inequality in (8) holds. 
Now, 

max(DQi ) = max hi(y), 
y>~O 

but, for every y, 

hi(y)= min L(q,x,y)>~ min L(q,x,y) 
qŒQi,r  q ~ Q , x  

since Q~ c Q. Hence, for every i ~ l, 

max(DQi) >~max min L(q, x, y) = m a x ( D Q )  
y>~O q ~ Q , x  

proving that the right-hand side inequality in (8) holds. [] 

Example  1. The following is a reformulation of a well-known test problem in global 
optimization, the so-called Haverly Pooling Problem - Case 1 (see e.g. [4; 5, Section 6] 
and explanation in Section 5, this paper).  

(Ho)  min ( - x j  - x 2 )  
q Œ ~ 2 , x ~ R 6  

- x l  - (6ql + 1 6 q 2 - 9 ) x 3 - x 5  =0 ,  

- x 2  - (6qj + 16q2 - 15)x4 +5x6 =0 ,  

x3 + x5 ~< 100, 

x4 +x6 ~< 200, (9) 

(3q~ +q2 - 2.5)x3 - 0.5x» ~<0, 

(3q~ +q2 - 1.5)x4 + 0.5x6 ~<0, 

xi>~0, i = 1 , 2  . . . . .  6, 

q~Q=:{(ql, q2): ql +q2 = 1, qj >~0, q2 >/0}. 
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The global m i n i m u m  of ( H e )  is known [5, p. 59]:  

m i n ( H e )  = - 400. 

Since (Ho)  is of  the special form (5) ,  its dual is of  the form (7 ) ,wh ich  here becomes 

(DHQ) max ( - 100y3 - 200y4) 
.v~~ 6 

- y j  - 1 > ~ 0 ,  (10)  

-Y2 - 1 >~ 0, 

- ( 6 q ~ + 1 6 q 2 - 9 ) y ~ + y 3 + ( 3 q ~ + q 2 - 2 . 5 ) y s > ~ 0 ,  Vq~Q, 

- ( 6 q ~  +16q2-15)y2+y4+(3ql + q 2 - 1 . 5 ) y 6 > ~ 0 ,  Vq~Q, 

- y J  +y3 - 0 . 5 y 5  >~0, (11)  

5y2 +Y4 + 0.5y6 >i-0, 

y3>/0, y4>/0, ys~>0, y6>~0. 

In (10) ,  ( 11 ), it suffices to consider  instead of all q ~ Q, just  the extreme points of  the 

uni t  s implex Q (see Section 3) and thus (DH e) is a l inear program, and its optimal value 

is computed to be 

m a x ( D H e )  = - 500. 

The duality gap is then 

min  ( H e)  - max ( DH e) = ( - 400) - ( - 500) = 100. 

We  now consider  a natural partit ion of the unit  s implex (9 ) :  

Q=QI UQ2 

where 

QJ = {(q~,  q2): q~ + q 2  = 1, 0 ~ q l  ~<0.5, q2 >/0}, 

Q2 = {(qJ,  q2): ql +q2  = 1, 0.5--,< ql ~< 1, q2 >/0}. 

We obtain the fol lowing optimal values for the corresponding dual problems (for more  

details see Section 4) :  

m a x ( D H e , )  = - 4 0 0 ,  m a x ( D H e ,  _) = - 100. 

The dual bound  L, for this partition, is then 

L = min  { m a x ( D H e )  } = min(  - 400, - 100) = - 400 
i-- 1.2 

and the duali ty gap is reduced to zero, 

m i n ( H e )  - L = 0 .  
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2. Closing the duality gap 

The duality gap 

min(PQ) - min{max(Do~) } (12) 
i ~ l  

may be further reduced by repartitioning the sets Qi (i ~ I).  Can this process be continued 

until, for a partition which is fine enough, the gap becomes arbitrarily small? First, we have 

to quantify the concept of  a "fine partition". Thus, let { Q / i  ~ I} be a given partition, and 
for each i ~ I, let ti and qi be the radius and center, respectively, of the smallest ball containing 

Q» We call 

t=t( {Qi}) = max{ti: i~l} 

the radius of the partition { Qi: i ~ I}. 

The hope that the duality gap can be made arbitrarily small is based on the partial 
convexity assumption mentioned in the Introduction: 

( A I )  Vq~Q, thefunctionsfi(q, . ) , i = 0 , 1 ,  . m ,  areconvex. 

We also need a regularity condition: 

(A2) Vq ~ Q, the feasible set X(q) satisfies Slater' s condition ( see e.g. [ 10] ). 

Let the radius of partition reduce to zero, i.e. t = 0 and the set Qi is reduced to the singleton 

{ qi}. Then 

min(Po) >~ min max(D/q,/) = min min(P/q~~) = min(Pe) .  
i i 

The first equality holds, since by assumptions (A1),  (A2) ,  (P{qi}) is a regular convex 

program, and hence, strong duality holds between it and its dual (D{qi}). It follows that 
when t = 0, 

min(Pe)  = min{ max(De, ) } 

and the duality gap is eliminated. 

Of course, partitions with radius t = 0 should be taken only in a "limiting sense", but, if 

one can show that the duality gap (12) as a function of  the partition's radius t, is continuous 

at t =  0, then one is assured that for any prescribed e >  0, there is a fine enough partition 

{Qi: i ~ I} for which the duality gap (12) is at most e. The rest of  this section is devoted to 

this continuity question, and we restrict ourselves to the special case of problem (5). The 
primal problem is then "partially linear": 

(PLo) min {cŒx: A(q)x~<b, x>~O, q~Q} 
q ~ ~P,x E ~n 

and we assume that: 
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(A3) Q is a polytope in ~P, and for each q~Q, A(q) is an m×n matrix, whose ij- 
element A,:j(q) is a continuous function on Q. 

Note that for problem (PLQ), Assumption (A1 holds and (A2) is superfluous. A dual 

problem for problem (PL o) is given by 

max min {cTx+yT(A(q)x--b)} 
.v>~O q ~ Q , x ~ O  

which reduces to a semi-infinite linear program: 

(DPLo) m a x { - - b T y : A ( q ) T ( y ) + c > ~ 0  Vq~Q} 
y>~O 

Let { Q / i  ~ l} be a partition of  Q with radius t, and let the center of  the circumscribing ball 

of Qi be % We need to study the continuity at t = 0 of  the function 

di(t ) =:max{ --bTy, A(q)T(y) +c~O Vq~B«~(t) } (13) 
y >~ 0 

where 

Bq,(t) = : { q E N P :  I Iq-qi l l  ~<t} 

is the ball of radius t with center at q# For fixed q ~ B« (t),  the jth constraint in ( l 3) is 

aA q) ~y + ci >~ O 

where ai(q) is the jth column of  the matrix A (q). The continuum of constraints in (13) 

can be equivalently expressed by the following n constraints 

Gj(y, «) >~0,j = 1 . . . . .  n 

where the function G}: ~"'× [0, w) --* N is defined by 

G~(y, t) =:min{aj( q)Vy+ci: q~B«,( t) }. (14) 
q 

The function di(t) is (13) is now given as an optimal value function of a mathematical 

programming problem: 

d~(t) =max{ -bVy: G}(y, t) ~>0, j =  1 . . . . .  n}. (15) 
y~>O 

To study the continuity properties of  the functions at,.(t), i = 1 . . . . .  m, it suffices to consider 
the following function: 

~0(A) =: min{bTy: gj(y, A) ~ 0, j = 1 . . . . .  n} (16) 
y ) O  

where 

gj(y, A) =:max{ -ai(q)ry-cj:  I Iq -q l l  ~A}. 
q 

(17) 

Note that gj ( . ,  A) is a closed convex function in y (VA>~0) since it is the pointwise 

maximum of affine functions. 
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In what follows, we shall use various continuity concepts of single and multivalued 

mappings. The definitions and several results we employ are taken from the book by Bank 

et al. [2]. 
We next prove: 

L e m m a  2. gj is lower-semicontinuous ( l.s.c.) on [Rm x {0}. 

Proofl Let y ~ 0~'" be fixed and consider sequences Yn ~ R"', A,, >~ 0 converging to y and 0 

respectively. 

Now, 

gj(y,,  A, , )=sup{- -a i (q )Ty , , - - c ) :  I Iq -4 l [  ~<A} 

> - aj(4) ~ Y,, - c), 

hence 

lim gi(Y,, &,) ~ lim ( --aj(4)T y,,--C a) 

= - a / ( 4 ) + y  c)=gi(y,  o) 

proving the claimed 1.s.c. property. [] 

Let us denote the feasible set in (16) by 

M(A) =: {ye  R'": gg(y, A) ~<O,j= 1 . . . . .  n}. 

In particular, 

M(0)  = {y: a/(cl) T y+c j  >~0, j =  1 . . . . .  n}. 

We further denote 

M°(A) = {Y~ N'": gi(Y, A) < O , j =  1 . . . . .  n}. 

In particular, 

M°(O) = {y~ R": ai(~l)y+c) > o , j =  1 . . . . .  n}. 

The nonnegative orthant is denoted by F, 

F =  {y~Em:  y>~O}. 

L e m m a  3. Assume that M ° ( 0 ) ~ 0 ,  then g/ is upper-semicontinuous (u.s.c.) on 
M°(O) ×{0}.  

Proof.  S ince gj( -, A) is convex (VA >~ 0) it is continuous on the open set M °(0) and so 

lim sup gj(y,,  A,, = l im  sup gj(Yo, )t,,) Vyo ~ M ° ( 0 ) .  (18) 
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We show next that 

gj(Yo, ") is u.s.c, at A = 0. 

Set 

By 

(19) 

p(A) =:gj(y(» A ) = s u p { - - a j ( q ) T y o - - C j :  I[q--q[I ~<A}. (20) 

[2, Theorem 4.2.2 (1 ) ]  p is u.s.c, at A = 0  since the objective function is (20) is 
continuous and the feasible set is clearly l.s.c.-B in A. By (18) and (19),  

lim sup g;(Yn, An) <~gj(Yo, O) Vyo ~ M ° ( O )  

proving that gj is u.s.c, on M °(0) × {0}. [] 

L e m m a  4. The multivalued mapping M(  A ) N F is closed at A = O. 

Proofi  F i s  a closed set and the functions gj are 1.s.c. on E m x  {0} by Lemma 1. Hence by 
[ 2, Theorem 3.1.1 ], M A  F i s  closed at A = 0. [] 

L e m m a  5. I f  M °(0) C~ F ¢  0 then M(A) N F is l.s.c.-B at A = O. 

Proof. By Lemma 2, gj are u.s.c, on M ° ( 0 )  X {0}. Moreover, F is convex, g;( -, 0) are 

convex and by assumption M °(0) N Fv~ 0. It follows from [ 2, Theorem 3.1.6 ] that M N F 
is 1.s.c.-B at A=0.  [] 

Combiningtheaboveresul ts ,  we havethedes i redcont inui tyof thefunct ion ~(A)def ined 
in (16).  

Theorem 1. I f  the following regularity condition holds: 

3y>~O suchthat  a j (Z l )y+Q>O V j = I  . . . . .  n, 

then ~b(A) is continuous at A = O. 

(21) 

Proof.  Note that according to our notation 

~b(A) = min{bTy: y ~ M ( A )  NF} .  

We showed in Lemma 5 that 
(i) M(A) N F i s  1.s.c.-B at 1 =0 .  

Also, the following is clear: 
(ii) M(0)  is a closed convex set (in fact a polyhedral set) 

(iii) M(A) N F i s  a convex set VAx>0 (by the convexity of  g ( . ,  1 ) )  
(iv) M ° (0) N F #  0 (This is precisely the regularity condition ( 21 ). ) 
(v)  M A  F i s  closed at 1 = 0 (by Lemma 4). 

By [2, Theorem 4.3.3] the conditions ( i ) - ( v )  suffice to ensure the continuity of  ~b at 
A=0.  [] 
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Comparing the functions d~(t) in (15) to ip(A) in (16),  we see from Theorem 1, that to 

ensure continuity of d~(t) at t = 0 for all i ~ I, it suffices to impose the following "Slater 

condition": 

(A4) Vq ~ Q, there exists y >~ 0 such that 

A(q)Ty+c>O. 

We state now the main result showing that the duality gap can be made arbitrarily small 
if the partition is fine enough. 

Theorem 2. Consider the problem (PL(~) and suppose assumption (A3) and (A4) hold. 

Then, for et, ery « > 0 ,  there exists a partition {Q~: i ~ l }  with radius t e>0,  such that the 
duality gap 

G (G) = min (PLQ) -- min max (DPL o ;) (22) 
i ~ I  

is smaller than «, i.e. 

O<~G(G) < e. 

P r o o f .  For any partition { Qi: i ~ I} with radius t > 0, 

Qi cBqi(t) V i ~ l ,  

and so 

max(DLPoi ) >~ di(t) Vi ~ 1. 

Hence, the duality gap G(t) based on this partition satisfies 

G(t) <~ min(PLo) - min{di(t) }. (23) 
i ~ I  

Denote the right-hand side of (23) by H(t) .  Under the assumptions (A3) and (A4) it 

follows from Theorem 1 that 

Hit)  is continuous at t = 0 .  (24) 

If t = 0, then 

Qi = {qi } =Bei(0) 

and so equality holds in (23),  i.e. G ( 0 ) = H ( 0 ) .  Moreover, as previously discussed, 
G(0)  = 0, hence 

G(0)  = H ( 0 )  =0 .  (25) 

It follows from (24) and (25),  that for every e > 0 ,  we can find a partition with a small 

enough radius t« > 0 such that 
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H(t~) < « 

and so, by (23), 

G(t«) < «. [] 

3. Solving the dual problem 

To generate a lower bound for the optimal value min(PLo), based on a partition { Qi: i ~ I}, 
a dual problem has to be solved for each i ~ I: 

(DPL~i) max{-bVy:  ai(q)Ty+cj  >~0 V q ~ Q i , j  = 1 . . . . .  n}. 
y~O 

This semi-infinite linear program can be greatly simplified in many important situations 
covered by the following result. 

Theorem 3. Under assumption ( A3 ), if, for  each j = 1 . . . . .  n, the jth constraint function 

v j(q) =a;(q)Vy+% 

is quasi-conca~,e and Qi is a polytope, then (DPLol) is equivalent to the following finitely 

constrained linear program 

max{ --bTy: aj(qk) Ty+cä>~O,j = 1 . . . . .  n, k=  1 . . . . .  K} 
y>~O 

where {q ~, q2 . . . . .  qX} are the extreme points o f  Qi. 

Proof. Thej  constraint of (DPLo,) can be written as 

min %(q) >~0. 
q~Qi 

Since t~(q) is quasi-concave, the minimum is attained at an extreme point of Qi. The 
latter fact is well known for concave function; we give a proof for the quasi-concave case 
in Lemma 6 below. [] 

Lemma 6. Let S c ~"  be a compact cont~ex set and L, : ~"  ~ R be a quasi-concaL,e function 

on S. Then 

min v(q) = min L,(q) 
q~S q ~ e x t  S 

where ext S denotes the set o f  extreme points o f  S. 
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min 
q ~ e x t  S 

>~ 

>~ min v(q). 
q ~ e x t  S 

v(q) ~>min v(q) 
q~S  

= min l,(q) 
q ~ c o n v ( e x t  S )  

(by the Krein-Milman Theorem [ 10, Section 18] ) 

>~v(cT) (where ~~arg  min{v(q): q~conv(ex t  S) }) 

?+1 ) 
= v [ ~  Aiq ~ (for some Ai>~0, F~Ai= 1 and 

~ i - - I  

q~~ ext S, by Caratheodory Theorem) 

min v(q ~) (by the quasi-concavity of v; see [9]) 
i = I , . . . , n  + I 

[] 

Example 2. For bilinearly constrained problems, the functions v j(q) are all linear in q, 
hence quasi-concave. Moreover, for the pooling/blending problem Q is the unit simplex so 
the extreme points are the unit vectors. 

Example 3. For the Water Distribution Network problem [ 1, 3, 8], the function vj(q) is of 
the form 

tgj(q) = k  i sign(qfl [qj[ l"852"wi(y) +Cj 

where ki > 0, and wj(y) is a linear function ofy. 
It is easily seen that v i depends only on the single variable qi and it is monotone (increasing 

or decreasing, depending on the sign of ~)(y) ) in this variable. Thus, vj( • ) is quasi-linear 
and so quasi-concave. Moreover, for eachj = 1 . . . . .  n, the continuum of constraint z).(q) >~ 0, 
q ~ Q can be replaced by just two constraints 

, i n a x  vj(qj ) >~0, L j(  q j ) >70, ,hin 

where 

qflùx = max{qj: q~Q}, q.flin =min{q/: q~Q}, 

since Q is typically a "box" ,  the numbers q~ùax, qjym are trivially found. 

Remark. Simple finitely-constrained dual problems can be obtained for problems more 
general than the partial linear problem (PLQ), e.g. problems where also the objective 
function may be bilinear in the (x, q) variables. 
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4. An algorithm for finding the global minimum of problem (PL~) 

We describe here a "Branch and Bound" type algorithm, based on the Partition Principle 
(Lemma 1 ) which produces a candidate primal global solution for problem (PLo) whose 
optimal value is at most e larger than the true global value. 

The algorithm starts with an initial estimate fmin of min(PLQ) (found e.g. by a local 
search), it then computes the dual bound ge = max(DPLQ). 

Iffmin- gQ ~ e then the algorithm stops; otherwise Q is partitioned into sub-polytopes 
{ Q~ }. The dual problem (PLQi) is solved for each i, and the part (denoted Q~. ) producing 
mini ge, is recorded. A new estimatefm~n is computed by a local search from the center of 
Q~.. Iffmiù -- gQi* > e, then we branch by partitioning Q~. etc. After I successive branching 
levels, we have a current polytope Q~ and the algorithm continues as follows: 

Step 1. Partition Ql into {QI: i=  1 . . . . .  k}, and compute g~i=max(DPLQl) for i=  
1 . . . . .  k. 

Step 2. Find il ~ arg mini g ~, compute a new estimate of the primal valuef m~nt by (locally) 
minimizing q~(q), starting from the center of Q~, 

Step 3, (Check Branch or Bound). 

i f f  / / m i ù  - -  g it ~ °° 

then (BOUND)" if l'= 0 then stop else go to Step 4 

else (BRANCH): go to Step 5. 

St«p 4. (BOUND) gÓ I ~gÓ; 

l ~ 1 - 1 ;  

go to Step 2. 

Step 5. (BRANCH) l ~ l +  1; 

Q'~QI,;  

go to Step 1. 

Note. The algorithm stops by returning to level 0 with the stopping criteria sätisfied. At this 
point, g~iò is a lower bound for problem (PL«)) which is at most e smaller than its global 
value. 

Example 4. We demonstrate the algorithm by reexamining the Haverly Pooling Problem 
(Example 1 ). We start by obtaining an initial estimatef~~n by making a local search from 
the point qO = ( ½, 1 ) which is the center of the polytope 

Q=  {(ql, q2):  ql + q 2  = 1, ql >~0, q2 >~0}. 
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It turns out that q° itself is a local minimum and so 

f,,~in = ~(q°) = 0. 

Recall that here q~( • ) is the optimal value of a linear problem 

q~(q) =: min{cTx: A(q)x<~b, x>~0}. 
x 

The dual bound was computed in Example 1 : 

max (DPLQ) = - 500. 

We now partition Q as in Example 1: Q = Q~ t5 Q2 where 

QJ = {(ql ,  q2): q) + q 2  = 1, 0~<q~ ~<0.5, q2 > / 0 } ,  

Q2 = {(ql,  q2): ql +q2 = 1, 0.5 ~<ql ~< 1, q2 >/0}.  

The dual problem (DPLQ,) is here the problem (DHQ~), as in Example l, Section 1, but 

in the constraints (10),  ( 11 ) the only values of q = (qr, q2) which need to be considered 

are 

( q , , q z ) = [ ½  , 1 ] ,  ( q , , q 2 ) = ( 0 ,  1). 

For the second dual problems (DPLQ~) the values for q are 

(q,,  q 2 ) =  [½, ½], (q, ,  q:) = (1, 0). 

The optimal solution of problem (DPLQ,) is 

y = ( - 1 ,  - 1 , 0 , 2 , 0 , 6 )  

and of  problem (DPL~2) 

y = ( - l ,  - 1 ,  l, 0, 4, 10), 

and the corresponding dual bounds are 

max(DPL~,)  = - 4 0 0 ,  max(DPLQ2) = - 100. 

The value of  the lower bound is now L = min( - 4 0 0 ,  - 100) = - 4 0 0 ,  and it is obtained 

for Qj, so a local search is performed flora the starting point q~ = ( ¼, 4) which is the center 

of  Q~. The corresponding value at this point is 

q~(q ~) = - 300. 

This point is not a local minimum, i.e. 

Of~ Oq~( q~ ). 

A Bundle-Trust algorithm was employed and terminated at a local solution 

q* = (0, 1) 

with a corresponding new estimate of the global solution 
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Bin = @(q*) = - 400. 

Thusf,,~~ = L and the global solution is indeed q*. 

5 .  A p p l i c a t i o n  - -  t h e  p o o l i n g  p r o b l e m  i n  a n  o i l  r e f i n e r y  

In oll refineries, a two-stage process is used to form final products from given oil compo- 

nents. In the first stage, "intermediate" products are obtained by combining the components 

into special tanks, named "pools" .  In the second stage, these intermediate products are 

combined to form final products of prescribed quantities and qualities. A certain quantity 

of an initial component can be combined directly in the second stage. Given prices of the 
components and the products, the total profit is to be maximized. 

The mathematical model of the pooling problem is as follows. 

Let the following finite sets represent: 

{1 ,  2 . . . . .  i . . . . .  I} - components; 

{ l ,  2 . . . . .  j . . . . .  J} - products; 

{ 1 , 2  . . . . .  l . . . . .  L} - pools; 

{1 ,  2 . . . . .  k . . . . .  K} - qualities; 

the following variables represent: 

xgt - amount of component i allocated to pool l; 

y~j - amount going from pool I to product j; 

z o - amount of component i going directly to product j ;  

Pt~ - level of quality k in pool l; 

and the following input parameters represent: 

Ag - upper bounds for component availabilities; 

D j  - upper bounds for product demands; 

St - upper bounds for pool sizes; 

pj~ - upper bounds for product qualities; 

Cik - level of quality k in component i; 

ci - unit price of component i; 

d.j. - unit price of product j. 

The formulation of the pooling problem in terms of the above list is: 
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c1=6 

- d l  = 9 

cz = 16 (in Probs. 1 and 2) Yl ~ Prod 1 [ P11 = 2.5 

co= 13 (in Prob. 3) ( Dooll "N) ./¢'D1 '= ~ 7 £ j ~ ,  Ë)11-100 (in Prob. land3)  
600 (in Pi-ob. 2) 

C21 = 1 

Prod 2 P21= 1.5 
c3 = 10 _ __.---- 

C 31 = 2 @ J  :£3 2 ~ D 2 = 200 

A3=oo 
Fig. 1, Problems 1, 2 and 3 (three cases of the Haverly Pooling Problem). 

max{-~i ~cixi,+~_,~.,d/Y{/+~~_,(d,-ci)zu ) 
/ j i j 

subject to 

E X i l  q- E ZiJ ~ A i  
/ j 

xit - ~ y/j = O, 
i j 

E x i l  ~ Sc, 
i 

E y~J + E  ~0 cD» 
l i 

(P,~ - e~»)y,J +~, (G,-PjOzo 4 0 ,  
l i 

Plk~>0, xit>/0, Yu>~0, z,ä>0. 

I t  is obvious that the variables lk  belong to the " b o x "  

P = {Ple: Ptk ~<P«k ~<,õtÆ } 

where 

(26) 

19, R,I0 

(28) 
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Cll = 3 

C i = 6  

A1 =oo ~ q l  1 _ dl = 9 

Yl 1 Prod 1 

cŒ= 16 ~ pooll x) j Dl = 100 

C21= 1 ~ Comp 2 ~ ' ~  q21 

A2=~ 

c3= 10 

Z3 

q41 
Y12 

d2 = 15 

I P l l =  2.5 

C 31 = 2 

~ / A , = .  z,~ t ~ro~~ I~~1~ ' 

Fig. 2. Problem 4. 

C41 = 1 

C4= 15 

D 2 = 200 

A4= 50 

p~~ - min Cik, ~õ/k = max Cik. 
- i i 

The formulation is referred to as the "p-formulation" of the pooling problem. 
Here we use another formulation which can be obtained by introducing new variables qi~ 

according to the relations 

Xil = qil E Ylj" 
J 

Equation (27) gives then 

Plk = E Cikqil" 
i 

It follows from the definition of qit and equations (26) that the variables qi~ belong to the 
"s implex"  
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C11 = 3 
C12 = 1 

C 21 -= 
C22 = 

C~ 
C. 

C41 = 1 I 
C4z= 2.5 

Cl =6 

A1 

c2 = 16 

A 2 = ° °  

q2: 

c3= 10 

A3= ~ 

C51= 1.5 
Co,= 2.5 

C4= 15q/  

A4 = 50 

q51 

c 5 = 12/ 

As~ eo 

pool 1 

pool 2 

$2= ,o 

.pool  3 

Fig. 3. Problem 5. 

dl= 18 

IP~l= 2.5 
Prod 1 ip12=2 

! D 1 = 100 

i P21= 1.5 Prod 2 P22 = 2.5 

D 2 = 200 

)r32 

d3= 19 

1t:)31=2 Prod 3 P3 z = 2.6 

D3= 100 

P41=2 
I)42=2 

D4= 100 
Yl 5 

t d s= l  4 1p51=2 
Prod 5 P52 = 2 

Ds= 100 

Q={qù: q«>~O, ~ q«= l}  . 
i 

The new "q-formulation" is 

min - 3'j 
J 

(29) 

subject to 
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Table 1 

Dimensions and solutions for Problems 1-5 

211 

Problem # 1 2 3 4 5 

# outer variables q 2 2 2 3 12 

# inner variables ( y, y, z) 6 6 6 6 25 

# constraints O 6 6 7 20 

# variables in dual O O 6 7 20 

# constraints in dual 8 8 8 10 70 

initial q (~, ~). (3, ~) (0.42,0.58) (~, ~, *)3 ( 0 . 3 1 , 0 , 0 ,  0.69, 
solution O, O, O, 1, 0.25, 

0.25, 0.25, 0.25) 
objective value 0 - 300 0 0 - 1500 
lower bound - 500 - 1000 - 875 - 550 - 3500 

final q (0,1)  (½,~) (¼, ä) (0, ½, ½) (0, 0, 0, 1, 0, ~, {, 
solution ~, 1, 0, 0, 0) 

objective value - 400 - 600 - 750 - 450 - 3500 
lower bound - 400 - 600 - 750 - 450 - 3500 

# dual problems solved 3 3 3 25 283 

-y~+~(dj-~ciqi,)ylj+~ (d~-«i)zo=O, 
i i 

~_~ Y'~ qitYli + ~_~ zo <~Ai, 
l j .i 

YO <~ St, 
J 

1 i 

~ ( ~ i  Cikqi ' -P9k)  yt)+~ß«i («ik--Pik)Zo<'%0' 

q~t >~ O, ~_~ qil = 1, Y~i > O, z o >~ O. 
i 

N o t e  t ha t  t h e  p r o b l e m  is  n o w  in  t h e  f o r m  o f  t h e  p a r t i a l l y  l i n e a r  p r o b l e m  ( P L Q )  o f  S e c t i o n  

2. 

W e  u s e  t h e  q - f o r m u l a t i o n  r a t h e r  t h a n  t he  p - f o r m u l a t i o n  b e c a u s e  t y p i c a l l y  in  a p p l i c a t i o n s  

t h e  n u m b e r  o f  e x t r e m e  p o i n t s  o f  t h e  " s i m p l e x "  Q ( s e e  ( 2 9 ) )  is m u c h  s m a l l e r  t h a n  t ha t  o f  
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the " b o x "  P (see  ( 2 8 ) ) .  Consequent ly ,  the dual problems corresponding to the q-formu-  

lation are of  rauch smaller  size. 

Figures  1-3 represent  graphical ly five different pool ing  problems with numerical  data 

and variables corresponding to the q-formulat ion.  

Figure  1 represents three different  cases of  the Haver ly  Pool ing Problem (see  e.g. [5, 

Sect ion 6] ). Figures  2 and 3 represent  two additional problems of  a larger size. The  results 

of  solving problems 1-5 by the a lgor i thm descr ibed in Sect ion 4 are reported in Table  1. 
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