
OR Spektrum (1997) 19:77-85 

�9 Springer-Verlag 1997 

A capacity-oriented hierarchical approach to single-item and small-batch 
production planning using project-scheduling methods 
Birger Franck, Klaus Neumann, Christoph Schwindt 

Institut ftir Wirtschaftstheorie und Operations Research, Universit~t Karlsruhe, Kaiserstr. 12, D-76128 Karlsruhe, Germany 
(Tel. 07 21-6 0838 09/38 08, Fax: 07 21-608 30 82, www: http://www.wior.uni-karlsruhe.de, e-mail: neumann @wior.uni-karlsruhe.de) 

Received: 12 March 1996 / Accepted: 22 July 1996 

Abstract. Most production planning and control (PPC) 
systems used in practice have an essential weakness in that 
they do not support hierarchical planning with feedback 
and do not observe resource constraints at all production 
levels. Also, PPC systems often do not deal with par- 
ticular types of production, for example, low-volume pro- 
duction. We propose a capacity-oriented hierarchical 
approach to single-item and small-batch-production plan- 
ning for make-to-order production. In particular, the plan- 
ning stages of capacitated master production scheduling, 
multi-level lot sizing, temporal and capacity planning, and 
shop floor scheduling are discussed, where the degree of 
aggregation of products and resources decreases from 
stage to stage. It turns out that the optimization problems 
arising at most stages can be modelled as resource- 
constrained project scheduling problems. 

Zusammenfassung. Die meisten in der Praxis eingesetz- 
ten Produktionsplanungs- und Steuerungssysteme (PPS- 
Systeme) besitzen den Nachteil, dab weder eine hierarchi- 
sche Planung mit Rtickkopplungen erm6glicht wird, noch 
die Ressourcenbeschr~nkungen auf allen Planungsstufen 
beachtet werden. Augerdem sind PPS-Systeme racist nicht 
auf die Anforderungen verschiedener Organisations- und 
Fertigungstypen, z.B. der Fertigung kleiner Sttickzahlen, 
zugeschnitten. Wir behandeln einen Ansatz ftir die hierar- 
chische Planung von Einzel- und Kleinserienfertigung 
bei Kundenauftragsfertigung unter Berticksichtigung be- 
schr~inkter Ressourcen. Insbesondere werden die Stufen 
der kapazitierten Hauptproduktionsprogrammplanung, 
der mehrstufigen Losgr613enplanung, der Termin- und 
Kapazit~itsplanung sowie der Maschinenbelegungspla- 
nung betrachtet, wobei das Niveau der Produkt- und Res- 
sourcenaggregation jeweils von Stufe zu Stufe abnimmt. 
Die meisten Optimierungsprobleme, die hierbei auf den 
einzelnen Planungsstufen auftreten, k6nnen als res- 
sourcenbeschr~inkte Projektplanungsprobleme modelliert 
werden. 
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1. Introduction 

The production planning and control systems (PPC 
systems) currently used in practice generally have some 
disadvantages, which result in large work-in-process in- 
ventories, long throughput times, and deadlines frequently 
being exceeded. PPC systems do not allow for a useful 
hierarchical planning process with feedback, do not take 
account of the limited availability of resources at all pro- 
duction levels, and often do not support production envi- 
ronments different from ordinary batch production. As to 
the latter point, increasing international competition has 
forced many companies to give more attention to special 
requests of customers and have led to small batch sizes 
and a greater variety of products. We shall therefore con- 
centrate on single-item and small-batch production, where 
we deal with make-to-order production, which is typical 
of single-item and small-batch production. We now review 
some of the literature pertaining to the field of hierarchi- 
cal production planning. 

After the fundamental work of Hax & Meal (1975), 
several approaches to hierarchical production planning 
have been proposed, cf. Dempster et al. (1981), Steven 
(1994), Carravilla & de Sousa (1995), and Stadtler (1996). 
Also, Schneeweig (1989, 1992, 1994, and t995) has done 
much pioneering work in that area. To observe scarce re- 
sources at all production levels, basic concepts of a hier- 
archical capacity-oriented PPC system have been devised 
by Drexl et al. (1994 b) and further discussed in Gtinther & 
Tempelmeier (1995). The latter approach includes the 
planning and control stages 
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Fig. 1. Pyramid of segment-oriented hierarchical pro- 
duction planning 

�9 Aggregate planning, 
�9 Capacitated master production scheduling, 
�9 Multi-level lot-size and capacity planning, 
�9 Fine planning of individual production segments, and 
�9 Real-time control. 

These different planning stages, as well as types of organ- 
ization and production, are discussed in more detail by 
Neumann (1996). In this discussion, production segments 
represent combinations of organization and production 
types, and form the base of a pyramid (see Fig. 1). Pos- 
sible production segments are illustrated by dark squares 
of the base of the pyramid in Fig. 1. The stage of lot-size 
and capacity planning is decomposed into two stages: lot 
sizing and temporal and capacity planning. Combinations 
of production segments and planning stages represent 
cuboid-like parts of the pyramid, whose projections upon 
the base and a lateral face of the pyramid are depicted in 
Fig. 1. The darker areas of the lateral face show which 
planning stages are to be performed for the individual pro- 
duction segments. If a field is not fully but triangularly 
shaded, the corresponding planning stage is performed for 
the respective production segment only in some cases. For 
example, lot sizing is performed for assembly-line produc- 
tion (combined with mass or continuous batch production) 
in case of an economic lotsizing and scheduling problem 
but not in automobile assembly. 

Single-item production and small-batch production 
form production segments when they are combined with 
job-shop production. We shall present an approach to ca- 
pacitated hierarchical planning for these production seg- 

ments, which is based on resource-constrained project 
scheduling and capacitated multi-level lot sizing. 

2. Overview of the individual planning stages 

We now provide an overview of the individual planning 
stages mentioned in Sect. 1. These planning stages will be 
discussed in more detail in the subsequent sections. 

Aggregate planning refers to the whole of the enterprise 
and its production program and is based on long- and 
medium-term trends. Work force levels have to be matched 
with the demand forecasts, where a general strategy of a 
firm is often to keep the work force level low and as con- 
stant as possible. This strategy avoids frequent and expen- 
sive changes in the size and composition of the work force 
level at lower planning stages. Groups of final products, 
instead of single items, are managed over a planning ho- 
rizon from one to three years at the stage of aggregate plan- 
ning. However, we shall not discuss this top planning stage 
because it has little connection with make-to-order pro- 
duction. 

Short-term forecasts of future demand for final prod- 
ucts and firm customer orders are used to determine a mas- 
terproduction schedule (MPS). Throughout this paper, we 
deal with master production schedules that are capacitated. 
Since make-to-order production is typical of low-volume 
production environment, we shall consider only customer 
orders and not demand forecasts. 

The MPS aims at matching the production program 
given by firm customer orders with the resources avail- 
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Table 1. Overview of the planning stages and the degrees of aggregation 
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Planning stages Planning Resources Items to be scheduled Output 
horizon/periods 

Aggregate planning 1-3 years/quarters whole enterprise demand forecasts for 
families of final products 

Capacitated master year/months final products and main 
production scheduling (MPS) components 

Multi-level lot sizing quarter/weeks intermediate products 

Temporal and week/shifts 
capacity planning 

Fine planning working day/hours 

work centers, 
main branches 

groups of uniform 
machines 

groups of uniform 
machines 

individual machines 
or groups of identical 
machines 

production orders for 
individual products 

time-phased production 
orders 

medium-term resource 
requirements, customer orders 

milestones for final products 

production orders (lots) 
for intermediate products 

time-phased production 
orders (jobs) 

machine schedules 

Real-time control hour/minutes individual machines individual parts feedback 

able. Resources are combined in work centers or main 
branches of production. The primary requirements for fi- 
nal products are translated into gross requirements for 
main components (or main products) at lower production 
levels, exploiting the product structure of the company. 
The planning horizon is usually about one year compris- 
ing twelve periods of one month each. In contrast to make- 
to-stock production, costs depending on lot sizes are of mi- 
nor importance in a make-to-order environment. Instead, 
costs related to the consumption of resources are of greater 
importance. A constant and low work load is best for en- 
suring feasible solutions at the subsequent stages, which, 
in addition, results in a small cost of resources consump- 
tion. Therefore, we formulate the production planning 
problem as a resource-levelling project scheduling prob- 
lem where delivery dates of customer orders have to be 
observed. The resulting MPS provides milestones for when 
to produce the customer-ordered final products at the lat- 
est and the corresponding resource requirements. 

Multi-level lot sizing deals with a general product struc- 
ture, where final and main products are decomposed into 
intermediate products. The resources are combined in 
groups of uniform machines (for example, lathes that may 
differ in speed), and associated workers. The planning ho- 
rizon is usually about three months comprising 13 periods 
or weeks, respectively. The result of this planning stage is 
the specification of lot sizes for the intermediate products 
(also called production orders), with resource constraints 
observed. 

At the stage of temporal and capacity planning, the 
intermediate products are further decomposed into indi- 
vidual products. For each week (period of lot sizing), com- 
pletion times for the lots of individual products are calcu- 
lated and the resources needed for processing the lots are 
determined. The time elapsed up to the completion of a lot 
must be specified in terms of a precise number of shifts, 
i .e .  it must be shift-precise. This means that time-phased 
production orders (also called jobs) are fixed. At this stage, 
if a feasible schedule cannot be identified (that is, the pe- 
riod of one week is not sufficient to process all jobs on the 
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Fig. 2. Hierarchical production planning for make-to-order pro- 
duction 

machines available), we return to the previous stage and 
determine new lot sizes based on modified resources. This 
will be discussed later on in more detail. 

In the case of single-item and small-batch production, 
the stage of fine planning deals with shop floor schedul- 
ing, that is, how to process the jobs through the individual 
machines in a prescribed sequence such that due dates are 
met. The due date of a job is defined to be the completion 
time of the corresponding time-phased production order 
determined at the preceding stage. The planning horizon 
is usually one working day with the unit of time often be- 
ing a number of minutes or possibly even about an hour. 
Shop floor scheduling requires the solution of a job-shop 
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scheduling problem or a resource-constrained project 
scheduling problem. 

The final real-time control monitors and controls the 
processing of jobs minute after minute where, in practice, 
an electronic leitstand (cf. Drexl et al. 1994 a) is often used. 
We will not discuss this further in what follows because it 
is beyond the actual planning stages. 

The aggregation of products and resources, as well as 
the length of planning horizons and periods, may differ 
from the values proposed above (cf. Konz 1989 and 
Schneewei/3 1989, 1992). Sometimes, the stage of fine 
planning is dropped, or performed manually. Table 1 sum- 
marizes the time horizons and degrees of aggregation at 
the individual planning stages. 

Since the production planning environment is dynamic, 
rolling horizons should be used. This means that only the 
first-period results of a planning stage are exploited at the 
following stage. The full, say, T-period problem is rerun 
each period to compute new first-period results. When the 
horizon is moved forward one period, changes generally 
occur in a schedule. Nervousness of planning results may 
be caused, for example, by updated forecasts, late deliv- 
ery of primary products, or absence of key personnel. The 
length of a period should be small enough (compared with 
the time horizon) to alleviate such nervousness. 

Successive planning stages have to be coordinated with 
each other, where top-down influence as well as bottom- 
up influence occur (cf. Schneeweil3 1992, 1995). Top- 
down influence implies that the results of some stage 
represent instructions for the following stage. Bottom-up 
influence means that the results of a stage may cause some 
modification of the planning process at a previous stage 
before these results have been implemented (that is, be- 
fore they have become final decisions), if a performance 
target at the later stage cannot be met (ex-antefeedback). 
For example, this may happen at the two stages lot sizing 
and temporal and capacity planning (darker box in Fig. 2), 
which will be discussed in more detail later on. Another 
possibility is that the results at a lower stage are employed 
at an upper stage after these results have been implemented 
(ex-postfeedback). An example of the latter type of feed- 
back is the use of rolling horizons. Fig. 2 illustrates hier- 
archical production-planning for make-to-order produc- 
tion where top-down and bottom-up influence occur. 

3. Capacitated master production scheduling 

At the MPS stage, we aim at scheduling the production of 
customer-ordered final products and main components 
such that the resource requirements of work centers or 
main branches are as constant (in time) as possible. Each 
customer order consists of a set of ordered final products 
and respective order quantities. All products belonging to 
one and the same customer order have to be delivered at 
the same prescribed month-precise delivery date. The 
product structure of the company may be given by bills of 
materials, a gozinto graph, or product trees. From order 
quantities and the product structure, the gross requirements 
of main components can be determined by a bills of mate- 
rials explosion (cf. Nahmias 1993 and Neumann 1996). 
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Fig. 3. Multi-project network 

In the following, the above production scheduling prob- 
lem for final products and main components will be mod- 
elled as a project scheduling problem, which requires the 
construction of a project network. 

In make-to-order production, each customer order can 
be regarded as a project to be performed. To determine an 
MPS where resource capacity is observed, we construct a 
project network for each customer order. These individual 
project networks are joined together to make a multi- 
project network. Each final product (that belongs to some 
firm customer order) or main component considered at the 
present planning stage is viewed as an activity of the pro- 
ject. For project planning and scheduling it is recom- 
mended to use activity-on-node networks, where each ac- 
t ivityj is assigned to a nodej  of the network and the weight 
b~/of an arc (i, j )  corresponds to a minimum (or maximum) 
time lag between the start of activities i and j if bsj is 
nonnegative (or negative). For the construction of such a 
network we refer to Neumann (1996) and Neumann & 
Schwindt (1995). 

To manufacture or assemble the gross requirement for 
a product j ,  some time Dj is needed and some (renewable) 
resources are required. The execution time or duration Dj 
of the corresponding activity j results from summing up 
the respective processing times of product j itself and of 
the components of product j at lower levels of the product 
structure, where a surcharge for transportation and han- 
dling may be added. The resources required are determined 
by summing up the respective machine units and workers 
needed. To avoid peak demand for resources, the resource 
requirements for product j are assumed to be distributed 
uniformly over the execution time Doi so that the resource 
demand rates are constant. Note that the assumption of 
constant resource requirements may lead to an underesti- 
mation of the consumption of resources in some periods. 
That drawback can be offset by adding a surcharge to the 
constant resource requirements or by linking the stages of 
master production scheduling and lot sizing by an ex-ante 
feedback approach. The latter represents an area of future 
research and is not discussed in this paper. A more detailed 
distribution of resources over time will be considered at 
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the later planning stage of temporal and capacity planning. 
We now discuss a multi-project network model of these 
ideas. 

The multi-project network contains an initial node a 
and a terminal node o) (connected with the sources or sinks, 
respectively, of the individual project networks). A deliv- 
ery date or deadline ~ for some product j  can be modelled 
by a maximum time lag of size 6j-Dj between the dummy 
activity corresponding to initial node a and the start of ac- 
tivity j. The maximum project duration T prescribed is the 
maximum of the deadlines of  all activities. A temporal 
analysis for the multi-project network provides earliest and 
latest start times ESj and LSj, respectively, as well as ear- 
liest and latest finish times EFj and LFj, respectively, for 
all activities j (cf. Neumann & Morlock 1993). 

Figure 3 shows a simple multi-project network, which 
models the manufacture and assembly of three final prod- 
ucts, comprising two individual project networks each cor- 
responding to a customer order. The activities or nodes A, 
B, and C represent final products. The backward arc from 
node b to node a corresponds to a maximum time lag 
between the start of activities a and b. The backward arcs 
from A to a,  from B to t~, and from C to ct mean that there 
are prescribed delivery dates for the final products A, B, 
and C. 

Suppose that the multi-project network consists of n ac- 
tivities or nodes, respectively, 1 . . . . .  n and let the fictitious 
activities 0 and n + 1 correspond to initial node a and ter- 
minal node (o, respectively. Let _7-- { 0, 1 . . . . .  n, n + 1 } be 
the set of activities and let ~ be the set of the (immediate) 
predecessors of activity j. Moreover, let Ic= 1 . . . . .  K de- 
note the (renewable) resources, and let R~ be the amount 
of  resource tc available and ~)x be the amount or resource 
tc required for the processing of activityj. Machines, work- 
ers, and tools can be modelled as (renewable) resources. 
We introduce the binary variables 

1, if activityj is completed at the end of period t 
xjt := 0, otherwise 

( je f f ;  t=O ..... T), 

where the beginning of the project is said to fall into pe- 
riod O. 

The problem of determining an MPS, which attempts 
to match the production program (given by customer or- 
ders) with the resource capacity available, can be formu- 
lated as a resource-levelling problem for the multi-project 
network as follows: 

Minimize F(xjt I je f f ,  teAj)  (1) 

subject to 

Z xjt = 1 ( j e f f )  (2) 
teAj 

E xi~'(t-Di+bij) < ~, xj t . ( t -Dj)  ( j e f l ; i e~ . )  (3) 
t ea  i tEzlj 

r~ (t) < R~ (tr = 1 ... . .  K; t = 0 .. . . .  T) (4) 

Xn+l,t" t < T (5) 
tEAn+l 

xjt e {0, 1} ( je f l ; teAj)  (6) 

where 

Aj := {EFj, EFj + 1 . . . . .  LFj} 

and 

rr ( t) := Y~ rjr Z xjv 
j e f f  "c~Ain[t,t+Di) 
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( j ~ J ) ,  

(~ = 1 . . . . .  K;t = 0 . . . . .  T) 

is the amount of resource tc required in period t. Possible 
objective functions F for the resource-levelling problem 
are, for example, 

K 

max max 9r r r ( t ) ,  max Y~ 9 r r r ( t ) ,  
t = 0  . . . . .  T tc=l  . . . . .  K t = 0  . . . . .  T t r  

T K T K 

~, ~, gr[rr(t)] 2, and E E IRr-rr(t)] 
t = 0  tr  t = 0  ~c=1 

where g~c_>0 is a weighting factor (e.g. the cost per unit of 
resource ~c) and R~ represents some target value for the 
consumption of resource Ic. We now explain the above con- 
straints. 

Equations (2) guarantee that activity j is carried out 
without interruption. Inequalities (3) ensure that the min- 
imum and maximum time lags are observed, and inequal- 
ities (4) represent the resource constraints. Inequality (5) 
guarantees that the maximum project duration T is not ex- 
ceeded. 

Instead of a resource-levelling problem, a so-called 
resource-investment problem may sometimes be more ex- 
pedient, for example, if some expensive resources are 
leased, or the company in question wants to outsource 
some complex intermediate products. Then, the objective 
function to be minimized is of the form 

K 

Y~ cr(Rr) 
t c= l  

where the resource capacity Rr  is considered a variable 
and cr(o) is a nondecreasing cost function (cf. Demeule- 
meester 1995 and M6hring 1984). We now review some 
of the recent work reported on resource-levelling and 
resource-investment problems. 

Heuristic procedures for the resource-levelling prob- 
lem were proposed by Brinkmann & Neumann (1996). For 
the case of  no maximum time lags, heuristics were devised 
by Harris (1990), Leachman (1983), and Neumann & Mor- 
lock (1993), whereas Bandelloni et al. (1994) proposed a 
dynamic programming approach. All algorithms reported 
so far do not consider the resource constraints (4). An ex- 
act branch-and-bound-based method for the resource- 
investment problem without maximal time lags was de- 
vised by Demeulemeester (1995). 

In general, the execution time Dj of an activity j is con- 
siderably larger than the sum of the processing times of 
product j, due to waiting times, which are known only af- 
ter shop floor scheduling has taken place. Hence, in prac- 
tice, Dj is found by adding a surcharge (of often up to 
500%) to the sum of the processing times. This approach, 
however, does not account for the dependency of execu- 
tion times on the utilization of resources. In fact, practical 
experience shows that the execution times increase heav- 
ily with growing utilization (Karmarkar 1987). Schnee- 
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weil3 & S6hner (1995) have used queueing models to de- 
termine expected execution times as a function of resource 
utilization. The latter approach can be employed for esti- 
mating a surcharge (depending on resource utilization) to 
be added to the sum of the processing times. 

In the resource-levelling problem, resource utilization 
can be calculated from the given resource requirements t),c 
and resource availabilities R r. For the resource investment 
problem, the utilization can be determined analogously 
prior to each step of the iterative algorithm of Demeule- 
meester, which consists of the repetitive solution of so- 
called resource-constrained project scheduling problems 
with fixed resource availability Rr. For details we refer to 
Demeulemeester (1995). 

We shall now continue our discussion of individual 
planning stages by going on to deal with lot sizing. 

4. Lot sizing 

The MPS provides month-precise milestones for produc- 
tion orders for final products such that the utilization of 
work centers over time is well-balanced. The following 
planning stage of lot sizing determines lot sizes for final 
products and for intermediate products which are capital-, 
time-, or wage-intensive such that the MPS milestones are 
observed, the (aggregated) capacities of groups of uniform 
machines in the work centers are not exceeded, and the 
sum of setup and (inventory) holding costs is minimized. 
To find the gross requirements for all products considered 
at the lot-sizing stage, the multi-level product structure of 
the company has to be exploited (bills of materials explo- 
sion), cf. Nahmias (1993) and Neumann (1996). The plan- 
ning horizon usually amounts to three months, compris- 
ing 13 periods. The lot-sizing stage provides week-precise 
production orders for intermediate products. 

The problem just described can be modelled as a multi- 
item, multi-level capacitated lot-sizing problem and solved 
approximately by heuristics proposed by Tempelmeier & 
Derstroff (1993) and Tempelmeier & Helber (1994), cf. 
also Derstroff (1995) and Helber (1994). The drawback of 
the underlying lot-sizing models, however, is that the lead 
times for the products are supposed to be fixed externally, 
independent of the lot sizes. Moreover, waiting times that 
are caused by limited resources and will be determined at 
the stage of temporal and capacity planning are not in- 
cluded in the lead times. 

To overcome this disadvantage, we solve iteratively the 
lot-sizing problem (LS problem) and the subsequent tem- 
poral and capacity planning problem (TCP problem), 
which will be discussed in more detail in Sect. 5. At the 
beginning, the lead times are assumed to be zero. In each 
of the following iterations, the lead times for the LS prob- 
lem are set equal to the production lead times found in the 
preceding iteration of the TCP problem. 

In each iteration, from the solution to the LS problem, 
lot sizes for the remaining (individual) products manufac- 
tured by the company can be obtained by means of the 
product structure. Lot sizes for the purchased components 
can be determined by exploiting some appropriate (unca- 
pacitated) inventory model (cf. Neumann 1996). 
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We now discuss the temporal aspects of capacity plan- 
ning. 

5. Temporal and capacity planning 

For each week (that is, each period of lot sizing), tempo- 
ral and capacity planning provides a shift-precise timing 
of the purchase or production orders, respectively, for all 
components, subassemblies, and final products, i.e. all in- 
dividual products. To carry out the production orders, re- 
sources are needed, which represent groups of uniform ma- 
chines. All production orders (or jobs) have to be executed 
within one week. Thus, we seek to minimize the makes- 
pan, that is, the maximum completion time of all jobs. 

At the TCP stage, the production orders (jobs) are de- 
composed into operations, where operation 0 U corre- 
sponds to the processing of job j on an average (individ- 
ual) machine of group or r e s o u r c e  Mi, respectively, and 
the setup of that machine. The sequence in which the op- 
erations of a job have to be carried out (machine sequence 
for that job) is supposed to be given by process plans. Anal- 
ogous to the MPS stage (see Sect. 3), the execution of the 
production orders within one period of lot sizing (one 
week) can be modelled by a multi-project network, where 
the operations correspond to the nodes, and the weight of 
an arc with initial node O/j and final node O~1 corresponds 
to the minimum time lag between the start of operations 
Oij and Ok~. The processing time of operation Oij must be 
set equal to the average setup plus processing time of prod- 
uct j  on any (individual) machine of resource M i. The con- 
struction of such a multi-project network, where overlap- 
ping operations are permitted and maximum time lags may 
occur, is discussed by Neumann & Schwindt (1995). In the 
case of a general (acyclic) product structure, common parts 
(products that are components of more than one other prod- 
uct at a higher level) may occur, which results in hard se- 
quencing problems (cf. Gtinther 1992 and Neumann & 
Schwindt 1995). 

The TCP problem can be formulated as a resource- 
constrained project scheduling problem where the project 
duration (makespan) ~ t. X,+l,t is tobe minimized. The 

t~n+l 
constraints of this zero-one programming problem coin- 
cide with the constraints (2) to (6) from Sect. 3. Exact 
methods for solving small problems of that type have been 
devised by Demeulemeester & Herroelen (1992) and 
Sprecher (1994). Heuristic procedures were constructed 
by Kolisch (1995) for the case where maximum time lags 
do not exist, and by Neumann & Zhan (1995), Brinkmann 
& Neumann (1996), and Franck (1996) if, in addition to 
minimum time lags, maximum time lags have to be ob- 
served. The resulting schedule also yields the lead times 
of all individual products manufactured. 

Two methods for the integrated solution of the LS and 
TCP problems in a job shop environment are known from 
literature: the algorithm of Dauz~re-P6rez & Lasserre 
(1994), cf. also Lasserre (1992), and the algorithm of Lain- 
brecht & Vanderveken (1979). Both approaches are based 
on a two-stage model where lot sizing and job shop sched- 
uling problems are solved alternately. In the algorithm of 
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Dauz~re-P6rez & Lasserre, the LS problems are solved for 
fixed job sequences on the machines which have been de- 
termined in the previous iteration of the job shop algo- 
rithm. Hence, sequence-dependent waiting times on the 
machines can already be considered at the LS stage. This 
approach, however, is based on the specific property of the 
job shop model that any resource (i.e. each machine) can 
process at most one job at the same time. In this case, a 
feasible schedule can always be derived from the job se- 
quences, which can be done independently of the process- 
ing times (that result from the lot sizes provided by the LS 
stage). Since, at the present TCP stage, we consider groups 
of uniform machines as resources, a resource is generally 
able to process more than one job at the same time. This 
is the reason why the approach of Dauzbre-P6rez & Las- 
serre cannot be adapted to the LS and TCP problems in 
question. In the following, we develop an iterative solu- 
tion procedure for the LS and TCP stages which is based 
on the methodology of Lambrecht & Vanderveken. 

Suppose that, in some week, a feasible schedule can- 
not be found at the TCP stage. That is, the tot sizes from 
the LS stage cannot be produced on schedule in this week 
due to the capacity constraints. Then, the resource capac- 
ities are reduced appropriately resulting in a reduction of  
some lot sizes. The solution procedure requires alternat- 
ing between the LS and the TCP stages until a feasible 
schedule is found at the TCP stage and the production lead 
times computed in two successive iterations are essentially 
the same. 

In more detail, we first determine the start time s and 
finish t i m e f  for each resource M i, i.e. the minimum start 
time and maximum completion time, respectively, of any 
job on an average (individual) machine of resource M i 
(note that the period begins at time zero and ends at time 
one [in weeks]). If for the finish t i m e f > l  [weeks], then 
the capacity of the resource is reduced by ( f - 1 ) / ( f - s ) .  If 
that capacity reduction does not lead to a reduction of the 
lot size of at least one product processed on the  resource 
in question, the capacity is further reduced to that capac- 
ity which is required for producing the lots of the current 
week (determined at the LS stage) minus E, where e is a 
positive constant. Then the lot size of at least one of the 
latter products decreases by at least one. In principle, this 
corresponds to the method of Lambrecht & Vanderveken 
(1979) for production scheduling and sequencing of  prod- 
ucts with linear product structure. 

The next stage is fine planning, consisting in shop floor 
scheduling of single-item and small-batch production, 
which we now discuss. 

6. Shop floor scheduling 

The stage of shop floor scheduling deals with processing 
the jobs (time-phased production orders) on the individ- 
ual machines. The planning horizon is one working day 
and the unit of time (period length) is one hour or several 
minutes. The shift-precise completion times of the produc- 
tion orders from the TCP stage are used as due dates dj of 
the respective jobs j at the stage of shop floor scheduling. 
Let Cj be the completion time o f j o b j  at the present stage. 
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Then ~i(dJ-Ci) is an earliness cost when job j is 
completed early and ~ (C i -dj) is a tardiness cost when job 
j is completed late, where ~_> 0 and/3j > 0 are the earliness 
and tardiness cost, respectively, per unit of time. More- 
over, 

hj(Cj)._fo~j(dj-Cj),  if Cj<-dj 
"-[ f l j (Cj-d j ) ,  i f C i > d j  

represents a penalty cost for job j. Possible objective func- 
tions to be minimized are 

(a) max hj (Cj) (maximum penalty cost) 
J 

(b) ~ hj (Cj) (sum of penalty costs) 
J 

(c) max Cj (makespan) 
J 

The problem to be solved comprises two parts. First, each 
operation has to be assigned to a machine which is suit- 
able for processing that operation. In general, there are 
several suitable machines, differing in speed. These dif- 
ferent individual machines are regarded as modes in job- 
shop and project scheduling, and the problem to be solved 
is called a mode-assignmentproblem (see Kolisch 1995) 
where the individual machines within one group of uni- 
form machines are to be utilized evenly. Second, an opti- 
mal schedule has to be found that minimizes one of the 
above objective functions. The latter problem can be for- 
mulated as a job-shop problem (cf. Brucker 1995 or Pinedo 
1995) or a resource-constrained project scheduling prob- 
lem (see Neumann & Schwindt 1995). 

A heuristic method for solving the project scheduling 
problem with a penalty-cost objective function has been 
devised by Serafini and Speranza (1994), which uses a 
three-step decomposition approach. First, a mode is as- 
signed to each operation. After that, a sequencing and a 
scheduling problem are solved. The three steps are linked 
by ex-ante and ex-post feedback, which identify and deal 
with so-called critical operations (for details we refer to 
Serafini and Speranza 1994). 

A similar hierarchical approach can be used for the 
multi-mode job-shop problem. Kolisch (1995) has pro- 
posed heuristics for the solution of  a special mode- 
assignment problem. For particular objective functions, 
the jop-shop problem can be solved by the Giffler- 
Thompson heuristic (compare Neumann 1996 and 
Schwindt 1997). The priority rules Shortest Slack Time 
(SST) and Shortest Relative Slack Time (SRST) have 
turned out to be appropriate for lateness objective func- 
tions (that is, objective functions (a) and (b) with @=0 
and/3/= 1). For the minimization of makespan (objective 
function (c)), the First-In-First-Out (FIFO) rule and the 
Most Work Remaining (MWR) rule have provided good 
results. 

In contrast to the lateness and the makespan objective 
functions, the penalty-cost functions (a) and (b) represent, 
in general, nonregular functions. That is, they are not non- 
decreasing in the job completion times Cj. Algorithms for 
the solution of job-shop problems with nonregular objec- 
tive functions have not yet been proposed. 
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For the special case where the processing time of  an op- 
eration does not depend on the specific machine selected 
(the case of  multi-purpose machines), a heuristic that 
solves a mode-ass ignment  and a job-shop problem simul- 
taneously has been proposed by Hurink et al. (1994). Boc- 
tor (1994) discusses how to solve mode-ass ignment  and 
resource-constrained project  scheduling problems simul- 
taneously for the makespan objective function provided 
that there are only min imum time lags between activities. 

7. Conclusions 

We have presented a capacity-oriented hierarchical ap- 
proach to make-to-order  production. Most  of  the optimi- 
zation problems arising at the planning stages of  capaci- 
tated master product ion scheduling, lot sizing, temporal  
and capacity planning, and shop floor scheduling can be 
formulated as different types o f  resource-constrained pro- 
ject  scheduling problems with min imum and max imum 
time lags. For  the stages o f  lot sizing and temporal  and ca- 
pacity planning, a solution procedure which alternates 
between these two stages turns out to be expedient. For 
most  o f  the optimization problems considered, efficient 
heuristic procedures have been proposed recently, as we 
have mentioned. 

We suggest that a fruitful area o f  further research is 
likely to be the development  of  heuristics for the (as yet 
unsolvable) problems arising from the hierarchical ap- 
proach: the resource-levell ing problem with resource con- 
straints, the resource-investment  problem with maximum 
time lags, the mode-ass ignment  problem where uniform 
machines are to be utilized evenly, and the earliness/tar- 
diness job-shop problem. Moreover,  the planning stages 
of  capacitated master production scheduling and lot siz- 
ing should be linked by an ex-ante feedback approach, tak- 
ing into account  the effect of  setup times (resulting from 
lot sizing) and waiting times (determined by temporal and 
capacity planning) on the execution times o f  the products 
used at the MPS stage as welt as taking into account  the 
consequences o f  stipulating constant resource require- 
ments at the MPS stage. Also, similar hierarchical ap- 
proaches to different types of  production should be devel- 
oped. The authors plan to report on some of  these ap- 
proaches elsewhere. 
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