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Abstract. Optical Second-Harmonic Generation (SHG)
in reflection from a polycrystalline copper surface in air
was studied using femtosecond time-resolved pump and
probe measurements at 4 = 625 nm. The observed time
dependence of second-harmonic yield from the probe
beam demonstrates, that SHG is a very sensitive tech-
nique for measuring transient electron temperatures of
metals even when these are covered by an oxide layer. For
polycrystalline copper, an electron—phonon energy trans-
fer time of 2 ps was observed, corresponding to a coupling
constant of 3.75 x 107 W/m?* K at average lattice temper-
atures of about 500 K. The analysis of experimental data
indicates that the time dependence of SHG is governed by
the linear dielectric function ¢ which, in turn, is affected by
the electron temperature. There is no evidence for a tem-
perature dependence of the nonlinear susceptibility .

PACS: 142.65.Ky; 63.20.Kr; 7847. 4+ p

The behaviour of transient stages in metals far from equi-
librium has been the subject of theoretical investigations
for four decades [ 1, 2]. By photon absorption from ultra-
short pulses, it should be possible to heat the conduction
electrons on a time scale shorter than the electron—
phonon energy relaxation time up to several thousand
K while the lattice remains relatively cold. The non-equi-
librium temperature difference results from the fact that
the electronic heat capacity is about one to two orders of
magnitude smaller than the lattice heat capacity. The
subsequent equilibration of the electron gas and the lattice
is determined by electron—electron scattering, elec-
tron—phonon scattering, and heat transport. The know-
ledge of these relaxation processes supplies transport
properties like electrical and thermal conductivity, for
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example, allowing to check theories about superconduc-
tivity [3] or the determination of damage thresholds of
metals [4].

The development of stable ultrashort laser-pulse sour-
ces has triggered many experimental investigations on this
subject, using Transient Thermo Reflectance Spectro-
scopy (TTRS) [5-10], Transient Thermo Transmittance
Spectroscopy (TTTS) [11], multiphoton photoemission
[12-14] and reflectance detection of surface-plasmon res-
onances [15, 16]. The thermalization of the electron gas
[13,14], the equilibration of electron gas and lattice
[5-11], as well as heat transport by hot electrons [8] were
examined. Apart from substantial objections [13-17]
concerning data interpretation by the widely used two-
temperature model [2], non-equilibrium stages of metals
are well understood.

In noble metals, TTRS uses time-resolved differential
reflectivity measurements to monitor electronic interband
transitions from d bands to conduction-band energies
near the Fermi level [5, 9]. Electron heating broadens the
Fermi-Dirac distribution leading to an increased electron
density above the Fermi energy and a corresponding
decrease below. These changes in electronic occupancy
are the dominant contributions to electron-temperature-
induced variations of the dielectric function for photon
energies near the interband-transition threshold which is
monitored by TTRS.

The main scope of our investigations was to examine
the influence of non-equilibrium stages of a metal on
optical SHG on metal surfaces, extending traditional
TTRS to nonlinear optics. We work on the assumption
that these experiments can even be carried out in air, and
that a thin oxide layer will not significantly affect either
the SHG or the electron—phonon dynamics in the near-
surface region.

SHG in reflection is most sensitively affected by two
parameters: the second-order susceptibility ¥® and the
linear dielectric function &. ¥'® describes the intrinsic abil-
ity of a sample to generate second-harmonic radiation,
whereas the fraction of the incident field at w that will be
the source for SHG is determined by &(w). The ratio of
reflected vs absorbed SH is then governed by e(2w). When,
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Fig. 1. Schematic representation of Joined Density Of States
(IDOS) for Cu at T.» T,. The decreased electronic occupancy below
the Fermi energy due to the temperature broadening of the Fermi-
Dirac distribution results primarily in an increase in linear absorp-
tion which is proportional to the imaginary part of the dielectric
function &,{(w)

for SHG, the intermediate state at i is nearly resonant
with the Fermi energy, the temperature broadening of the
Fermi-Dirac distribution will strongly affect the SH yield.
This is illustrated in Fig. 1. In general, a reduction in
electronic occupancy below the Fermi energy causes en-
hancement of linear absorption and of the nonlinear sus-
ceptibility »® [18, 19] for photon energies smaller than
the interband-transition threshold. There is, however, ex-
perimental evidence that the behaviour of the linear re-
sponse will dominate SHG changes when o or 2w is in
resonance with electronic transitions. Li et al. [20] could
explain their wavelength-dependent measurements of
SHG on the Ag{111) surface taking only the variation of
the dielectric function &(2w) into account. In this paper, we
present further evidence that temperature-induced cha-
nges of y® are indeed overruled by the dielectric function,
entering through the Fresnel factors.

We selected copper where the distance between d-band
and Fermi level best matched the wavelength of our laser,
and extended the ideas of Li et al. [20] to interpret
time-resolved SH measurements that we carried out on
polycrystalline Cu in terms of changes of e(w) and £(2w)
due to a transient electron temperature.

1 Theoretical model

The interpretation of the experimental data is based on
a combination of three different models, to describe the
three main aspects of our experiment, namely SHG, elec-
tron-temperature-induced changes of the dielectric func-
tion, and the coupling of non-equilibrium electron tem-
peratures to the lattice.

1.1 SHG in reflection

For calculating the SHG in reflection from a copper
surface, we followed a phenomenological model presented

by Sipe et al. [21]. They have shown that the P-polarized
SH field E2, generated on isotropic surfaces by p-polariz-
ed fundamental radiation E; and an angle of incidence @,
might be expressed in the dipole approximation as:
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Here, 6z denotes an effective interaction length of a few
monolayers, and the abbreviations used in (1) are given
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Equivalent expressions for F,,, and T, with N are used,
where lower-case (capital) letters denote quantities of the
fundamental (second harmonic).

We expect that the temperature dependence of SH
yield is transmitted by the factors defined in (2), since they
all depend on the linear dielectric function in form of the
index of refraction n(T., w) = [&(T., ]*%. Further, we
notice that the contributions of the three independent
tensor elements y2, ¥2., and 2, to SHG become distin-
guishable, because they are combined with different fac-
tors of (2), leading to different temperature dependences.

1.2 Temperature dependence of the dielectric function

According to a refined version of the model derived by
Jah and Warke [22] and Rustagi [23] the electron
temperature dependence of the dielectric function
&(Te, w) = &1(T,, @) + 1&,(T,, w) is given by:
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Fig. 2. Calculated frequency dependence of the real ¢, and imagi-
nary &, part of the interband contribution of the dielectric function
Sinter(®) 10 comparison with literature data [32]

Here, A is the energy gap between d- and p-band at the
center of the Brillouin zone, f;, the oscillator strength for
d — p transitions, o, the electron collision frequency, and
o, the plasma frequency. The first two terms on the
right-hand side of (3) describe the plasma or intraband
contribution &.,.,(w). The last term is the interband part
&inter (@), the wavelength dependence of which is shown in
Fig. 2.

The refinements introduced by us are the temperature
dependence of the Fermi energy [24] and the energy-
dependent relaxation time t [25] of the electron gas.
Besides this, we accounted for contributions of other
transitions [26, 27] by adding a constant value of 3.1 to
the real part of the dielectric function.

We used Epy = 7.0eV [28,29], w, = 9.06 eV [30, 31]
and 1o = 3.5x 10715 [27] from the literature to calcu-
late the frequency dependence of the dielectric function at
a fixed temperature of 297 K. By fitting our results to
existing experimental data of [32], we obtained the fol-
lowing quantities: A= —4.82¢V, w,=0.11¢V, and
Jap = 0.28. The quality of this fit is shown in Fig. 2. Insert-
ing these parameters into (3) and (4), we determined the
electron—temperature dependence of the linear dielectric
function for the fixed photon energies of the fundamental,
2¢V, and the second harmonic, 4eV. The results are
displayed in Fig. 3.

Figure 4 shows the temperature dependence of the
reflectivity R and the extinction coefficient & which are
related to ¢ by:

24 + A + g)(T,, ) — /22 43
24 + A% + e,(Te, 0 + /22 4%
2w Sz(Te, (D)
T, w) = — ——==—.
¢ J24
The abbreviation 4 used in (5) and (6) is defined as:
A=6(Te, 0) +/e1(Te, 0) + 62(Te, )

To complete our theoretical model, we have to deter-
mine the time dependence of the electron temperature,
which is discussed in the next section.

R(T., w) = &)
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Fig. 3a—d. Calculated electron-temperature dependence of the real
(a, b) and imaginary (c, d) parts of e{w) and ¢(2w)
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Fig. 4. Theoretical dependence of the linear reflectivity R and the
linear extinction coefficient « of Cu on electron temperature T

1.3 The heat-flow model

As the electron temperature T is defined by the best fit of
the electron-energy distribution to the Fermi-Dirac distri-
bution, we have to examine the time dependence of the
electron-energy distribution originating from the laser
pulses. In general, this time dependence is dominated by
three processes, namely, electron—electron and elec-
tron~phonon scattering, as well as energy diffusion. When
the thermalization of the electron gas due to elec-
tron—electron scattering is faster than the other processes,
T, is well defined. Thus, the equilibration of electron gas
and lattice is determined by the electron—phonon-coup-
ling constant g and may be modelled by the two-temper-
ature model presented by Anisimov et al. [2]:

0T, ’T.
Ce(TE) (9t =K (322 - g(Te - T]) + S(Z, t)’
oT
G =9(Te— Ty )

S(z, t)=[1 — R(T)]ae™*” I(t).

In (7), K denotes the thermal conductivity, C; and C.(T.)
the lattice and electronic heat capacities, respectively. The
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Fig. 5. Numerical modelling of the time evolution of the electron
(upper frames) and lattice (lower frames) temperatures for the three
electron—phonon coupling constants g (leff) and three intensities of
incident radiation I, (right). The values of g and I, are given in units
of 10V W/m3K and 10> W/m?, respectively

values for copper are: C,=343x10°)J/m*K, and
C.(T.) = (96.6 x T,)J/m> K [33]. The source term S(z, t)
is given by the absorbed fraction of the incoming light
intensity I(z). For the reason of its small diffusivity, result-
ing from the large lattice heat capacity, heat diffusion in
the lattice is neglected.

Investigations of the thermalization of electrons
[13, 14] and the effect of a non-thermal electron distribu-
tion on the electron—phonon energy relaxation process in
noble metals [15] have shown that the two-temperature
model is only valid if the condition kT, ., = ho is fulfil-
led. The fluences used in our experiment were sufficiently
high to satisfy this condition. The heat capacity of the
electrons is assumed to increase linearly with temperature.
At high temperatures, where it will reach the lattice value,
the energy diffusion of the electrons may also be neglected.

The set of coupled, nonlinear differential equations (7),
simplified in this manner, was numerically solved for the
surface (z = 0), considering that the time dependence of the
source term is given by a combined action of the pump and
probe pulses. The simulation proceeded in the following
way: We varied the delay time in discrete steps of 10 fs and
calculated the relevant electron and lattice temperatures for
each delay. We assumed given values for the reflectivity
R and the extinction coefficient « for one time interval to
calculate T., which was used to generate new values of
R and «, for the next time interval, and so on. The time
dependence of the calculated electron and lattice temper-
atures for three values of the electron—phonon coupling
constants g and three different intensities of the incident
radiation I, are shown in Fig. 5. It is obvious that the
different influence of g and I, on T, allows an unambigu-
ous determination of g from the fits to experimental data.

2 Experiment

The laser system used for our investigations consists
of a colliding-pulse mode-locked dye laser, producing
laser pulses of 65 fs duration at a wavelength of 625 nm
(2 eV) and a repetition rate of 76 MHz. These pulses were

w sample

Fig. 6. Schematics of incident and reflected laser-beam directions
and (in the insets) observed shapes of the SHG signals

amplified up to 20 uJ in three amplification stages pum-
ped by an excimer laser at 308 nm and repetition rates of
a few Hz.

Pump and probe beams were generated by a 1:1 beam
splitter and focused to about 250 pm diameter on the
sample at an incident angle of 45°. The probe pulses
passed through a half-wave plate, a glan prism and were
delayed with respect to the pump pulses by a computer-
controlled delay stage with 0.1 um step size. In the actual
experiment, a typical step size of 3 pm, corresponding to
10 fs, was used. Radiation at the SH frequency along the
beam path arising from optical elements and from the
excimer laser was suppressed by a 2mm OG2 Schott
filter. This filter is the entrance of a dark box, which
included all following elements up to a monochromator,
shielding them from any radiation of the excimer laser.
These elements were the sample, two 2 mm UG5 Schott
filters to suppress most of the fundamental radiation, and
the polarization analyzer. The beam configuration for
observing SHG is shown in Fig. 6. By turning the sample,
SHG could be observed in either one of the three outgoing
directions.

A plane-parallel mirror on a translation stage in front
of the sample was used to send the beams into a BBO
crystal to obtain the reference autocorrelation of the pulses.
This allowed the control of the pulse length and the deter-
mination of zero delay between pump and probe beams.

The measurements were carried out with a polished
polycrystalline copper sample in air. SH radiation gener-
ated at the sample surface was detected by a photomultip-
lier and amplified by a boxcar integrator. The generated
analog signal was digitized and stored for every shot by
a computer. Since the laser-pulse energies showed strong
fluctuations, a reference signal proportional to the pulse
energy was measured and all SH signals were sorted
according to distinct energy intervals defined by this refer-
ence. The sorting intervals were chosen to limit the pulse-
energy variations to five percent. We used this procedure
instead of the usual normalization of the SH signal to the
square of the reference signal, because the decrease of SH
yield with electron temperature and energy-dependent
variations of the beam profile caused significant devi-
ations from this law.



3 Results and discussion

The search for SH radiation with different polarization
combinations of the fundamental and the second har-
monic, such as p-in, P/S-out, and s-in, P/S-out, was only
successful for p-in and P-out, even when we increased the
sensitivity of our detection about two orders of magni-
tude. In combination with symmetry considerations [34],
this indicates that non-local bulk contributions are negli-
gible and that the only significant element of x'*), describ-
ing the local surface response (1), is x%..

As indicated in Fig. 6, SH radiation was detected in the
directions of the specular reflexes of pump and probe
beam as well as in the middle between them. The de-
lay-dependent SH radiation in the center direction corres-
ponds to the autocorrelation of the pulses which is
broadened by the timing mismatch of = 75fs, resulting
from the angle of =~ 5° between the pump and probe
beams and the beam diameter of 250 pm, but narrowed by
electron heating. Figure 7 shows the autocorrelation data
from the copper surface in comparison with the reference
autocorrelation. The coincidence of the maxima demon-
strates that both may serve for the calibration of zero
delay.

A typical measurement of the time-resolved change of
the SH yield normalized to the signal obtained in absence
of the pump beam is shown in Fig. 8 together with theor-
etical curves calculated with our model. Each point dis-
played in the figure represents the average value of about
thousand laser shots. The residual scatter of our data is
primarily caused by variations of the beam profiles. Since
pump and probe beams were p-polarized, we observe
a peak of &~ 70 fs FWHM around zero delay. This coher-
ence peak is followed by a steep decrease of the SH yield
on a time scale of the pulse duration down to a minimum
value. This rapid decline of SHG is consistent with the fast
reduction of electronic occupancy below the Fermi energy
due to photoexcitation and electron—electron scattering.
Due to the much higher cross section for linear absorp-
tion, emptied states below the Fermi energy absorb more

-—reference crystal -

SH-vyield (arb. u.)

-0.3 -0.15 ¢} 0.18 0.3

delay time (ps)

Fig. 7. Non-collinear second-order autocorrelation from the Cu
sample (115fs FWHM) and from the reference crystal (95fs
FWHM). The width of the autocorrelation from the Cu surface is
broadened by geometry and narrowed by electron heating. The
maxima of both signals define zero delay
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Fig. 8. Measured change of the P-polarized second-harmonic yield,
normalized to the SH yield of the probe beam only, ASH/SH, as
a function of delay time between the p-polarized pump and probe
pulses. The values of g are given in units of 10*7 W/m* K

single photons thereby reducing SHG. For larger delays
between pump and probe pulses, the electron—lattice re-
laxation starts to cool the electron temperature, narrow-
ing the Fermi distribution. Thus, the subsequent increase
to a final level which is somewhat lower than the initial
one is determined by electron—phonon scattering and
lasts about = 2 ps. The final level results from residual
lattice heating which cools in tens of picoseconds via
diffusion.

Modelling the experimental data, we considered the
coherence peak, not discussed here, just as an additative
sech?-peak of arbitrary height and 65fs duration. The
calculations were first performed for different values of the
three independent tensor elements, but the boundary con-
dition that the lattice temperature has to stay below the
melting point could only be fulfilled if ¥ 2. > 750 »'2 and
x 2. = 5000 ¢ This result is very consistent with our
polarization-dependent measurements. We therefore ne-
glected y2, and %2, in the simulations.

The used models described in Sect. 1 find there justifi-
cation in the good agreement between all features of the
experimental data and the theoretical curves. This agree-
ment indicates that any influence of the oxide layer or
metal/oxide interface is negligible. The oxide layer — which
is a semiconductor — is not expected to posses an elec-
tron—phonon relaxation close to that of copper metal and
should, therefore, not interfere with the pump—probe data
in Fig. 8. The influence of the interface presents a more
subtle problem, in particular, since the SHG response is
dominated by y{2.. However, experimental evidence was
provided by Liu et al. [10] that metal/metal interfaces
(Co/Cu and Ag/Cu) have little effect on the electron—lat-
tice relaxation time. A metal/oxide interface should have
even less, if any. Secondly, the electronic structure of the
interface differs from that of the metal and should there-
fore evade our model description. The very fact that our
model correctly reproduces the breakdown of SHG
caused by electron heating and broadening of the Fermi
edge for the wavelength chosen (Fig. 8), makes us confi-
dent that the SHG indeed probes the near-surface range of
copper metal.
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The best fit to our data corresponds to an elec-
tron—phonon constant of g = 3.75x 10!” W/m? K with
an accuracy of about fifteen percent. Taking into account
that g is not a constant but temperature dependent as well,
our results are in good agreement with those obtained by
linear techniques are [6,11]. The corresponding cal-
culated temperature rise of the lattice of ~ 820 K would
also be expected on the basis of the lattice specific heat, the
illuminated volume V ~ 107*>m?3, and the absorbed
laser-pulse energy E,,, ~ 2.8 pJ.

4 Concluding remarks

We have shown that femtosecond time-resolved SHG is
a sensitive technique for measuring transient electron tem-
peratures of metals even under normal conditions. This
allows the determination of electron—phonon relaxation
times in the near-surface region. For polycrystalline
copper, a relaxation time of 2 ps was found, correspond-
ing to an electron—-phonon coupling constant of
3.75x 101" W/m*K at average lattice temperatures of
about 500 K. The model-independent relaxation time
agrees well with results given in the literature [10, 117,
suggesting that the metal-oxide interface does not signifi-
cantly influence the electron—phonon relaxation near the
copper surface. We found strong evidence that the ob-
served temperature dependence of SHG at a polycrystal-
line copper surface and fundamental photon energies of
2 eV is caused by the linear dielectric function &{w). For
interpreting the data, there is no need to invoke a temper-
ature dependence of the nonlinear susceptibility y®. Ad-
vantages of time-resolved SHG measurements compared
to linear techniques [9, 11, 16] are the surface sensitivity
and the order of magnitude larger effects.

Further measurements employing traditional TTRS
and time-resolved SHG under the same conditions are
desirable, since comparison of the two results should be
able to uncover possible differences between electron—
phonon interactions at surfaces and in the bulk.
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