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Abstract. Given that ~, fl are two Lipschitz continuous functions of f~ to I/~+ 
and that f (x ,  u, p) is a continuous function of ~ × E x EN to [0, + ~ [  such 
that, for every x, f (x , . ,  0) reaches its minimum value 0 at exactly two points 
~(x) and fl(x), we prove the convergence of F~(u)= (1/e)S n f ( x ,u ,  eDu)dx 
when the perturbation parameter  e goes to zero. A formula is given for the limit 
functional and a general minimal interface criterium is deduced for a wide class 
of two-phase transition models. Earlier results of [19], [21], and [22] are 
extended with new proofs. 

1. Introduction 

Let f~ be a bounded open subset of EN and let ~, fl be two Lipschitz continuous 
functions of l )  to R+ such that ~(x) < fl(x), Vx ~ ~. The aim of this paper is to prove 
the variational convergence as ~ ~ 0 + of functionals of the form 

F~(u) = f (x ,  u, eDu) dx, (1.1) 

where f is a continuous function of ~ x R x ~N to [0, + oo[ such that 

(HI)  Vx ~ ~, the function f (x , . ,  O) achieves its minimum value 0 at exactly 
two points, namely ~(x), fl(x), that is, 

Vx~f l ,  f ( x , u , O ) = O  ¢*. u~{~(x),f l(x)}.  
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(H2) V(x, u) e f~ x R, f ( x ,  u, .) is a convex function on R N which is differenti- 
able at 0 where it achieves a strict minimum, that is 

f ( x ,  u, p) > f ( x ,  u, 0), Vp v~ O, f'v(x, u, O) = O. 

Here the variable p plays the role of a perturbation creating the dependence of F~(u) 
on the gradient Du. Scaling with respect to the small parameter e > 0 is chosen so 
as to obtain a nonvanishing limit for the sequence (F ") as e tends to 0. 

In order to provide relative compactness for the minimizing sequences (u~), we 
also assume the following coercivity condition of f (x ,  u, 0) with respect to u: 

(H3) There exists ~: ~+ ~ +  such that limt_~ ~( t ) / t=  + ~  and 
f (x ,  u, O) >_ @(lu[), V(x, u) ~ f~ x R x. 

Functionals of type (1.1) appear in the study of the equilibrium of elastic rods 
under tension [2] (one-dimensional nonlinear elasticity theory) and also in the 
context of the Van der Waals-Cahn-Hilliard theory of phase transitions [6]. Let us 
define the latter setting: the model is described by two phases with respective mass 
densities ~ and fl (which depend only on the local temperature) and by the energy 
functional F'(u) in which the interfacial energy appears through the dependence on 
the gradient Du of the density distribution. The problem of determining the stable 
configurations is to minimize F~(u) among all density distributions of a prescribed 
total mass m, that is Sn u(x) dx = m (u > 0). The mathematical problem is then to 
study the asymptotic behavior as e ~ 0+ of solutions u~ as e ~ 0÷. In the classical 
theory (see, for example, [7] and [17]), the function f takes the form f (u,  p) = 
W(u) + Ipl 2 where W(u) is deduced (by subtracting an affine function) from the free 
Gibbs energy at a given temperature. So, under the assumption that this tempera- 
ture is constant inside ~, the local energy W does not depend on x; it is a 
nonconvex function of ~ to R + which reaches its minimum value 0 at exactly two 
scalars at and ft. 

Following a conjecture by Gurtin [16] and using a F-convergence argument 
[12], [20], Modica [19] proved (see also [24] for similar results) that the sequence 
of minimizers (u,) strongly converges in Ll(f~) (modulo replacing (u,) by a 
subsequence) to a function u which takes only the values a and fl with interface 
between {u = ~} and {u = fl} having minimal area. In this remarkable result, the 
most striking thing is perhaps that, without any uniform estimate on the gradient of 
u, (we do not even know whether the sequence (Du~) is bounded in Ll(f~)), the limit 
u is shown to have bounded variations so that the interface has Hausdorff 
dimension N - 1 (this dimension could also be greater than N - 1 !). 

In the context of Modica's results, several questions arise: 

(1) Does the minimal interface criterium still remain valid if we replace the 
perturbation term Ip[ 2 by a convex, possibly nonradial, function ofp (note 
that, in fact, for general functions f (u,  p), this perturbation depends on u)? 

(2) What happens when functions f ,  ct, and fl depend on x? 
(3) In view of applications to multidimensional nonlinear elasticity theory, is it 

possible to obtain similar results in the case of vector functions u? 
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Question 1 has recently been solved by Owen [21] for the case of a function f 
of class C 4 which depends radially on p: the same minimal interface criterium was 
obtained. Very recently, an extension to a nonradial function of class C 3 was given 
[22]. Question 3 has been studied when f(u, p) = W(u) + [plZ by Sternberg [24], 
Baldo [4], and Ambrosio [1] (here p stands for the deformation tensor). Situation 2 
is met, for example, in the context of the Van der Waals-Cahn-Hilliard theory 
when the temperature inside f~ is a given function of x. In particular, the difference 
fl(x) - ct(x) may vanish if x belongs to some subset where the critical temperature is 
reached. For new thermodynamical models of phase transitions including varia- 
tions of temperature, we refer to the recent papers by Casal and Gouin [8], [9]. Let 
us stress the fact that in these new models the local temperature is considered as an 
unknown as well as the mass density u. So the assumption above (the temperature 
is a prescribed function of x) may seem simplistic from a physical point of view 
although it already leads to many mathematical difficulties! 

Our main result (Theorem 3.3) solves problems 1 and 2 under very mild 
assumptions: f need only be continuous and satisfy assumptions (H1), (H2), and 
(H3) given before. Using a F(epi)-convergence result (Theorem 3.5), we prove that 
the minimizers (u,) for the problem 

(~) Inf{fnf(x,u, eDu) dx ;u>O,~nu(x )dx=m } 

strongly converge in Ll(f~) (modulo replacing (u~) by a subsequence) to a function 
u of the form u = ~1 a + flln\ a, where A is a subset of f~o = {x ~ f~; fl(x) > ~(x)}, 
which is a solution of the following geometrical problem: 

(~) Inf t  I h(x, VA(X))dH N- 1; A ~ Xlo¢(f~o), 
( d  O*A n n o  

Here X~oc(~o) denotes the sets with a locally finite perimeter in ~o and v A 
denotes the exterior normal to A which is defined on the reduced boundary O*A of 
A [14]. The complete description of the integrand h(x, p) is clearly defined; it is 
continuous and sublinear in p. 

Our conclusion is that the interface (which of course appears only on ~o) is still 
( N -  1) Hausdorff dimensional but now the selection criterium is weighted 
spatially and directionally according to the original choice of the function f .  

This paper is organized as follows: In Section 2 we give some technical 
background on sets of finite perimeter (Section 2.1) and on sublinear functions of 
measures (Section 2.2). Then we recall (Section 2.3) the definition and main 
properties of the epi(or F)-convergence of functionals, notions which are used to go 
to the limit in the sequence of variational problems (~). 

In Section 3 we first construct the integrand h, using the conical envelope of 
f(x, u, .), and give an equivalent variational definition (Lemma 3:2). Then we state 
our main result (Theorem 3.3) which is deduced from the epiconvergence of (F0 
(Theorem 3.4). Some examples are given in Section 3.4. 
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Finally, all the proofs are concentrated in Section 4 and in the Appendix. 
Let us mention that our method is new since it is fully variational. In 

particular, we do not need, as was done in [19]-[22],  any decay estimate results for 
initial value differential equations, so we can remove many restrictive assumptions 
on the regularity of f ,  which need only be continuous. The extension to a 
noncontinuous dependence on x seems difficult to obtain and remains, to our 
knowledge, an open problem. 

I am indebted to L. Modica and G. Buttazzo for their interest when I 
announced the main results of this paper in May 1987. This final version has been 
partially written during my stay at the Departments of Mathematics of the 
University of Pisa and of the University of Ferrara in June 1988. 

2. Preliminaries and Notations 

Henceforth, H N-~ denotes the ( N -  1)-dimensional Hausdorff measure and [.[ 
denotes the Lebesgue measure on EN. For  every subset A of EN, we denote by 1A 
the characteristic function of A (takes value 1 on A and 0 otherwise). B(x, r) is the 
open ball with center x and radius r. 

2.1. Sets with Bounded Perimeter 

For what follows the reader should refer to the original papers of De Giorgi [11] 
and to the books by Giusti [14] and Massari and Miranda [18]. Let f2 be an open 
subset of ~N, let u ~ L~oc(f2), and let Du be the gradient of u in the sense of 
distributions on ~q. If Du is a vector-valued Radon measure, we write u ~ BV~oc(f~). 
If, moreover, u belongs to LI(~)  and if the total variation of Du on f~, that is 

fnlDu[= Sup{fou divg dx;g~ C1(~, RN), ,g,< 1}, (2.1) 

is finite, then we write u ~ BV(f~). With the norm HuH = Sn ]u[ dx + ~u [Du[, BV(~) 
is a strict Banach subspace of W 1'1(~) which, in case of a bounded ~, is compactly 
embedded in LI([)). It is easy to check that the functional u ~ B V ( ~ ) ~  Sn [Du[ is 
lower semicontinuous for the Ll-norm. Let us apply the previous definitions in the 
case u = 1E, where E is a Lebesgue-measurable subset of ~:  we denote by X1o¢(~) 
(or X(~)) the sets E for which 1E belongs to BVIIo¢(~) (or BV(~)). Following the 
terminology of [14], an element E of Xlo~(~ N) is called a Caccioppoli set and, for 
any bounded open set co, its perimeter in co, defined by Po(E) = So, [D1Ei, is finite. 
An example of a Caccioppoli set is given by a subset E of ~N with Lipschitz 
continuous boundary dE. In this case Po,(E)= HN-~(co c~ dE). To obtain this 
formula in the general case, we have to replace dE by the reduced boundary d*E 
defined below. 

Definition 2.1. Let E ~ Xloe([~N). A point x belongs to the reduced boundary d*E 
if: 

(i) SBtx, r~ [Dlel > 0 for all r > 0. 
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(ii) The limit ve(x)=lim,_.o(~B~x,,)Dlr./~B~xmlD1EI ) exists and verifies 
IvE(x) l  = 1. 

v~(x) is the generalized outer normal to E and, from Besicovitch theorem of 
differentiation of measures, 

D1 e = vE(x)lDl~[. (2.2) 

Moreover, d*E is an H N- ~ a-finite subset of R N which is dense and of full H N- 
Hausdorff measure in the essential boundary of E (set of points where the Lebesgue 
density of E lies in ]0, 1D. Finally, ID1EI is nothing else but the trace of H N-~ on 
0*E, that is 

ID1F](.) = H u-  x(O*E c~ .). (2.3) 

Remark 2.2. All that has been said before for a Caccioppoli set E also applies 
when taking for E a set of Xloc(~) where f~ is an open subset of R N. Of course, 
Definition 2.1 has to be restricted to the points x which lie in f~ and, to find that 
P~,(E) is finite, we need co to be relatively compact in f~. 

2.2. Sublinear Functionals on Measures 

Let f] be an open subset of •N and let ¢(x, p) be a Borel function of ~ x R N to R + 
which is sublinear in p. We consider the convex functional defined on the space 
Mb(~, R N) of bounded ~N-valued measures by 

O: 2 e Mb(t~, ~N) ~ q) x, ~-0 dO, (2.4) 

where 0 is a positive measure such that 2 ,~ 0. Using the sublinearity of ~o(x, .), it 
can easily be shown [15] that the integral in (2.4) does not depend on the choice of 
0. For  that reason, we rewrite (2.4) under the condensed form 

0(;~) = ~, ~0(x, ,~). (2.5) 

Let us now give some important continuity properties of the functional • 
which have been proved by Reschetniak [23] in the case of a compact metric space 
f~. The extension to a a-compact metrizable fl  is straightforward (see, for example, 
[5]). Recall that the weak topology on M b is associated with the duality (M b, Co), 
where C O denotes the space of continuous functions on f~ tending to 0 at infinity. 

Proposition 2.3. 

(i) I f  q~ is lower semicontinuous on ~ x R N, then • is weakly lower semicontin- 
uous on Mb(f~, RN). 

(ii) Assume that q) is continuous on f l  x R N. I f  2. converges weakly to 2 as 
n ~ 0o and if, moreover, Sn 12. I ~ Sa 12 I, then 0(2.)  converges to 0(2). 

Let us conclude this section with a variant of the coarea formula which can be 
found in [10] (in particular, Lemma 2.2]). 
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Proposition 2.4. Let W(x, s, p) a Borel function of  ~ x R × ~N to R+ which is 
sublinear in p. Let u be a Lipschitz continuous function on f~ and denote, for every 
t > O, S, = {x ~ f~; u(x) < t}. Then, for almost all t ~ •, S, belonos to X ( ~ )  and we 
have 

;o ;+?fo • (x, u, Du) dx = ~(x ,  t, Dls,). (2.6) 

Comment. If u ~ B V ( D ) \ W I ' I ( ~ ) ,  the first member of (2.6) does not make sense. 
Nevertheless, we still have S t ~ X(f~) (for almost all t). Hence the second member is 
well defined and provides a natural extension of the integral functional to all B V(fl) 
(see [10]). When q/(x,s ,p) = IPl, we get 

f lDul=f+~dtflDls, I. (2.6') 

In fact, (2.6') holds true for every u e BV(f~) (with the left member defined by (2.1)). 
This is Rishel-Fleming's famous theorem [14, p. 20] (coarea formula). 

2.3. The Concept of  F (or Epi)-Convergence 

We refer to [12] or to [3] for further details. Let (X, z) a metrizable topological 
space and let (U) be a sequence of functionals of X to ~ (where the small parameter 
e > 0 belongs to a sequence converging to 0). The lower and upper z-epilimits F~ and 
F~ of the sequence (U), also denoted z-lira e U and z-lira e F ~, are defined by 

Fi(u ) = z-lira e r~(u) = Min(lim inf F~(u,); u~ ~ u~, (2.7) 
I E-O ) 

F~(u) = z-lime F'(u) = Mintliml ~-.oSUp F'(u~); u~-g u}. (2.8) 

Of course, Fi < F~. Moreover, F~ and F~ are z-lower semicontinuous (see, for 
example, [3]). 

Definition 2.5. If F i and F s coincide as functionals with the same functional F 
(equivalently Fs < F < Fi), we say that (F ') z-epiconverges to F as e ~ 0. 

The fundamental variational property of the epiconvergence is summarized in: 

Proposition 2.6. Assume that (F ~) z-epiconverges to F and that there exists a 
z-relatively compact minimizing sequence (u~) (i.e., such that F~(u~)-inf F~-~ 0 as 
e -~ 0+). Then: 

(i) Inf U ~ Inf F as e ~ 0 +. 
(ii) Every cluster point u of  {u~, e > 0} minimizes F. 
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3. Setting of the Problem. Main Results 

3.1. 
Let ~2 be a bounded open subset of ~N with Lipschitz boundary, let ~, fl: D ~ B~+ be 
Lipschitz continuous functions such that 0 < ~ (x )<  fl(x). Define the function 
7: ~ ~ ~ + and the open subset f~o by 

~ = / ~ - ~ ,  ~o = {x ~D;~(x) > 0}. (3.1) 

Given f(x, u, p) is a continuous function of ~ × • x ~N to B~ + and m is a real 
number such that 1 

fo~(x) dx < m < fn,(x) dx, (3.2, 

let us consider, for every e > 0, the following variational problem: 

Inf{~nf(x,  u, ~Du)dx;u~ K.,c~ Lip(D)}, (3.3, 

where Lip(D) denotes the set of Lipschitz functions of f~ to R and K,, is defined as 

Km={ueLI(D);u>O and foudx=m}. (3.4, 

Following [19,1 and [20-1, we use a rescaling of the integral functional defined in 
(3.3) by setting 

I 1 f f(x, u, eDu)dx if (3.5) U:  u ~ Lx(D) ~ e  do u • Lip(D), 

[ + oo if u ¢ Lip(D). 

Our aim is to go to the limit in (3.3) as e tends to 0+ by proving the relative 
compactness of associated minimizers and the epi(or F)-convergence of the 
sequence (U) when L~(D) is endowed with the norm topology. 

3.2. 

To describe the limit problem we have to introduce new notations and definitions. 
First, we introduce fc, the conical envelope of f ,  defined by 

f~(x, u, p) = Inf~ "-1 f(x, u, tp)~. (3.6) 
t>O( t ) 

Let us notice that this integrand fc provides a lower bound for F * which is 

1 In the physical context, m, which denotes the mass of fluid inside 11, is assumed to be constant. 
Condition (3.2) means that the two possible phases, described by their mass-densities a(x) and/~(x), will 
actually coexist in f£ 
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independent of e. Indeed, for any u in Lip(f~), we have 

F~(u) >- fn f~(x, u, Du) dx. 

Then define 

f 
p(x) 

h(x, p) = fc(x, u, p) du, 
dot(x) 

{ ( O 1 / , ( x ) ) h ( x , p ) i f y ( x )  > 0  
G(x, p) = if 7(x) = O, 

(3.7) 

(that is if x E f~o), 

(3.8) 

(3.8') 

(3.9) 2(x, u) = Inf{f~(x, u, p); IPl = 1}. 

Of course smoothness properties assumed on f (see (H1) and (H2)) will affect those 
off¢, h, and G. This is defined in Lemma 3.1 below. Moreover, the integrand h 
defined by (3.8) plays a central role in the description of the limit problem. This fact 
is a consequence of Lemma 2.2 stated below where the link between h and a one- 
dimensional variational problem is made: roughly, h(x, p) represents the minimum 
of energy which is needed to go from ct(x) to fl(x) along the half-line starting from x 
in the direction p. 

Lemma 3.1. Assume that f :  ~ x R x ~N ~ R+ is continuous and verifies (H1)  and 
(H2) (see Section 1). Then: 

(i) f¢(x, u, p) is continuous on ~ x ~ x ~N, sublinear in p, and satisfies 

Vx e f~, L ( x ,  ~(x), .) = L ( x ,  ~(x),  .) = O. 

(ii) h(x, p) and G(x, p) are continuous on ~ x R N, sublinear in p; 2(x, u) is 
continuous of ~ x R to ~ + and satisfies 

Vx e n,  ~(x, u) > 0 /f u ¢ {~(x), fl(x)}. 

Proof See Section A of the Appendix 

Lemma 3.2. Let r > 0 and consider the function I, of ~ x R N to ~ defined as 

l,(x, p) = Inf f ( x ,  v(t), pv'(t)) dt; v e Lip i" (R), v(0) = e(x), v(r) = fl(x) , 

(3.10) 

where Lip T (~) denotes the Lipschitz continuous and nondecreasing functions from 
to R. Then, under the assumptions of Lemma 3.1 and for every (x, p) in ~ x R N, 
It(X, p) is a nonincreasing function of r which tends to h(x, p) as r -~ oo. 

Remark. In fact, h(x, p) = Ioo(X, p) where I~(x, p) is defined from (3:10) by putting 
r = + oo (in this case, v(+ oo) denotes the limit of v(t) as t tend to + oo). For  the 
proof see Section A.2 of the Appendix. 
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3.3. Main Results 

Theorem 3.3. Assume that f is continuous from 0 x R x R N to ~+ and verifies 
( H 0 ,  (H2), and (H3). Denote, for every e, r~ is the infimum of problem (3.3) and let 
(u,)~> o be a sequence of Lipschitz continuous functions which satisfy the constraint 
K,, (see (3.4)) and is minimizing for (3.3) in the following sense: 

3C > 0 such that Ve, r~ <_ f n f ( x ,  u~, eDu~) dx <_ r~ + Ce. (3.11) 

Then {u~, e > O} is strongly relatively compact in L X(f2) and any cluster point u can be 
written as u = c~l a + flln\ a,  where A is a solution in X~oc(Do) of the followin9 
geometrical problem: 

L d f~o c~ O*A 

where 2 

= m - foot m' dx. (3.13) 

Moreover, the ratio rJe has a limit as e -* O+ which is equal to the infimum of (3.12). 

Comments3 .4 .  (1) The  weak relative compactness  in Ll(f2) of the minimizing 
sequence (u~) is easily deduced f rom hypothesis  (H3). Hevertheless,  as we will show 
in the p roof ( see  Section 4), we need the s t rong convergence in Li(f~) of (u~) to make  
sure that  the l imit  u satisfies a.e. u(x) ~ {a(x), fl(x)}. 

(2) When  info 7 > 0 (for example,  if ct, fl are constant  functions), then (2 o = (2 
and there exists some 2 o > 0 such that  h(x, p) > 2olPl, V(x, p) ~ () x ~N. It  follows 
that  the integral in (3.12) is finite if and only if A has a finite per imeter  in (2 ( that  is 
A e X(f~)). Some examples  related to this s i tuat ion are detailed in Section 3.4. 

(3) We do now know in general whether  p rob lem (3.3) has solutions. 
Nevertheless,  under  some addit ional  hypothesis  of  s t rong coercivity of  f with 
respect to p such as 

3C > 0: f ( x ,  u, p) >_ Clpl k, k > 1, (3.14) 

the existence of solutions is easily obtained,  for every e > 0, in the Sobolev space 
WLk(~).  

The  p roof  of the main  theorem relies on a result of  epiconvergence which is 
stated in Theo rem 3.5 below. The detailed proofs  are ra ther  technical and are found 
in Sect ion 4. 

2 Here O*A denotes the reduced boundary of A and v A denotes the outer normal defined on t3*A 
(see Section 2.1). 
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Theorem 3.5. Assume that f is continuous from 0 x R x ~N to R+ and verifies 
(H1) and (H2). Define U as in (3.5), and ~o and G by (3.1) and (3.8'). Then: 

(i) As e --* 0+, (F ~) epiconveroes stronfly in L l(f~) to F defined as 

F:u~Ll(~)_..{!noGc (x, Du) if u~BV~o¢(ff~o), u(x)~{~t(x),fl(x)},a.e., 

otherwise. (3.15) 

(ii) Denote I,, as the indicator function of  K,, (takes value 0 on K,,, + oo 
outside). Then (U  + Ira) epiconveroes to F + I,, as e ~ 0+. 

Remark 3.6. (a) Here we do not  need to assume (H3). On the other  hand, when 
F(u) < + ~ ,  the set A = {x e ~o;  u(x) --- ~(x)} belongs to Xlo¢(f~o). Then, using the 
notat ions of Theorem 3.3 and Section 2.1, 

F(u)= fnh(x, OlA)= fo h(X, VA)dH N-x. (3.16) 
o c~ O*A 

(b) As G is continuous,  we have F(u) < + Do if u ~ BV(ff~o) and u(x) ~ {~(x), 
fl(x)} a.e. It will be shown (see Lemma 4.4) tha t  F + I m is p roper  and that  there 
exists at least one u ~ K,, such that  F(u) < + oo. 

(c) It is possible to remove the hypothesis  that f ( x ,  u, .) is differentiable at 0 
(see H/).  Nevertheless, in this case the functions f~(x, ~(x), .) and f~(x, fl(x), .) may  
fail to vanish (see Lemma 3.1). As a consequence,  expression (3.16) for F(u) has to 
be replaced by 

F(u)= fo h(x, va)dH~-x + fafo(x,~,D~)dx + fn f~(x, fl, Dfl)dx. 
o n #*A  \ A  

(3.16') 

Note  that the last two integrals in (3:16') vanish when ~ and fl are constant.  

3.4. Examples 

Let ~, fl ~ Lip(O) such that  inf{fl(x) - ~(x); x e ~} > 0 and consider a cont inuous 
function W(x, u) of ~ x R to R+ which satisfies W(x, u) = O ~ u  ~ {~(x), fl(x)}. 
Our  aim is to specify the integrand h and the limit functional F(u) (see Theorem 
3.5) in the case of part icular  per turbat ions of W. Recall (see Comment  3.4) that 
F(u) < + oo if and only if u = ~1A + flln\a with A ~ X(~).  

(a) lsotropic Perturbations. Given (p a convex continuous function from R + to 
R+ such that 

¢p(0) = 0, ~o'(0+) = 0, q~(t) > 0 if t > 0, (3.17) 

let us consider the following function f :  

f ( x ,  u, p) = W(x, u) + ~o([pl) (Jp[ denotes  the Euclidien norm in RN). 
(3.18) 
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As a consequence of (3.17), the Fenchel conjugate  ¢p* of ¢p (defined on R+ by 
¢p*(t*) = Sup{tt* - tp(t); t e R + }) is strictly increasing and  vanishes at 0. So we can 
define the generalized inverse of ¢p* on R+ by setting 

(¢p*)- l(t) = Sup{t* ~ ~+ ;  ¢p*(t*) ~ t}. (3.19) 

No te  that  (¢p*)-1 coincide with the usual inverse when ¢p* is finite-valued or 
equivalently if ¢p(t)/t - ,  oo as t --, c~ (this avoids the case ¢p(t) = (1 + t2) ~/2 - 1). 
After an easy computa t ion ,  we get 

fc(x, u, p) = IPl(~o*)- ~(W(x, u)). (3.20) 

Let  u --- ~IA + fllo\a with A ~ X(t'l). We have 

fo f#tx) F(u) = k(x) d n  N- 1 where k(x) = (¢p*)- l (W(x,  u)) du. (3.21) 
*A ,~ ~t(x) 

So the minimal  interface criterion is weighted spatially according to k(x). If, for 
example,  ~0(t) = t 2 (the si tuat ion of the Van der W a a l s - C a h n - H i l l i a r d  model),  we 

a¢x) 1/2 - 1 ,  we get k ( x ) =  get k(x) = 2S,¢x) (W(x ,u ) )  du. If  now ¢p(t) = (1 + t2) 1/2 
fl(x) - ~t(x). Here  the behavior  of  W(x, u) when u runs between ct(x) and  fl(x) has 
no effect! 

(b) Quadratic Perturbations. Let ai.j(x, u) be a cont inuous  function f rom t) x R 
to the N x N positive definite matrices  and consider the function f defined as 

f ( x ,  u, p) = W(x,  u) + aij(x,  u)pip ~. (3.22) 

We get 

f 
#(x) 

h(x, p) = 2 (aij(x , u)pip j • W(x,  u)) 1/2 du. (3.23) 
,J c~(x) 

Clearly, for nonscalar matrices (a,.j), the function h(x, p) depends both on x and p. 
So the minimal  interface criterion is weighted spatially and  also directionally. 

(c) Perturbations with Linear Growth. Assume now tha t  ~t, fl are independent  o f x  
so that  the restrictionf~,(x, u, 0) = 0 (see (H2)) can be removed  (see R e m a r k  3.6(c)). 
Let  a~j(x, u) be as above  and define 

f ( x ,  u, p) = ( [W(x,  u)] 2 + aij(x,  u)pipj) 1/2. 

We get 

h(x, p) = (a~j(x, u)pipj) 1/2 du. 

So the choice of W does not  affect the criterion. 

(3.24) 

(3.25) 
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4. Sketch of the Proofs 

Theorem 3.5 is a direct consequence of Proposi t ions 4.1 and 4.2 stated below. Then 
Theorem 3.3 is easily deduced (see Proposi t ion 2.6) provided the minimizing 
sequence (u3 is strongly relatively compact  in La(D) (this is proved in Section 4.3). 

Proposition 4.1. Let (u,)~>o be a family of functions such that u, converges to u in 
Ll(f~) as e ~ 0+. 

(i) I f  lim inf~ U(u,) < + ~ ,  then u(x) • {~(x),/3(x)} a.e. on f~ and u • BVlo¢(f~o). 
(ii) I f  u(x) • {~(x),//(x)} a.e. on f~ and if a = {x • f~o~U(X) = ~(x)} belongs to 

Xlo¢(f~o), then 

fno h(x' lim inf F~(u~) >_ D1A). (4.1) 
E 

Proposition 4.2. Let u • L l(f~) c~ BVloc(~o) such that u(x) • {~(x), fl(x)} a.e. on ~2 
and let A = {x • ~o\U(X) = c~(x)}. Then there exists a sequence (u~),>o of Lipschitz 
continuous functions on ~ such that u~ converges to u in LI(~)  as ~ ~ 0+, ~ < u~ <_ fl 
for every ~ > 0 and 

(i) lim sup~ U(u~) < Snoh(x, D1A), 
(ii) SnuG(x) dx = ~n u(x) dx, V~ > O. 

Comment.  F rom Proposi t ion 4.1 and (3.16), lime F ' >  F. Since I,, is lower 
semicontinuous we also have lime(F ' + Ira) > F + Im. On the other  hand, from 
Proposi t ion 4.2, lime(F ~ + I,,) < F + I,, for every m > 0 which obviously implies 
that lime U < F. 

4.1. Proof of  Proposition 4.1 

(i) There exists a sequence (~,) of positive numbers  converging to 0 as n ~ ~ and a 
positive constant  C such that u,, ~ u a.e. on f~ and 

F~"(uJ < C. (4.2) 

Since, from (H2), f ( x ,  u, p) > f ( x ,  u, 0) > 0, V(x, u, p), (4.1) implies 

f f ( x ,  u~,, O) dx < C~,. 0 <_ (4.2') 

Using Fatou 's  lemma and the continui ty of f ,  we deduce f ( x ,  u(x), 0) = 0 a.e., that  
is, from ( H 0 ,  u(x) • {~(x),/~(x)} a.e.. Let A = {x • f~o; u(x) = ~(x)}. Since ~(x) = 
//(x) when x ¢ f~o, we can, of course, write u = ~1 a +/31n\ A. 

Our  task now is to prove that  A • Xloc(f2o). Let co be an open subset such that 
f~o = 6~ and let us associate to co the function k(t) of R to I-0, 1] defined as 

k(t) = Inf{ko(t), 1}, ko(t) = Inf{f~(x, ~(x)t +/3(x)(1 - t), p); x • co, [Pl = 1}. 

(4.3) 
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Thanks to the continuity of fc (Lemma 3. l(i)), the infimum in the last expression is 
attained and, from Lemma 3.1(ii), 

k ( t ) = O  .¢* t~{O, 1}. (4.4) 

Let v, from f~ o to N be defined by 

1 
v. = - (13 - u,,) (recall 7 = fl - e > 0 on f~o) (4.5) 

and let v* of f~o to [0, 1], the truncated function, be defined by 

v*(x) = Max{~(x), gin{v,(x), fl(x)}}. (4.6) 

Since fc(x, e(x), .) = fc(x, fl(x), .) = 0 (see Lemma 3.10)) and noting that 

u~. = ev, + fl(1 -- v,), Due. = Dow, + Dfl(1 -- v,) -- 7Dv., 

we have, for a.a. x e f~o, 

fc(x, u~., Due, ) > fc(x, ev* + fl(1 - v*), Day* + Dfl(1 - v*) - 7Ov*). (4.7) 

Using (4.3) gives 

f~(x, u~., O u J  > k(v*)TlDv*l- Max{IDol, IDfll}. (4.8) 

From the definition off¢ (see (3.6)), 

U " ( u J  >_ f ,  of~(x, u~., Due.) dx (4.9) 

which, combined with (4.8) and (4.2), implies that there exists some C' > 0 such 
that 

fee ~ ~ Cr" k(vn)VlOv. [ _< 

Now define 

(4.10) 

M(t) = k(s) ds, w. = M(v*). (4.11) 

Clearly, v. and v* converge to 1A in Ll(co) as n --* oe (note that Inf,~ ? > 0). Since 
k(t) ~ [0, 1], we have 0 < M(t) <_ t, hence the sequence (w.) is bounded in Ll(e)). 
On the other hand, from (4.10) and (4.11) and denoting y* as the greatest lower 
bound of ~ on co (y* > 0), 

fo, C' IDw.I <_-  Vn, (4.12) T*' 

which implies that {w,, n ~ N} is bounded in Wl'i(o2), hence strongly relatively 
compact in LI(rn) (see Section 2.1). Moreover, since M is continuous, the unique 
possible limit w, which lies in BV(co), is given by 

w(x) = M(1)la~o,(x ). (4.13) 
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Hence, since M(1) > 0 (this from (4.4)), the restriction of D1 a to the open set co is a 
measure of bounded variation. This being true for any relatively compact subset of 
~o, we have proved that A e Xloc(f~o) (that is u e BV~o¢(f~o) ). 

(ii) We may assume that lim inf~ U(u,)< + oo (otherwise inequality (4.1) is 
trivial). There exists a sequence (5.) such that 5. --. 0 + and 

inf F~(u,) = lim ~ f ( x ,  u~., Du~,) dx < + oo. (4.14) lim 
t l ~ o o  ,)¢1 

Let co be a relatively compact subset of f~o and define v. and v* as in (4.5) and 
(4.6). We have, from (4.7) (recall f¢ > 0), 

f fc(x, u~,, DuJ  dx 

>_ fS¢(x, ow* + ]?(1 * * Off(1 TOY*n) - -  v . ) ,  Dow. + - -  v * )  - -  dx. 

From the subadditivity of f c, 

f f~(x, u~., DuJ  > I. - J,, (4.15) dx 

where 

I. = f /¢ (x ,  ~v* + fl(1 - v*), --yDv*) dx, ( 4 . 1 6 )  

J ,  ~ f~(x, cw* + fl(1 : - -  On) , *  --D~v* - Dfl(1 -- v*))dx. (4.16') 

Since v*(x) lies in [0, 1] and converges a.e. to la, we can compute the limit of J ,  
using the dominated convergence theorem and Lemma 3.1(i): 

l i m J , =  ~ S~(x, ot,-O~)dx + f f ¢ ( x ,~ , -D f l )dx :O .  (4.17) 
n~oo ,,]co n A  Ueg\A 

Let us now consider I,. Using formula (2.6) of Proposition 2.4, we can write 
I. = S + ~ q~.(t) dt where 

¢p.(t) = fo, fc(x, ca + fl(1 - t), ~,O ls0;  S~' = {x ~ co\v*(x) < t}. (4.18) 

From Fatou's lemma and noting that Dlsv vanishes when t ¢ I-0, 1], 

fo(m  ) lim inf l ,  > li fq~.(t) dr. (4.19) 
n--* oo 

Let m(t) be defined by (4.3). We have q~.(t) > k(t) ~, 71Dls~, I. Hence for a.e. t e ]0, 1[, 
the sequence (1S7) is weakly relatively compact in BV(co). Moreover, since 
~,lv* - laldx > min(t, 1 - t)]S~A(A c~co)[ (see, for example, Lemma 1.25 of 
[14]), the unique possible limit of lsv is a.e. equal to l a ~ , .  Then, thanks to the 
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lower semicontinuity offc, we deduce from the Proposition 2.3(i) that a.e. 

inf tp,(t) > f f c ( x ,  ctt + fl(1 - t), 7Dla). (4.20) lim 
n--* oo do  

Finally, collecting (4.14), (4.15), (4.17), (4.19), and (4.20), 

F'(u,) > lim inf 1, > I" h(x, D1A) (4.21) lim inf 
E n---~ oo do 

(for the last inequality we use Fubini's theorem and the definition of integrand h 
(see (3.8)). Assertion (4.21) being true for every open subset 09 such that f~o ~ 6~, we 
conclude the proof of (4.1) by taking an increasing sequence (co,) such that 
f~o = U. co.. [] 

4.2. Proof of Proposition 4.2 

In a first step we assume that u = ~tln~ A +/~1~\ A, where A is an open subset of R N 
with smooth boundary aA such that H N- l(aA n aft) = 0. We conclude thanks to a 
density argument. 

(a) First Step. Let A be a smooth subset as above and denote by v the outer 
normal to aA. To prove (i) it is enough to show, for any lower-semicontinuous 
function ~(x) such that h(x, v(x)) < ~(x) on aA, that it is possible to construct a 
sequence (u D of Lipschitz continuous functions on f~ converging to u, which satisfy 
(ii) and: 

sup F~(u,) < t ~(x) dH N- 1 (4.22) lim 
df~ r~ ~A 

(recall that h(x, .) vanishes as x ~ f~o, hence the integral in the second member of (i) 
can be taken on the whole f~). 

From Lemma 3.2 there exists, for every x of f~ n aA, a real r > 0 and a 
Lipschitz nondecreasing function w on R such that w(s) = 0 if s < 0, w(s) = 1 if 
s > r, and 

roY(X, ct(x) + 7(x)w(s), ~(x)v(x)w'(s)) < ~(x) (4.23) ds 

(note that when 7(x) -- 0, the integral in (4.23) vanishes; when y(x) > 0, (4.23) is 
deduced from (3.10) by taking v(s) = w(s)7(x)). Using the continuity of the first 
member in (4.23) with respect to x, the inequality still holds in a neighborhood of x. 
Hence thanks to the compactness of t3A n ~, there exists a finite family (E~)i~ of 
disjoint open subsets of t3A c~ t) and a corresponding family of real numbers (ri) 
and of Lipschitz functions (wi) on f~ such that 

H N -  l (aA c~ ~ \ U  Ei) = O, 

wi(s)=O if s < 0 ,  wi(s)= 1 if s > r l ,  (4.24) 

fo ' f  (x, or(x) + 7(x)wi(s), 7(x)v(x)w'i(s)) < ~(x), e El. ds Vx 
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In  fact, as f ( x ,  a(x),  O) = f ( x ,  fl(x), 0) = 0 (see (H1)), r i in (4.24) can be replaced by 
r = Max{r  5 i e I}. 

Let us consider the function g: R N ~ R defined by 

- dist(x, dA) if x e A, (4.25) 
g ( x ) =  +dis t (x ,  dA) if x ~ A  

and, for every real t, 

S, = (x  E RN; g(x)  = t}, V, = {x ~ RN; I~(x)l < t}. (4.26) 

Using as in [19J an a rgument  of  Gilbarg and Trudinger  [13], there exists for small t 
a diffeomorphism • of  V t to dAxJ  - t, + t[ such that  

3# > 0, det IDOl > #. (4.27) 

Moreover ,  g is smooth  in ~ and denot ing ~ as the componen t  o f ~  on  OA, we have 

Yx  ~ Vt, Og(x)  = v($(x) ) .  (4.28) 

The idea of the p roof  is now to take u, = a + ~w,(g(x)/e) on  the subset 
{x ~ Vt; (b(x) ~ Z~}. Unfor tunate ly  we have to interpolate u, between Z~ and Z~ when 
i :/:j! Thus the construct ion of  u, becomes rather  technical. Let  6 > 0 (after 5 will 
tend to 0) and define Z~ = {x ~ Z~; dist(x, dZi) > 5}. Let ~b~ e ~(dA,  [0, 1]) such that  

(~b~) = 1 on c~A, ~b~ = 1 on Z-~. (4.29) 
i 

We deduce a smooth  part i t ion of  the unity on Vt by setting 

~o~ = ~b~o ~. (4.30) 

Then put, for every e < t/r, 

v~ ~ = + 7 . ~o~w~ + v~ on ~ c~ Vt, (4.31) 

on  ~ \ ( A  u g) ,  

where v~ is a real number  of  [0, r] we choose 3 in order to satisfy the integral 
constraint  In v~ dx  = In u dx  (in fact v~ depends also on 6). 

~ is Lipschitz cont inuous  and verifies a _< v, _< ft. Moreover ,  there Clearly, v~ 
exists some constant  M > 0 (which depends only on 6) such that  

M 
Dv~ < - - .  (4.32) 

3 Let us briefly show the existence of v~. Denoting by v~(t, .) the function v~ obtained from (4.31) by 
taking W = t, we have v~(O,x)< u(x) and v~(r,x)> u(x) (indeed w,(g(x)/e)= 0 if x eA and 
wi(g(x)/e + r) = 1 if x ¢ A). Hence the function k defined as k(t) = Sa v~(t, x) dx is continuous (recall wi is 
Lipschitz) and verifies k(0) _< Sn u(x)dx < k(1). The existence of v~ follows. 
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For  a fixed 6, let us denote  

V¢~,i = {x e [2; - r e  < g(x) < re, $(x) e E~}, (4.33) 

A~,, = {x e f~; - r e  < g(x) < re, tb(x)e E/\E~}, (4.33') 

A~ = {x e f t ;  #(x) < -re} ,  B, = {xef~;g(x)  > re}. (4.34) 

We have 

F ~ ( v , ) = f a ~ o ~ + f B ~ o ~ + ~ f w  q g ~ + ~ f  a "  qg~, (4.35) 

where 

q~(x) = 1 f (x ,  v~(x), eDv~(x)). (4.36) 
e 

From the dominated  convergence theorem, SAo qh tends to 0 as e ~ 0. Indeed, 
~0,1A~ = (1/e)f(x, 0~, eDo0 converges a.e. to f~(x, ~(x), 0)-D~(x)IA which vanishes 
(see (H2)) and, from convexity, 0 <_ ~o, 1A~ ----- f ( x ,  ~, Do). For  the same reason, the 
integral SB~ ~o~ vanishes as e ~ 0. 

Let  us now give an upper  bound  for ~Ao., ~P,. F r o m  • _< v~ _< 6, the continui ty of  
f ,  and (4.32), there exists a constant  M'  > 0 (depends only on 6) such that  

M'  
q~(x) < , Vx ~ f~. (4.37) 

e 

On the other  hand, 

 s/f ) IA,,il = \oz,\z¢ldet(D~ )- 11 dH u- 1 (4.38) 

Hence 

fa 2M'r ~&(x) dx < - -  n N- i(Ei\Y,/~). (4.39) 

6 Let us finally compute  the limit of ~w,,,tp~. Not ing  that  on W~,~, v~ = at + 
ywi(g(x)/e + v,) (this because ~0~ = 1) and that  ID(g(x)/e)l = 1/e a.e., we have 

fw  ~p, d x =  f ¢P,(x,k~(x))lDk,(x)l, (4.40) 

where 

k,(x) = g(x) + v,, (4.40') 
e 

¢P~(x, s) = f (x ,  or(x) + 7(x)wi(s), e[D~(x) + wi(s)DT(x)] + 7(x)w'i(s)Dg(x)). 

Using formula (2.6) of Proposi t ion  2.4, we have 

tp, dx = q~(s) ds, (4.41) 
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where 

rh(S ) = f ~ ( x ,  s) dH N- 1 (4.41') 
Jl x e  W~, ~ ; k~(x)  = s} 

For  fixed s, the sequence of cont inuous functions (~,(-, s))~ > o converges uniformly 
to the function defined as ~(. ,s )=f( . ,~+yw~(s) ,yw' i (s)Dg) .  Let / ~ =  
HN-I(t~ c~ St~ c~ .) where t, = e ( s -  v~) (S, defined by (4.26)) and the open set 
~/~ = {x e ~ c~ t); ~ (x)  e Z/~}. We can rewrite (4.41') as 

rl~(S) = [ ~ ( x ,  s)#~(dx). (4.41") 

F rom our  assumption on subset A, H N- l(t~A c~ df~) = 0 hence H N- I(E~ n t3f~) = 
0. Owing to Lemma 4 of [19], we deduce that  #~ converges tightly as e ~ 0 to 
I~ = H N- ~(Z~ c~ fl c~ .). As a consequence,  the sequence (~/~) converges pointwise to 
the function ~/defined by 

rl(S ) = f z ~  f ( x  ' ~ + ywi(s), 7w,i(s)Dg ) dH N- 1. (4.42) 

F rom the dominated  convergence theorem and Fubini 's formula,  we are led to 

(Io ) lim qg~ dx = ~l(s) ds = dH N- 1 f ( x ,  ct + ywi(s), yw~(s)Dg) ds . 

So, thanks to (4.23) and since Dg(x) = v(x) on c3A (see (4.28)), 

limfw <_ ~(x) dH N-1. 
~ 0  ~,~ ~c~Q 

Finally, collecting (4.35), (4.39), and (4.44); 

Y-- /2M'rk I~ fz  ) lim sup F~(v~) < ~, [ H N- ~(Ei\E~) + ¢(x) dH N-1 . 

Hence 

(4.43) 

(4.44) 

lim sup( l im sup H(v~)) < \ ~ o  a ~ ( x )  dx" (4.45) 

On the other  hand, for every 6, the sequence (v~),> o converges to u, in Ll(f~) as 
~ <  fl together  with the domina ted  convergence ~ 0 (use the inequality ~ < v, 

theorem). 
We conclude (i) using a diagonalizat ion argument  [3, p. 33]: there exists a 

sequence (6,) such that ~, ~ 0 and such that  u, = v~" satisfies (4.22) and converges 
to u as e ~ 0. Recall that  (ii) is satisfied provided a good choice of the parameter  ~/~ 
is used (see (4.31) and footnote  2). 
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(b) Second Step. Let A e Xioc(Do) and let u = ~1A + flla\A. Let us denote by O~ 
the Ll(D)-upper epilimit (see Section 2) of (F  ~ + Ira) where m = So u dx. We have to 
prove 

f h(x, DIA). (4.46) t~(u) <_ 
J f~ 0 

Let us use the approximation u k ofu defined by u k = 0t la~n + flln\A~, where (Ak) is 
the sequence of smooth subsets of ~N obtained in Lemma 4.3 below. Clearly, from 
assertion (iii) of Lemma 4.3, Vk, 

Then, from step (a), 

Vk, @~(Uk) < ~ h(x, Dlak) 
dfi O 

and, from assertion (i) of Lemma 4.3, u k ~ u in LI(D). Finally (4.46) follows using 
the lower semicontinuity of @~ (see Section 2.3) and assertion (ii) of Lemma 4.3: 

@~(u) < lim inf @~(uk) < lim sup f h(x, D1A~) < h(x, D1A). [] 
k k d rio d i lo  

Lemma 4.3. Let A be a subset of D O such that A ~ X~oc(Do). Then there exists a 
sequence (AR) of bounded subsets of ~N with smooth boundaries such that: 

(i) limk. ~ I(Ak ~ ~o)AAI = 0, 
/ *  

(ii) lim supk__, ~ Sno h(x, Dial) _< I_ h(x, D1A), 
0 

(iii) Sa~,~no),(x) dx = SAY dx, HN- I(OD c~ OAk) = O for large k. 

Remark on Lemma 4.3. Recall h(x, p) = 7(x)G(x, p) where G is given by (3.8'). In 
fact, in this lemma G can be replaced by any continuous function o f ~  x EN to E+ 
which is sublinear in p. When G(x, p) = I Pl and y(x) = constant, we get D o = D 
and, from (ii) and (iii), limk~o~ SO [Dlak[ = So ID1A[, Iak ~ DI  = [hi (as a conse- 
quence of (i) and of the lower semicontinuity of the total variation, 
lim infn~ ~ So IDlakl > So IDlal)" We then recover Lemma 4 of [19]; note that in 
[19] it was assumed that both A and f~\A have nonempty interiors. 

Proof. See Section A.3 of the Appendix. 

4.3. Proof of  Theorem 3.3 

Owing to the variational properties of epiconvergence stated in Proposition 2.6 of 
Section 2.3, we have only to prove that any minimizing sequence in the sense of 
(3.11) is strongly relatively compact in LI(D). We need a first estimate on the ratio 
r~/e: 
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Lemma 4.4. Assume m satisfies (3.2). Then there exists u~Krn such that 
F(u) < + oo. Consequently, 

lim sup r~ - < + oo. (4.47) 
e ~ 0 .  13 

Let (uD be a minimizing sequence. By (3.11) and f ( x ,  u, p) > f (x ,  u, 0), ¥p, we have 

O < f n f ( x ,  u~, O) dx < f n f ( x ,  us, Du~) dx <_ r, + C/3. (4.48) 

Using (4.47), we deduce 

~nf(x ,  dx 0 in Ll(fl), (4.49) Us~ O) 

3C' > O, 3/30 > O, U(u~) _< C', ~'/3 </30. (4.50) 

From (4.50) and hypothesis (H3), by the De La Vall6e-Poussin criterion, the set 
{u,,/3 > 0} is equi-integrable on f~, hence weakly relatively compact in L~(Q). So 
there exists a sequence (/3,) converging to 0 and u e L~(f~) such that 

u,. ~ u, w - LI(~), (4.51) 

f ( x ,  u~,(x), 0) ~ 0 a.e. on f~. (4.52) 

We conclude with the strong convergence in L~(f~) provided us. converges in 
measure (or a.e.) to u (use Vitali's theorem). To prove this, we first argue on f~o, 
then on f~\f~o. 

(a) Convergence in Measure on ~o. Let co be an open subset of f~o such that 
f~o ~ 6z Define the functions v,(x), k(t), and M(t) by (4.5), (4.3), and (4.11) and 
proceed exactly as in the proof of Proposition 4.1. From (4.50), we then obtain that 
the sequence (w,) defined by w, = M(v,) is strongly relatively compact in L~(f~), 
hence for the convergence in measure. Noticing that M(t) is Lipschitz continuous 
and verifies (see (4.4)) 0 < k(t) = M'(t) < 1 a.e. on R, it is a strictly increasing 
function whose inverse M -  a exists and is continuous. Consequently, as, from (4.5), 
u~,(x) = fl - ~M-  ~(w,), the sequence ( u J  is relatively compact for the convergence 
in measure and, from (4.51), the unique possible cluster point is u. This being true 
for any open subset co such that ~o ~ 6~, the conclusion actually holds on f~o. 

(b) Pointwise Convergence on f~\f~o. From (4.52) and (H3)  , there exists a 
negligible subset N such that, for every x ¢ N, {u~,(x), n ~ N} is bounded in R. Since 
f is continuous, any cluster point z x verifies f ( x ,  zx, 0 ) =  0. When x ¢ flo, this 
implies, from (H 0, that zx is unique and z~ = ~(x) = fl(x). Hence us,(x) --* a(x), 
Vx ~ ~ \ ( ~ o  w N) (recall that u = ~ = fl a.e. on 1)\~o). []  

Proof o fLemma 4.4. Let J = {t ~ ~+; 3A e X(f2), Sa 7(x)dx = t}. By a standard 
approximation argument, any element B of the Lebesgue a-algebra ~'(fl) can be 
approached by smooth subsets Ak in such a way that limk-.o~ I(Ak n f~)ABI = 0. 
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Hence we can rewrite J as {t ~ R+ ; 3A e ~(f~) SA 7(x) dx = t}. F r o m  Liapunov's  
convexity theorem, we deduce that J is nothing else but  the closed interval [0, 6] 
where 6 = SnT(x), dx = ~no 7(x)dx. Consequently,  by condi t ion (3.2), the real 
rn'= m -  ~n~t(x)dx does be long  to J,  that  is there exists A e X(f~) such that 
m' = ~a 7(x) dx. 

Let u = 0tl a + flln\ a. Then 5n u(x) dx = m ( that  is u e Kin) and F(u) < + oo 
(see Remark 3.6(b)). On the other  hand, since F ~ + I,. epiconverges to F + I,. (see 
Theorem 3.5(ii)), there exists a sequence (re) which converges to u and such that  
v~ e K,, and F'(v~) --+ F(u). Thus 

lim sup ~ ~ lim sup F~(v~) < + oo. [] 
e~O+ £ e ~ 0 +  

5. Appendix 

5.1. Proo f  o f  L e m m a  3.1 

(i) Fo r  any (x, u) in ~ × R, we have epi f~(x, u, .) = U~>o 2 epi f ( x ,  u, .). Since 
f ( x ,  u, .) is convex, the second member  in the previous equali ty is a convex cone. It 
follows that  fc is a sublinear function of p (fc(x, u, .) is finite-valued as it is upper  
bounded  by f ( x ,  u, .)). On the other  hand, when u ~ {~(x), fl(x)}, we have, for every 
p in •N, 

1 
0 < fc(x, u, p) < lim - f ( x ,  u, tp) = fp (x ,  u, O).p. 

t~O+ t 

Then, from (H2), fc(x, ~(x), .) = f~(x, fl(x), .) = 0. 
Let  us prove that  f¢ is continuous.  Since f~ is the infimum of a family of 

cont inuous functions, it is upper  semicontinuous. To  show that  f~ is lower 
semicontinuous,  let us consider a sequence (x. ,  u., p.) and a real r > 0 such that  

x ,  --, x, u. ~ u, p. --* p, f~(x., u., p.) < r, 

and let us show that  f , (x ,  u, p) < r. For  every e > 0, by (3.6), there exists some 
t. > 0 such that 

1 
~. f ( x . ,  u,, t ,p .)  < r + e. (5.1) 

Then  consider two cases according to whether  or not  the sequence (t.) tends to 
+ ~ .  

Case 1: t,  tends to + ~ .  From the convexity assumption,  for every t > 0, the 
following inequality eventually holds: 

1 
t [ f ( x . ,  u., tp.) - f ( x . ,  u,, 0)] 

1 1 
<_ ~, [ f ( x , ,  u., t .p .)  - f ( x . ,  u., 0)] < r + e - - f ( x . ,  u., 0). (5.2) 

t. 
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Since f ( x . ,  u,, O) converges to f ( x ,  u, O) and f ( x . ,  u., tp.) converges  to f ( x ,  u, tp), 
we deduce, f rom (5.2), 

1 1 
Vt > O, Ve > O, f¢(x, u, p) < t f ( x ,  u, tp) <_ r + ~ + t f ( x ,  u, 0). 

The conclusion follows going to the limit as t ~ oo and ~ ~ 0. 

Case 2." t n does not tend to + Go. There exists t E N + and a subsequence (tnk), still 
denoted (t,), such that  t,k -* t. If  t > 0, the conclusion follows going to the limit in 
(5.1). If t = 0, we use the inequali ty (1 / t , ) f ( x , ,  u,, 0) <_ r + ~ which is derived from 
(5.1) (recall that,  f rom (H2), f (xn,  un, O ) < f ( x n ,  u~,t,pn)). It  follows that  
f ( x ,  u, 0) -- limn~ o f ( x , ,  u~, 0) = 0, that  is u s {e(x),/~(x)} (see (H1)). We conclude, 
thanks to (i),fc(x, u, p) = 0 so fc(x, u,p) <_ r. 

(ii) The cont inui ty of  G and h follows obviously  f rom that  off~.  The continuity 
of 2 is deduced f rom the compactness  o f ~  x {pc  NN; IP[ = 1}. Assume now that  
2(x,u) = 0 for some (x,u). Then there exists some p such tha t  [Pl = 1 and 
f¢(x, u, p) = 0. We have to prove  that  f ( x ,  u, 0) = 0, which f rom (H1) is equivalent  
to u s {~(x),/~(x)}. Assume that  f ( x ,  u, 0) > 0. Then,  for every R > 0, 

1 
Inf  1 f ( x ,  u, tp) > f ( x ,  u, O) > O. 

Consequently,  VR > 0, 

Inf  _1 f ( x ,  u, tp) = f~(x, u, p) = 0. (5.3) 
t>R  t 

Going  to the limit in (5.3) as R ~ + 0% we get that  the nondecreas ing function ~o of 
N+ to ff~+ defined by ~o(t) = (1 / t )[ f (x ,  u, tp) - f ( x ,  u,0)]  tends to 0 as t --* + oe. 
Hence ~o - 0 which contradicts  the fact that  f ( x ,  u, .) has a strict m in imum at 0 (see 
(H~)). 

5.2. Proof  o f  Lemma 3.2 

Let (x, p) ~ ~ × ~N and let r '  > r. We have to show that  I,,(x, p) < It(x, p). For  any 
v of  Lip T (~)  such that  

v(s) = co(x) if s <_ O, v(s) = fl(x) if s > r, (5.4) 

we have 

fo fo f ( x ,  v(s), pv'(s)) ds = f ( x ,  v(s), pv'(s)) ds + (r' - r ) f (x ,  B(x), 0). 

Since, f rom (H1), f (x , /~(x) ,  0) vanishes on f~, we deduce 

;o l,,(x, p) < f ( x ,  v(s), pv'(s)) ds. (5.5) 

We get the inequality required by taking the inf imum of the second member  of 
(5.5) when v runs over  the subset  of Lip 1" (R) which satisfy (5.4). 
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Let us now show that the limit l~o(x,p) of l , (x ,p)  as r ~  +c~ verifies 
I~(x,  p) = h(x, p). First we notice that if v is feasible for the variational problem 
associated with l ,(x, p) (then v' > 0 a.e.), we have 

x, v(s), pv'(s)) ds > x, v(s), p)v'(s) ds. 

Using the change of variable u = v(s) in the last integral, we are led to 

fo /"((2 )f¢(x' f ( x ,  v(s), pv'(s)) ds > J,  u, p) du = h(x, p). (5.6) 

This being true for every feasible v, we get, Vr > 0, l ,(x,  p) > h(x, p). 
Let us now prove the opposite inequality, that is Ioo(x, p) < h(x, p). Let e > 0; 

for any s e [e(x), fl(x)] there exists (use (3.6) and the continuity of f )  an open 
interval I s and a real t s > 0 such that 

1 x, Vu • I s, f~(x, u, p) > ~ f (  u, tsp) - 5. (5.7) 

By compactness, there exists a finite subdivision of [e(x), fl(x)], namely 

~o = ~ (x )  < ~1 < o~2 < " "  < ~k = f l (x)  

and a corresponding family {ti; i = 1, k} in ]0, + m[  such that 

VU~[O~i,O~i+l], fc(x,u,p)> ]if(x,U, tip)--8. (5.8) 

Let s o = 0 < s 1 < s 2 < ... < s k be the subdivision of •+ defined by si+~ = s~ + 
(c% 1 - ~)/t~ and let us consider the piecewise affine function of • to ~+ defined by 

v(s) = ot(x) i f s < O ,  v(s) = fl(x) i f s > s k ,  

if(S) = t i if S•]Si ,  Si+I[. (5.9) 

Clearly, v belongs to Lip T (R) and, from (5.8), 

fo k f  (x, v(s), pv'(s)) ds 

Z "" 
i = 0  

= ~. f ( x , v ,  tlp) dv (dr = t l d s o n ] s l ,  si+l[) 
i=O i 

<_ ~ f~(x, v, p) dv + ~(fl(x) - a(x)). 
i =  i 

Consequently, for every e > O, 

f 
fl(x) 

Ioo(x, p) < l~k(x, p) < f¢(x, v, p) dv + e(fl(x) - o~(x)). (5.10) 
d a(x) 

We conclude by taking the limit in (5.10) as ~ ---, 0÷. []  
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5.3. Proof of  Lernma 4.3 

(a) Let us first assume that both A and ~o\A have nonempty interior and let 
B(xl, 6) and B(x2,6) be two open balls such that 

A ~ B(x 1, 5), Do\A ~ B(X2, 5). (5.11) 

First we approximate A by subsets of finite perimeter in D (recall that we have only 
A ~ Xioc(Do) ). From formula (2.6) (Section 2.2), we have 

G(x, DT(x)) dx = q~(t) dt < + o% (5.12) 

where ~o is defined for almost all t of ]0, + oe [ by 

l f n  qg(t) = t h(x, Dls), S t = {x s f2\v(x) < t}. (5.13) 

Since ~0 is integrable, lira inft.~o+ tO(t) = 0. Hence we can choose a sequence (tk) 
such that 

t k ~ 0 +, tk q~(tk) ~ O, St~ ~ X(~). (5.14) 

Let f~k be the open set {x e f~, 7(x) > 1/tk} and let A~ = A c~ f~k" Clearly, A~, has a 
finite perimeter in ~ and (O.A n f~k) U O*f~k ~ O*A'k" Hence 

fnh(x, Dl~)  < fnkh(x, Dl~) + f h(x, Dln~) 

h(x, Dla) + tkq~(tk) (use (5.13)). < 
dfl k 

From the monotone convergence theorem and (5.14), we deduce 

l im:up f h(x, Dla~) <_ fooh(X, D1A). (5.15) 

Since A~ has a finite perimeter in fL it can be approximated as was done in [19, 
Lemma 1] (see also p. 22 of [14-1); there exists an open subset Ak of I~ N with a 
smooth boundary such that 

]AkAAkl < £, *~k + 0, = Ak, A k -{- O, sD "~k, (5.16) 

HN- l(tZ4k c~ ~3f~) = 0, (5.17) 

fo fo l h(x, D12k) < h(x, D1A~,) + ~ (5.18) 

(for (5.18) we use the fact that IDla~ [ is reached tightly on ~ and assertion (ii) of 
Proposition 2.3; note that integrals can be taken on f~o since h(x, .) vanishes when 
x ¢ f~o). 

From (5.16), for any 6' < 6, we have, for large k, 

"4k = B(xl, 6'), ~')o\Ak ~ B(X2, 6'). (5.19) 
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Moreover ,  

)'k = f2kY(x)dX-- fAY(X)dx 

Now, set as in Lemma 1 of [19], 

/ ,4kkB(Xl, rk) if '~'k > 0, 

Ag = ~,Z~ k if '~k = 0 ,  

! AR\B(x2, r'k) if 2k < 0, 

tends to 0 as k ~ oo. 
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(5.20) 

(5.21) 

where r k and r~, are choosen in order  to satisfy 

[ 7(x) dx = [ y(x) dx = •k. (5.22) 
JB (XI, rk) tJa(X2, rk) 

Since the function r ~ ~e( .... ) y(x) dx (i --- l, 2) is cont inuous and strictly increasing 
for 0 < r < dist(xl, c3flo), the reals r k and r~, are unique and tend to 0 as k ~ + ~ .  
Then  from (5.19), we have, for large k, 

f ax = fzJ(x)  ax - 2, = fAe(x) dx 

and 

H N- 1(d~ c~ C3Ak) = 0 (this from (5.17) and (5.19)). 

So (iii) is satisfied. Assertion (i) is trivial using (5.16). On the other  hand, 

f h(x, D1Ak ) <__ r h(x, Dl~k) + rk) u ~ B ( x 2 ,  rtk)), (5.23) C,,H N- I ( ~ B ( x 1 ,  
o J~o  

where 

C" = sup{h(x,p); x e ~ ,  IPl = 1}. 

F rom (5.15) and (5.18), we then deduce 

l imsup fah (x ,  D l A k ) < l i m s u p [ h ( x ,  D1a~)<;nh(x ,  D1A). 
k ~ oo  o k ~ oo  . I f *  o 

(b) Let us now remove the restriction that  both  A and tao\A have nonempty  
interior. First we notice that  if lAI -- 0 (or if lA[ -- I f~ol), the result is obvious by 
taking A k = ~ (or A k ~ ~-~, Vk) (in both  cases the left and right members  in 
inequality (ii) vanish). So we can assume 0 < I A I < I f~o I and there exists two points 
x~, x 2 such that, in f~o, x i is a point  of  density of A and x 2 is a point  of density of 

tao\ . 
Consider  the function @(6 t, 62) = ~a,.:~(x) dx - ~Uo 7(x) dx, where t)l,  2 = 

~0 U B(x1, ~I)\B(x2, 62). Since y(x) > 0 on f2o, we have, for any 6 > 0, ~(6, 0) < 0, 
q~(0, 6) > 0. Hence, as qb is continuous,  there exists some t in ]0, 1 [ (t depends on 6) 
such that ~(t6,  ( 1 -  t ) 6 ) =  0. Define A a = A u B(Xl, ( 1 -  t)6)\B(x 2, t6) and 
u~ = ctl,l~ + flln\A~. Clearly, both  A~ and f~o\A~ have nonempty  interiors and 
~A~7(x)dx =~Ay(X)dx. Moreover ,  IAaAA I tend to 0 as 6 - ~ 0 +  and, using an 
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inequality similar to (5.23), we get 

lim sup fn h(x, D1A.) <- fn h(x, OlA). 
~--0 o o 

Finally, we apply the construction of step (a) to every A~ and conclude thanks to a 
diagonalization argument. [] 
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