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Abstract. We study an optimal design problem for the domain of an elliptic 
equation with Dirichlet boundary conditions. We introduce a relaxed formula- 
tion of the problem which always admits a solution, and we prove some 
necessary conditions for optimality both for the relaxed and for the original 
problem. 

O. Introduction 

In this paper we study a model problem in shape optimization for the domain of an 
elliptic equation with Dirichlet boundary conditions. 

More precisely, given a bounded open subset f~ of R N, N > 2, and two 
funct ionsf  ~ LZ(f~) and j: f~ × R ~ R, we consider the optimal design problem 

f j(x, UA(X)) dx, (0.1) min 
A ~ .~(~) J~ 

where d(~)) is the family of all open subsets of f~ and u A is the solution of the 
Dirichlet problem 

UA ~ Hi(A), --AuA = f in A (0.2) 

extended by 0 to f~\A. 
It is well known that, in general, problem (0.1) has no solution (see, for 

instance, Example 4.3). The reason is that, although the solutions UA, of (0.2) 
corresponding to a minimizing sequence (A,) of (0.1) always admit a limit point u 
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in the weak topology of H~(~), we cannot find, in general, an open subset A of 
such that u = ua. On the contrary, it can be proved (see Section 3) that the limit 
function u is the solution of a relaxed Dirichlet problem (see [,2], [-9], and [10]) of 
the form 

u e H~(~) n L2(~,/t), - A u  + u/~ = f in ~ (0.3) 

for a suitable nonnegative Borel measure # which vanishes on all sets of (harmonic) 
capacity 0, but may take the value + oo on some subsets of fl. 

This suggests the following relaxed formulation for the optimal design problem 
(0.1): 

min ~ j(x,  u~,(x)) dx, (0.4) 
uEJtgo(f~) Jn 

where Sgo(~) is the class of all measures allowed in (0.3) and, for every 
/~ ~ Jlo(f~), u u denotes the corresponding solution of (0.3). 

In Section 4 we prove that, under suitable hypotheses on j, the relaxed 
optimization problem (0.4) admits a solution, and that 

min ~ j(x,  uu(x)) dx = inf foj(x, ua(x)) dx. 
ue ~to(~) J f l  A e ~¢(~) 

Moreover, we describe the close relationship between minimum points of (0.4) and 
minimizing sequences of (0.1). 

Similar relaxed formulations for different classes of optimal design problems 
have been considered by Murat and Tartar in [21], [-24], [25], and [-27], and by 
Kohn, Strang, and Vogelius in [,19] and [-20]. 

The main goal of this paper is to prove some optimality conditions for the 
solutions of the relaxed problem (0.4). Let # e Jgo(fl) be a minimum point of (0.4) 
and let A be the regular set of the measure p, defined as the union of all finely open 
subsets B of fl with /~(B)< + ov (for the definition and properties of the fine 
topology we refer to Chapter XI of Part 1 of [,14]). Let us consider the solution u of 
the problem 

u ~ H~(ff~) c~ LZ(ff~, p), - A u  + u# = f in ~, 

and the solution v of the adjoint problem 

v ~ HX(f~) n L2(fl, p), -- Av + v~ = js(x, u) in fl, 

where js(x, s) is the partial derivative o f j  with respect to s. 
In Sections 5 and 9 we prove the following necessary conditions for optimality: 

u v < O  

uv = 0 /~-a.e. in A, 

f ( "  )L( ", 0) _> 0 a.e. in 

~u 0v 
- - - - > 0  in f~nOA, 
~n On - 

almost everywhere (a.e.) in A, 

f~\ff, 

(0.5) 

(0.6) 

(0.7) 

(0.8) 
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where the normal derivatives Ou/On and ~v/On on OA are defined in a suitable weak 
form in Sections 6 and 7. 

When the original problem (0.1) has a solution A ~ d(f~), then the measure # 
defined by 

{O if B \ A  hascapaci tyzero,  

p(B) = ~ otherwise, 

is a solution of the relaxed problem (0.4). Therefore, (0.5), (0.7), and (0.8) are 
optimality conditions for problem (0.1), while (0.6) is trivial in this case. If, in 
addition, the optimal domain A has a smooth boundary, then (0.5) and (0.8) imply 

~3u ~v 
- 0 on  ~ c~ ~A. 

0n t?n 

This optimality condition for problem (0.1) is already known in the literature (see, 
for instance, [6], [22], [23], [26], and [29]), and has been obtained by using the 
Hadamard method of variation of domains, whereas conditions (0.5) and (0.7) 
seem to be new. 

The results of this paper were announced without proofs in [5]. 

1. N o t a t i o n  and P r e l i m i n a r y  Resul t s  

For every open subset A of R N, with N >_ 2, Hi(A) is the usual Sobolev space of all 
(real-valued) functions of LZ(A) with first-order distribution derivatives in LZ(A), 
endowed with the scalar product 

(u,v)Hl(A,= faDUDvdx + fAUVdx 

and with the corresponding norm I[. ][HI~A). Here HI(A ) is the closure of C~(A) in 
Hi(A), and H -  a(A) is the dual space of Hol(A). The corresponding duality pairing is 
denoted by ( .,. )n -  I~A)" Each function u ~ HI(A) is extended to R N by setting u = 0 
on RN\A. With this convention we have HI(A) ~_ HI(RN). 

The lattice operations /x and v are defined by a ^ b = min{a, b} and a v b = 
max{a, b} for any a, b ~ R. For  real-valued functions, the lattice operators ^ 
and v are defined pointwise. It is well known (see, for instance, Theorem A.1 of 
Chapter II of [18]) that if u, v ~ Hi(A) (resp. HI(A)), then u ^ v, u v v ~ H~(A) 
(resp. HI(A)). 

The capacity of a subset E of R N is defined by 

2 cap(E) = inf II u lira,.,,, 
U ~ E  

where q/F is the set of all functions u ~ HI(R N) such that u _> 1 almost everywhere in 
a neighborhood of E (depending on u). If a property P(x) holds for all x e E, except 
for a set Z ___ E with cap(Z) = 0, then we say that P(x) holds quasi-everywhere on E 
(q.e. on E). The expression almost everywhere (a.e.) refers, as usual, to the Lebesgue 
measure. 
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We say that a function u: A ~ R is quasi-continuous in A if for every e > 0 there 
exists a subset E of A with cap (A\E)  < e such that the restriction ul~ of u to E is 
continuous on E. The notion of quasi-lower semicontinuity is defined in a similar 
way. 

Functions in Hi(A) can be defined q.e. in A. In fact, if Br(x) denotes the open 
ball centered at x with radius r, and I Br(x)[ is its Lebesgue measure, then for every 
u ~ Hi(t2) the limit 

1 
f B u(y) dy lim 

r~0 + ~ r(x) 

exists and is finite q.e. in A. We adopt  the following convention concerning the 
pointwise values of a function u ~ Ha(A): for every x ~ A we always require that 

lim i n f - -  u(y) dy < u(x) <_ lim sup - -  u(y) dy. (1.1) 
r~o+ IBr(x)l r(~,) r~O + IBr(x)l .(x) 

With this convention, the pointwise value u(x) is determined q.e in A and the 
function u is quasi-continuous in A. Moreover, the following property holds: 

if (u,) converges to u in Hi(A),  then a subsequence of (u,) 
converges to u pointwise q.e. on A. (1.2) 

The proof of these properties can be found in [13] and [16]. 
Thefine topology is defined as the weakest topology on R N making continuous 

every superharmonic function on R N. For the properties of this topology we refer to 
Chapter XI of Part  1 of [14]. The fine interior, the fine closure, and the fine 
boundary of a subset E of R N are denoted by int* E, cl* E, and 0*E. 

It is well known that every finely open subset A of R s is quasi-open, i.e., for 
every e > 0 there exists an open subset U of R N such that cap(AAU) < e, where A 
denotes the symmetric difference of sets (see Chapter  IV of [3]). Moreover, a real- 
valued function u is quasi-continuous on an open set A if and only if u is finely 
continuous q.e. in A (see Proposit ion 3.6 of Chapter II  of [13]). Therefore our 
convention (1.1) implies that every function u ~ HI(A) isfinely continuous q.e. in A. 

If A is a finely open subset of R s, by HI(A) we denote the space of all functions 
u ~ H~(R N) such that u - 0 q.e. on RN\A, with the Hilbert space structure inherited 
from HI(RS). If A is open (in the Euclidean topology), the previous definition is 
equivalent to the usual one mentioned at the beginning of the paper (see, for 
instance, [17]). 

Note that if A is not open, then the classical definition of HI(A ) as the closure 
of a suitable space of regular functions does not work, because, in general, 
C°(R N) n HI(A ) is not dense in HI(A), as the following example shows. 

Example 1.1. Given an open subset f~ of R N, let (x,) be an enumeration of the 
points of f~ with rational coordinates and let (r,) be a sequence of positive numbers 
such that ~ ,  cap(Br,(X,)) < cap(O). Then the union U of all balls B,.(x.) is dense in 
t2, and, by the countable subadditivity of the capacity, we have cap(U) < cap(f~). 
Since cap(cl* U) = cap(U), the finely open set A = f~\cl* U has positive capacity, 
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so that H~(A) contains a function which is not identically zero (see Proposit ion 1.2 
below). On the other hand, if u e C°(R N) n H~(A), then u = 0 on U, and this 
implies u = 0 on fl, since U is dense in ft. Therefore the zero function is the only 
element in the closure of C°(R N) n H~(A) in H~(A). 

Given an arbitrary subset E of R n, its characteristic function 1E is defined by 
le(x) = 1 if x ~ E and 1E(x ) = 0 if x ~ RN\E. 

We frequently use the following proposition concerning the approximation of 
characteristic functions of finely open sets. 

P r o p o s i t i o n  1.2. Let E be a finely open subset o fR N. Then there exists an increasing 
sequence (Un) in H~(E) converging to 1~ pointwise q.e. on R N, such that 0 <_ u, <_ 1 q.e. 
on E. 

Proof Since each finely open set is quasi-open, the function 1E is quasi-lower 
semicontinuous. Therefore the proposition follows from Lemma 1.5 of [7]. [] 

Let ~ be bounded open subset of R N. By ~ ( ~ )  we denote the a-field of all Borel 
subsets of ~, and by ~c(~)  we denote the 3-ring of all Borel sets B such that 
B c ~  ~, i.e., /~ is compact  and /~ ~ ~. By a Borel measure on ~ we mean a 
countably additive set function #: ~ ( ~ )  ~ ] - ~ ,  + ~ ] ,  not necessarily finite nor 
a-finite. By a Radon measure on ~ we mean a countably additive set function 
/z: ~c(~)  ~ R. The (total) variation of a (Borel or Radon) measure p is denoted by 
I#[. It  is well known that any nonnegative Radon measure p (resp. any signed 
Radon measure with bounded total variation) can be extended in a unique way to a 
nonnegative Borel measure (resp. to a real-valued Borel measure), for which we use 
the same symbol #. 

If # is a (Borel or Radon) measure on ~ and if f :  ~ ~ R is a p-measurable 
function, by f#  we denote the Borel (resp. Radon) measure defined by 

(f#)(B) = SB f d# (1.3) 

for every B E M(O) (resp. for every B ~ M~(~)), provided that the integrals occurring 
in (1.3) are well defined. If E is a #-measurable subset of fl, by ~tle we denote the 
Borel (resp. Radon) measure on ~ defined by (~tle)(B) =/~(B n E) for every 
B E ~( f l )  (resp. for every B ~ ~ ( ~ ) ) .  

By J//o(D) we denote the set of all nonnegative Borel measures # on ~ such 
that #(B) = 0 for every B ~ ~(D)  with cap(B) = 0. 

If N - -  2 < ~ ~ N, then the a-dimensional Hausdorff  measure ~ "  belongs to 
the class J/o(fl) .  In particular, the N-dimensional Lebesgue measure ~ N  belongs 
to ~o( f l ) .  Another example of measure of the class J//o(~), which plays an 
important  role in this paper, is, for every S G fl, the Borel measure ~ s  defined by 

~s (B  ) = ~ 0  if c a p ( B n S ) = 0 ,  
(i.4) 

l+ oe if c a p ( B n S ) > 0  

for every B e N(fl). 
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By :~*(f~) we denote the a-field of all finely Borel subsets of f~, i.e., the a-field 
generated by the finely open subsets of f~. It is well known that a subset E of f~ 
belongs to g*(f~) if and only if there exists B ~ ~(f~) with cap(EAB) = 0, where A 
denotes the symmetric difference of sets (see Section IV of [13]). Therefore each 
measure # ~ J lo(f l )  can be extended in a unique way to a countably additive set 
function, still denoted by St, defined on the larger a-field ~*(f~). 

The regular set A(St) of a measure St ~ J//o(f~) is defined as the union of all finely 
open subsets of f~ such that St(A) < + oo. The singular set S(St) is defined as the 
complement of A(St) in O. It is easy to see that A(St) is finely open and that if A is a 
finely open subset of O which intersects S(St), then St(A) = + ~ .  By the quasi- 
Lindel6f property of the fine topology (see Theorem 1.XI. 11 of [ 14]) there exists an 
increasing sequence (An) of finely open subsets of A(St), with St(An) < + oo for every 
n, such that cap(A(St)\[.JnAn)= 0. We refer to Section 3 of [8] for further 
properties of the sets A(St) and S(#). 

We say that a Radon measure st on f~ belongs to H-I(f~)  if there exists 
f ¢ H -  l(f~) such that 

( f  q))n-'(m = In ~o dst, Vq~ e C~(f~). (1.5) 

In this case we identifyf and St. It is well known (see, for instance, [4]) that if St is a 
nonnegative Radon measure which belongs to H-l(f~),  then # ~ J///o(f~) and 
Hl(f~) __ Ll(f~, #). Moreover, 

(st, v)n-'(n) = f~ v dSt, Vv ~ H~(~). (1.6) 

If St is a signed Radon measure on fl, whose variation [Stl belongs to H-l(f~),  then 
St s H -  1(~) and (1.6) continues to hold. 

Given f, 9 e H -  x(f~), we say t h a t f  _ 9 in H -  ~(f~) if 

( f  v>n l(n) -< (9, v)n l(n), Vv ~ Ho~(f~), v >_ 0 a.e. on ~. 

By the Riesz representation theorem, i f f  ~ H -  ~(f~) a n d f  > 0 in H -  1(~), then there 
exists a nonnegative Radon measure St on f~ such that (1.5) holds. 

2. The Space X.(~) 

For the rest of this paper we fix a bounded open subset f~ of R N with N > 2. Let us 
fix st e J/go(f~). By Xu(f~) we denote the vector space of all functions u e Hol(f~) such 
that So u2 dst < + ~ .  This definition makes sense, because # vanishes on all sets of 
capacity zero and every function u ~ H~(~) is defined up to a set of capacity zero, so 
that the integral Sn u2 d# is unambiguously defined. On Xu(f~) we consider the 
scalar product 

(u, V)x,,(n) = fnDuDv dx + ~nuv dst (2.1) 

and the corresponding norm II • I Ix~ (m.  
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Proposition 2.1. Xu(f l  ) is a Hilbert space. 

Proof  It is enough to prove the completeness. Let (u,) be a Cauchy sequence in 
Xu(fl). Then (u,) is a Cauchy sequence both in H~(fl) and in L2(fl, #). Therefore 
(u,) converges to a function u in H~(t)) and to a function v in L2(t), #). By (1.2) a 
subsequence (u,~) of (u,) converges to u q.e. in t). Since # vanishes on all sets with 
capacity zero, (u,~) converges to u #-a.e. in fl. On the other hand, a further 
subsequence of (u,k) converges to v #-a.e. in fL hence v = u #-a.e. in fl and, 
therefore, u e X,(fl), and (u,) converges to u both in HA(O) and in LZ(fl, ~). This 
implies that (u,) converges to u in X~(~). [] 

As X~(fl) _ H~(fl), all functions in X,(fl)  are defined q.e. in fl  and are finely 
continuous q.e. in ~. It follows that every function in Xu(O ) vanishes q.e m the 
singular set S(#) of #. In other words X~(~) ~_ HA(A(#) ). 

Let us consider now some examples which illustrate the structure of the space 
X~(fl) under some special assumptions on #. 

Example 2.2. Assume that # = q .~n with q e LP(~), where 

N/2  <_ p < + oo if N_>3,  
(2.2) 

l < p < + m  if N = 2 .  

By the Sobolev embedding theorem we have that X~(fl) = Hol(fl) with equivalent 
norms. 

Example 2.3. Let A be a finely open subset of fl and let S = f l \A .  If # is equal to 
the measure 0% defined by (1.4), then X,(£1)= HA(A), and the norms are 
equivalent by the Poincar~ inequality. The same conclusion holds if # = 0% + 
qL~ ~¢, where q ~/~(fl) and p satisfies the conditions of the previous example. 

By X~(fl) we denote the dual space of X,(fl), with duality pairing ( .,. )x;.(m; 
notice that the isomorphic spaces X,(f l )  and X~,(fl) will not be identified. We now 
explain in detail how L2(fD, H -  l ( f  D, L2(~"I, #) can be viewed as linear subspaces of 

t X~(~). 
Let i: Xu(~  ) ~ HA(D ) be the natural embedding defined by flu) = u for every 

u ~ Xu (~  ). The transpose map ti: H -  x(fl) ~ X~(fl) allows us to consider H -  l(fl) as 
a subspace of X~(fl). With a little abuse of notation, which is discussed in a 
moment, we write f instead of ti(f) for every f ~ H -  l(fl). With this convention we 
have 

(f,, v)x,.<n) = (f,, v)H- ,<n), Vv e X.( t2) .  

In particular, f o r f  e L2(fl) we have 

( f  V)x;,(m = fn fv  dx, Vv e Xu(~), 

and this is consistent with the usual identification of L2(~) with its dual. 

(2.3) 
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The abuse in our notation consists in the fact that the map ti: H -  l(f~) __. X~(~) 
is, in general, not injective, because X,(f~)is, i n  general, not dense in Hi(f~ ). 
Therefore there may exist two elements f and O of H-~(f~) such that f # 9 in 
H -  l(f~) b u t f  = 9 in X~(f~), where the last equality means tiff) = ti(g), according to 
our convention (2.3). 

Example 2.4. Assume that # is the measure Go a defined in (1.4) taking S = f~. 
T h e n f  = 0 in X'u(f~ ) for everyf  • H -  l(f~). In fact, in this case Xu(f~) = {0}, hence 
ti(f) = 0 for every f • H -  l(f~). 

If the regular set A(#) of the measure # coincides with f~, then ti: H -  l(f~) 
X~(f~) is injective, as the following proposition shows. 

Proposition 2.5. Let f and g be two elements of H-  l(~). Then f = g in X'.(f~) if 
and only if ( f  V>H-~(m = <g, V>H-,(n)for every v • HI(A(#)). 

Proof The assertion is equivalent to the equality ker(ti) = H~(A(#)) l, where _1_ 
refers to the duality pairing ( . , . )H- ' (n) .  Since ker(ti) = im(i) ~-, the proposition is 
an easy consequence of the following lemma. [] 

Lemma 2.6. HI(A(#)) is the closure of Xu(F2 ) in H~(f2). 

Proof Since each element of Xu(f~) vanishes q.e. on S(#) = f~\A(#), we have 
Xu(f~) ~_ HI(A(#)). As Hi(A(p)) is closed in H~(f~), it is enough to show that any 
function of HI(A(#)) can be approximated in Hol(fl) by a sequence of functions of 
x.(~). 

Let us fix u • HI(A(#)). By the lattice properties of H i ( ~  ) it is not restrictive to 
assume that u > 0 q.e. on f~. By the property of A(#) mentioned in Section 1, there 
exists an increasing sequence (A,) of finely open subsets of A(#), with #(A,) < + oe 
for every n, such that 

cap(A(#) \U  A,)  = 0. 

For every pair of positive integers n, h we set E, n = {x • A.: u(x) > h/2"} and 
n 2  n 

O. = 2-" Z 1E~. 
h=l 

Since u is quasi-continuous, the function 0,  is quasi-lower semicontinuous. Since 
0 ___ 0.-< nla .  and # (A, )<  + o% we have 0,  •L2(  f~, #). By construction, the 
sequence (0,) is increasing and converges to u pointwise q.e. on f~. By Lemma 1.6 of 
[7] there exists an increasing sequence (u,) in H i (~  ) such that 0 _< u, _< ~,, q.e. in ~. 
As 0,  • L2( ~, #), this implies that u, • Xu(f~) and concludes the proof of the 
lemma. [] 

Let j: X,(~)) --* L2(~, #) be the natural embedding defined byj(u) = u for every 
u • Xu(f~). The transpose map ~j:La(f~, #) ~ X',(f~) allows us to consider L2(~'~, #) as 
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a subspace of X'~(I)). For  every g • L2(~'), #) the image tj(g) is denoted by g#. With 
this convention we have 

(g#, V}x,,,(m = fu  vg d#, Vv • Xu(Ft ). (2.4) 

This notation is consistent with (1.3), provided 9 • L2( ~ ,  #) ~ L~oe(~, #). In this 
case, if the Radon measure ]gl# belongs to H-X(ft), then (2.4) is consistent with 
(1.6) and (2.3). 

Since Xu(f~ ) is, in general, not dense in L2(['~, #), the map ~j: L2(ft, #) ~ X~(II) 
is, in general, not injective. Therefore there may exist two elements f and g of 
L2(~'), #) such that f ¢ g in L2(F~, #), i.e., # ({ f  # g}) > 0, but f #  = 9# in X~(f~). 

Example  2.7. Let E be the set of all points x = (x 1 . . . . .  xN) in f~ whose first 
coordinate xl is rational. If # = D E + ~¢N, then Xu(f~ ) = {0}. Therefore, taking 
g = in\E, we have g • L2(fL #) and g ¢ 0 in L2(f~, #), whereas 9# = ~J(g) = 0 in 

! x~(ft). 

The following proposition gives a necessary and sufficient condition for the 
equality f#  = g#. 

Proposit ion 2.8. Let f and g be two elements of L2(~, #). Then f#  = 9# if and only if 
f = g #-a.e. on the regular set A(#) of the measure #. 

Proof The assertion is equivalent to the equality 

ker(~) = {9 • L2( fl, #): O = 0 #-a.e. on A(#)}. 

Since ker(~j)=im(j)  ± and as the orthogonal complement of the set 
{g • L2(~"~, #): g = 0 #-a.e. on A(#)} is the set {g • L2(~'), #): g =- 0 #-a.e. on S(#)}, 
the proposition is a consequence of the following lemma. [] 

L e m m a  2.9. The set Y = {u • L2(f~, #): u = 0 #-a.e. on S(#)} is the closure of Xu(~) 
in L2(f~, #). 

Proof Since each element of Xu(f~) vanishes q.e. on S(#) and as # vanishes on all 
sets of capacity zero, we have X~(~) _ Y Since Y is closed in L2(f~, #), it is enough 
to prove that Xu(f~) is dense in Y. Let Z be the linear space generated by the 
functions 1A with A finely open set with #(A) < + o0. From the properties of A(#) 
we easily obtain that Z is dense in Y. Therefore, to conclude the proof it is enough 
to approximate in L2(f~, #) each function la  by a sequence of functions of Xu(f~). 
Since A is finely open and # ( A ) <  + ~ ,  Proposition 1.2 provides the required 
approximation. [] 

3. Relaxed Dirichlet  Problems  

In this section we recall some properties of the relaxed Dirichlet problems intro- 
duced in [9] and [10]. Let tis fix # • Jl0(f~). By the Riesz-Fr6chet representation 
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theorem, for every F ~ X~(F2) there exists a unique u e X,(f~) such that 

(u, V)x,(n) = (F, V)x;,(n ), Vv e X,(fl). (3.1) 

By definition (2.1) of the scalar product in X~(D), (3.1) is equivalent to 

fo DuDv dx + fouv W X,(n) (3.2) 

According to our conventions (2.3) and (2.4), we can write (3.2) in the form 

( -Au ,  V)x,,(°) + (u~t, V)x,(o) = (F, V)x;,(°), Vv ~ X,(£1). (3.3) 
! 

This shows that each element F of X,(f~) can be represented as F = f + g# with 
f e H -  l(fl) and g e L2(F2, #). Because of(3.3), we refer to the solution of (3.1) as the 
solution of the problem 

u E X,(~),  - A u  + u# = F in X'u(f~), (3.4) 

which is called the relaxed Dirichlet problem. The reason for this name is explained 
at the end of this section. 

Example 3.1. Assume that # -- q.L~ N with q 6 LV(fl), where p satisfies (2.2), and let 
f e H -  I(D). As X~(fl) = Hol(D,) with equivalent norms (see Example 2.2), it turns 
out that u is a solution of the problem 

t u e Xu(f~), - A u  + u# = f in X,(fl)  (3.5) 

if and only if 

u e Ho~(~), - A u + q u = f  in H -  l(f~). 

Note that, under our assumptions on p, the function qu belongs to H- l ( f l ) .  

Example 3.2. Let A be an open subset of fl  and let S = f I \A.  If p is the measure 
oo s defined by (1.4) a n d f  e H -  1(fl), then u is a solution of (3.5) if and only if 

ueH~(A), - A u  = f [  a in H -  ~(A), 

where f la is defined by ( f  la, v>H-l(a) = <f, v>H-1<°) for every v ~ HI(A ). 

Example 3.3. Let A be an open subset of ~, let S = f~\A, and let f e H -  ~(f~). If 
# = oo s + q~N, where q e LP(D) and p satisfies (2.2), then u is a solution of (3.5) if 
and only if 

u~H~(A), - A u + q u =  f] a in H -  I(A). 

The resolvent operator R,: X'~(£1) ~ X,(F2) is defined by R,(F) = u, where u is 
the unique solution of (3.4). Using (3.1) it is easy to see that R,  is a continuous 
linear operator from X~(~) onto X, (~)  and that R~ is symmetric, i.e., 

(G, g.(F))x,.(~) = <F, g.(G))x~(o~ (3.6) 
! for every F, G e X,(f2). Moreover, there exists a constant c = c(fl), independent of 
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It, such that 

II Ru(f)IIn,(.) -< clIf ]In-,(n) 

for every f e H-1(~).  
We often use the following result proved in Proposition 2.6 of [9]. 

(3.7) 

Proposition 3.4. Let It e Jgo(t)) and let f e H -  l(f~) with f >_ 0 in H -  l(t)). I f  u is 
the solution of the problem 

! u ~ X~(f~), --Au + uIt = f in X~(f~), 

then u >_ 0 q.e. in ~ and - A u  <_ f in H-l(f~).  

The notion of 7-convergence in dCo(f~ ) was introduced in [10] in order to 
study the dependence of the solution u of (3.4) on the measure It. 

Definition 3.5. We say that a sequence (itn) of measures 
dCo(f~ ) y-converges to a measure It e ~'o(t)) if and only if 

R~.( f)  ~ R , ( f )  strongly in L2(f~) 

for every f e L2(f~). 

of the class 

By (3.7) we easily obtain that (it.) y-converges to It if and only if 

R~.( f )  ~ weakly in n~(f~) 

for every f e H -  l(f~). The name y-convergence comes from the fact that, in [10], 
this notion is defined in an equivalent way in terms of the F-convergence of the 
functionals 

f I D u l 2 d x + f  u2d#,.  

We refer to [1], [11], and [12] for the general notion of F-convergence and for its 
applications to the study of perturbation problems in the calculus of variations. 
The equivalence between our definition of y-convergence and the definition given 
in [10] can be proved as in Theorem 2.1 of [2], replacing R d by ft. 

The main properties of the y-convergence are the following compactness and 
density theorems. 

Theorem 3.6. For every sequence (#.) in J/lo(t) ) there exists a subsequence (it~k) 
which y-converges to a measure It e Jgo(f~). 

Proof. It is enough to replace R ~ by fl in the proof of Theorem 4.14 of [10]. [] 

Theorem 3.7. For every It e J[o(D) there exists a sequence (Sn) of compact subsets 
of  ~ such that the sequence (~s.)),-converges to It. 

Proof. It is enough to replace R n by f~ in the proof of Theorem 4.16 of [10]. [] 
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Let /~ e Jgo(fl) and let (S,) be the sequence given by Theorem 3.7. Let 
f e H -  l(f~) and let A, = f~\S,.  By Example 3.2 the solution u, of the Dirichlet 
problem 

u. eH~(A,),  - A u .  = f lA.  i n n - t ( A . )  (3.8) 

can be written as u, = Ru.(f),  where/~. = ~ s . .  Since (#,) 7-converges to/~, we have 
that (u.) converges weakly in Hol(fl) to the solution u of the problem 

u e Xu(f]), - A u  + u# = f in X'u(f~ ). (3.9) 

Therefore Theorem 3.7 states that, for every f e H -  *(~), the solution of (3.9) can 
be approximated by the solutions of the Dirichlet problems (3.8). This is the reason 
for the name "relaxed Dirichlet problems" given to problems of the form (3.9). 
From the compactness and density properties stated in Theorems 3.6 and 3.7 we 
obtain that the family of relaxed Dirichlet problems (3.9) is the smallest family of 
equations, stable under LZ(f~)-convergence of solutions, which contains Dirichlet 
problems of the form (3.8). 

4. The Optimization Problem 

Let us fix a function f e L2(f~) and a function j: ~ × R ~ R satisfying the following 
conditions: 

j ( . ,  s) is ~c~aN-measurable in ~q for every s e R; (4.1) 

j(x, • ) is continuous in R for a.e. x e (); (4.2) 

there exist a o e L*(~) and c o e R such that [j(x, s)[ < ao(x) + c o Isl 2 
for a.e. x e f~ and for every s e R. (4.3) 

For  every u e L2(f~) we define 

J(u) = j(x, u(x)) dx. (4.4) 

The aim of this section is to study the optimization problem 

rain J(UA), (4.5) 
A e .~f(~) 

where d(f~)  is the family of all open subsets of fl  and u A is the solution of the 
Dirichlet problem 

u e n l ( A ) ,  - - A u =  f IA  in H-*(A).  

It is well known that, in general, problem (4.5) has no solution (see, for 
instance, Example 4.3 below). In order to study the behavior of the minimizing 
sequences, we introduce the relaxed optimization problem 

min J(u,,), (4.6) 
e d~o(Q) 
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where u u denotes the solution of the relaxed Dirichlet problem 

u • Xu(ff~ ), - A u  + up = f in X'u(~). 

The close connection between problems (4.5) and (4.6) is given by the following 
theorem. 

Theorem 4.1. Let  f • L2(~')) and let j: f~ × R ~ R  be a function satisfying 
(4.1), (4.2), and (4.3). Then problem (4.6) admits a solution and 

min J (uu)=  min J(UA). (4.7) 
# e J, qo(~) A ~ ,~(D) 

Moreover, for  a function u • H~(~)  the following conditions are equivalent: 

(a) there exists a minimizing sequence (A , )  of(4.5) such that (UA.) converges to u 
weakly in Hol(~); 

(b) there exists a minimum point # of(4.6) such that u = u u. 

Finally, if the original problem (4.5) admits a solution A • s,¢(~), then the measure oo s 
corresponding to S = Q \ A  is a solution o f  the relaxed problem (4.6). 

Proof. We first observe that the functional J is continuous in the strong topology 
of L2(fl) by the classical continuity theorems for Nemyckii operators (see, for 
instance, Theorem 9.1 of [28]). This implies that the function p ~ J ( u u )  is 
continuous on ~/o(D) with respect to the 7-convergence. As remarked in Example 
3.2, ifA • ~(f2) and S = D\A,  then UA ---- UU for p ---- oo s. Therefore, all assertions of 
the theorem follow easily from the compactness and density properties of the 7- 
convergence stated in Theorems 3.6 and 3.7. [] 

Remark 4.2. By using the Sobolev embedding theorem, in the hypotheses of 
Theorem 4.1 it is possible to replace the inequality in (4.3) by the weaker condition 

Ij(x, s)l < ao(x) + Co Is f ,  

with 0 < p < 2 N / ( N  - 2). 

We conclude this section by exhibiting a simple example where problem (4.5) 
has no solution. 

Example 4.3. Assume that f ( x )  > 0 for a.e. x • D and let w be the solution of the 
problem 

w • H  I(D), - A w = f  i n ~ .  

Ifj(x, s) = (2s - w(x)) 2, then it is immediately seen that the relaxed problem (4.6) 
attains its minimum value 0 at the measure 

W 
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which corresponds to u~ = w/2. On the other hand, i t i s  clear that there are no 
domains A such that j(x,  ua(x)) = 0 for a.e. x • f~. By (4.7) this implies that the 
original problem (4.5) has no solution. 

5. Two Optimality Conditions 

In this section we obtain two optimality conditions for a solution # e J / o ( ~ )  of the 
relaxed optimization problem (4.6). The general method to prove these results 
consists in computing the limit 

lim 1_ [J(u,~) - J (u , ) ]  
e"-, 0 /~ 

for suitable families (/~)~ > o in ~ o  (f~): the optimality conditions are obtained from 
the fact that the limit above is nonnegative. 

Let us fix a function f e L2(f2) and a function j:  f~ x R---,R satisfying 
conditions (4.1), (4.2), and (4.3). Let us assume, in addition, that 

j(x,  • ) is differentiable and its derivative is(x, • ) is continuous on R 
for a.e. x e f2; (5.1) 

is( . ,  s) is L/'N-measurable on f~ for every s e R; (5.2) 

there exist a l e  L2(I)) and cl e R such that Ij~(x, s)l < al(x)  + Cl Isl 
for a.e. x e f~ and for every s e R. (5.3) 

It  is immediately seen that, under these hypotheses, the map J defined by (4.4) 
is differentiable on L2(f~), and that its differential J' is given by 

<J'(u), v> = foj,(x, u)v dx, Vu, v E L2(~')), (5.4) 

where ( . ,  • ) is the pairing between LZ(f~) and its dual. 
Given p e J /o  (f~), let u be the solution of the problem 

! 
u • X~(f2), - A u  + u/~ = f in Xu(f~), (5.5) 

and let v be the solution of the adjoint problem 

v •X~( f2 ) ,  - A v + v # = j ~ ( x , u )  in X~,(~). (5.6) 

Theorem 5.1. Let  # • ~/o(f~) be a minimum point of  the relaxed optimization 
problem (4.6), and let u and v be the solutions of(5.5) and (5.6). Then uv < 0 q.e in f~. 

Proof. Let us fix q~ • L~°(f2) with cp > 0 a.e. in f~. For  every e > 0, l e t /~  be the 
measure of the class J//o(O) defined by #~ =/~ + eq~L,e n, and let u s be the 
corresponding solution of the problem 

u~ • X~(I)),  -Au~ + u~/~ = f in X~(f~). (5.7) 

Note that /z  o = # and u o = u. Since cp is bounded, we have X~(f~) = Xu(f~) with 
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equivalent norms. Therefore, u~ satisfies 

t u~ ~ Xu(ft) ,  - A u ~  + u~tt = f - eq~u~ in Xu(ft) 

or, equivalently, u~ = R u ( f  - e~ou~), where R u is the resolvent operator  introduced 
in Section 3. Let O: R × Xu(ft) ~ Xu(ft) be the function defined by 

O(e, w) = w - Ru( f - e~ow). 

Then • is continuously differentiable and its partial derivative O0/Ow at (e, w) = 
(0, u) is the identity map on Xu( f t  ). Therefore, by the implicit function theorem, the 
map  e ~ u~ from [0, + ~l-  into Xu(ft ) is differentiable (on the right) at e = 0, and 

,in. 
dE ~=o = -- Ru(q~u)" 

Therefore, from (5.4) we obtain 

dJ(u.) ( 
de ~=o = - Ju js(x 'u)R'(qgu)  dx. 

By (5.7) and by the minimum property of tt we have J(u~) >_ J(uo) for every e > 0, 
hence 

f js(x,  u)Ru(qgu) < dx O. 

Since, by (5.6), we have v = Ru(j~(x, u)), the symmetry condition (3.6) implies 

f n  uvq~ dx O. <_ 

As q~ is an arbitrary nonnegative function of L~°(ft), we obtain uv < 0 a.e. in ft. 
Finally, since uv is finely continuous q.e. in ft, and every nonempty finely open set 
has positive Lebesgue measure, we obtain that uv < 0 q.e. in ft. []  

Theorem 5.2. Let  # ~ ~[o(f t )  be a minimum point o f  the relaxed optimization 
problem (4.6), and let u and v be the solutions of(5.5) and (5.6). Then uv = 0 la-a.e. 
on ft. 

Proof  For  every e c [0, 1[ the measure/~, = (1 - e)# belongs to the class J//o(~). 
Let us denote by u, the corresponding solution of the problem 

u~ ~ X~ (ft), --Au~ + u~ tt~ = f in X'~ (D) 

or, equivalently, of the problem 

u~ ~ Xu(ft) ,  - A u ~  + u~g = f + euda in X~(ft). 

Using the resolvent operator, we can write u~ = R u ( f  + eu,tt). Let O: R × 
Xu(ft) -o Xu(f~) be the function defined by 

O(e, w) = w - Ru( f + sw#). 
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Then • is continuously differentiable and its partial derivative ~?rb/Ow at (e, w) = 
(0, u) is the identity map on Xu(f~ ). By the implicit function theorem, the map e --* u, 
from [0, 1[ into Xu(f~) is differentiable (on the right) at e = 0, and 

de ~ = o = Ru (u#). 

Therefore, from (5.4) we obtain 

dJ(u~) 
= jn j s (x  , u)Ru(u#) dx. 

de E ~ O  

By (5.8) and by the minimum property of # we have J(u~) > J(uo) for every e > 0, 
hence 

f Js(x, u)Ru(u#) > dx O. 

Since, by (5.6), we have v = Ru(js(x, u)), the symmetry condition (3.6) and the 
definition (2.4) of u/~ imply 

fa uv dl~ (Ull, Ru(js(x, u)))x,,(n) >_ O. 

As uv < 0 #-a.e. on f~ (Theorem 5.1), we conclude that uv = 0/~-a.e. on ~. [] 

6. A Boundary Measure 

The following theorem associates a Radon measure VA with every bounded finely 
open subset A of R N. This measure, carried by the fine boundary 0*A, plays an 
important role in the weak definition of the normal derivative we introduce in 
Section 7. 

Theorem 6.1. Let A be a bounded finely open subset o fR  N and let WA be the unique 
solution of the problem 

WA~H~(A), fADWADVdX=fAVdX, Vv~H~(A ). (6.1) 

Then there exists a unique nonneyative Radon measure v a belongin9 to H -  I(RN) such 
that 

-Awa  + va = lel*A inH-I(RN). (6.2) 

Moreover, we have va(0*A ) = &aN(cl* A) and vA(RN\O*A) = O, i.e., VA is carried by 
O*A. 

The existence and uniqueness of a solution of (6.1) follows from the Riesz-Fr6- 
chet representation theorem. Before proving Theorem 6.1, in the following exam- 
ples we show the connection between v a and the normal derivative OWA/On, when A 
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is open and smooth, and the connection between v a and the harmonic measure of 
A, when A is open. 

Example 6.2. If A is a bounded open set with boundary  ~A of class C 1'~, 0 < ~ < 
1, then d*A = ~A and the solution w a of (6.1) belongs to CI'~(A). An easy 
integration by parts shows that 

v dva= - v ~n d ~ N -  1, Vv ~ HI(RN), 
Iv A 

where n denotes the outer unit normal to A. Therefore 

t3wa ~ N -  1 lea" (6.3) VA-- ~n 

Note that OWA/(?n > 0 on 0A by the Hopf  maximum principle, hence va and 
~ u - 1 1 0  A have the same null sets. 

Example 6.3. Assume that A is a bounded open subset of R u with 5fu(O*A) = 0, 
and let h(x, B) be the harmonic measure of A, defined for every x ~ A and for every 
Borel subset B of ~?A. We shall prove that 

V a (B) = fA h(x, B n OA) dx (6.4) 

for every B e ~(RN). To this aim we introduce the bounded nonnegative Borel 
measure It on R u defined by It(B) = ~a h(x, B ("30A) dx for every B e ~(RU). Given 
v eHl(RU),  we can consider the function ~k:A--*R defined by ~b(x)= 
~oa v(y)h(x, dy). Then ~k e HX(A), ~ -- v ~ HA(A), and --AO = 0 on A. Therefore 

The first term in the last line is zero because ~k is harmonic and Wa e Ho ~ (A), while 
the second term equals ~a (v - ~k) dx by (6.1). Therefore 

By the definition of It and ff we have 

fa ~bdx=fadxfoAv(y)h(x 'dy)=f~Avdi t '  

hence 

fRN DWADVdx"JC-fRN vdi t=fAvdx~fel ,A 1) dx, Vv ~ HI(RN), 
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where, in the last equality, we use the fact that  ~N(O*A) = 0. By definition (6.2) of  
va we have # = VA, which is equivalent to (6.4). 

Proof of  Theorem 6.1. Let A o be a bounded  open subset of  R N such that  
A c c  Ao, let E = A o \ A ,  and let /~ = ~ E  be the measure of  the class J//o(Ao) 
defined by (1.4) for every B e ~(Ao) .  Taking Example 2.3 into account,  it is easy to 
see that  wa is the solution of  the relaxed Dirichlet problem 

W A ~ X~(Ao), - A w  a "[- WA• : lc~, a in X'u(Ao). 

By Propos i t ion  3.4 we have --AWA < lcl,a in H-i (Ao) .  Since - A w  A = 0 = 
l~l, a in H - I ( R N \ A ) ,  we conclude that - A w  A < 1~1, a in H- I (RN) .  Therefore there 
exists a nonnegative R a d o n  measure va, belonging to H- I (RN) ,  such that  

- A W  A -1- v a = l e l ,  A in H-I (RN) .  

This proves (6.2). Let us prove that  va(A ) = 0. By (6.1) and (6.2) we have 

fll V dv A = O, Vv HA(A). 
N 

Since v a belongs to H-I (RN) ,  it vanishes on all sets of  capacity zero. Therefore 
Proposi t ion  1.2 and the m o n o t o n e  convergence theorem allow us to conclude that  
va(A ) = 0. 

Let us prove that  va(RN\cl  * A) = 0. Since Dwa = 0 a.e. on RN\A,  it follows 
from (6.2) that  

f R  V dv  a = O, E A), Vv Hol(RN\cl * 
N 

and we conclude as before that  VA(RN\cl * A ) =  0. This equality, together with 
va(A ) = 0, implies that  va(RU\O*A)= 0. Therefore, in order  to prove that  
va(O*A ) = £/'N(cl* A), it is enough  to multiply equat ion (6.2) by a test function 
~0 e C~ ° (R u) with ~p = 1 in a ne ighborhood  of  A. [ ]  

The following proper ty  of  v a is crucial in Section 8. 

Proposi t ion 6.4. Let u e H~(f~), let A be a finely open subset o f~ ,  let S = f~ \A,  and 
let v a be the measure defined in Theorem 6.1. Then the followin9 conditions are 
equivalent: 

(a) u -- 0 q.e. on S; 

(b) u = 0 a.e. on int* S and va-a.e, on ~. 

Proof Since the measure vA belongs to H -  1 (R N) it vanishes on all sets of  capacity 
zero. As v a is carried by S, we immediately get that  (a) implies (b). 

In order  to prove the converse, we introduce the space K of  all functions 
v e Ho~ (f~) such that  v = 0 a.e. on  int* S and v = 0 vA-a.e, on  f~. It  is clear that  K is a 
closed linear subspace of  H01(f~). Since HA(A) ~_ K, from (6.2) we obtain that  w A is 
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the unique solution of the problem 

~ D w a D v d x = ~  v d x ,  \ / v e K ,  (6.5) wA e K,  
Jn JA 

where A* = E~ n cl* A. We have to prove that K ~ HA(A ). By the lattice properties 
of H~(KD, it is enough to prove that every nonnegative function of K belongs to 
H A (A). Let us fix u e K with u _> 0 q.e. on f~ and let 

K(u)  = {v e K: v < u q.e. in f~}. 

For  every k e N we consider the solutions u k and w k of the variational inequalities 

u k e K(u),  f DUkD(V - Uk) dx > k f (v - Uk) dx, Yv e K(u),  (6.6) 
' in '1A 

K, Dw D(.- f (V- K (6.  
'1f~ .14 

Taking the test functions v = Uk ^ Wk in (6.6) and v = Uk V Wk in (6.7), and adding 
the inequalities term by term, we easily obtain that u k < w k q.e. in f~. Taking 
v = u k v 0 in (6.6) we obtain that u k > 0 q,e. in f~. As K is a linear subspace of 
H~(f~), from (6.5) and (6.7) we get w k = kw A, hence 

0 < Uk <-- kwa q.e. in ~. (6.8) 

This implies that u k e HA(A ) for every k e N. Taking v = u as a test function in 
(6.6), we obtain the estimate 

IDuk[ z dx + k (u - uk) dx < [DUk[ 2 dx]  1/2 IDul 2 dx 

Since u k < u a.e. on f~ by the definition of K(u),  the previous estimate implies that 

f, IDuklZ dx <_ fnlDul2 dx, (6.9) 

Uk --+ U in LI(A*) .  (6.10) 

As Uk = U = 0 a.e. on int* S, from (6.10) we obtain that (Uk) converges to u in LI(fD. 
This fact, together with (6.9), yields that (Uk) converges to u in Ho~(f~). Since 
HA(A ) is closed in H~(Y~) and as U k e H ~ ( A )  for every k e N  by (6.8), we 
obtain that u e HA(A).  This proves that K ~ HA(A)  and concludes the proof  of the 
proposition. []  

7. Weak Definition of the Normal Derivative 

In this section, given a measure /~ e J [o(~) ,  we consider the solution u of the 
relaxed Dirichlet problem 

u e X u ( ~ ) ,  - A u + u l ~ = f  in X'u(f~), (7.1) 
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with f ~ L2(~). If A denotes the regular set A(#) of # and va is the corresponding 
boundary measure, the following theorem associates to the solution u a function 

~ L2(f~, va) in such a way that the measure ~VA plays the role of the normal  
derivative of u on the fine boundary of A. 

Theorem 7.1. Let  # ~ ~'o(f~), let A = A(#), let f e L2(Q), and let u be the solution 
of(7.1). Then the measures lu[# and u#, defined by (1.3), belong to H -  1(~), and there 
exists a unique ~ ~ L2(~, VA) such that 

- -Au  + up + ~v a = f l ~ .  a in H-1(~) ,  (7.2) 

where VA is the boundary measure corresponding to A = A(#), introduced in Theorem 
6.1. Moreover, we have 

I1 ~ IIL2(a,~a) < II f [IL~(m" (7.3) 

If, in addition, f >_ 0 a.e. in f~, then ~ >_ 0 vA-a.e, in f~. 

The following examples show why the measure ~VA can be considered as a 
weak definition of the normal derivative Ou/Sn on the fine boundary O*A. 

Example 7.2. Assume that A is an open set with boundary  0A of class C 2 and that 
#In = q-~q'NIn with q ~ L°°(A). Then u is the solution of the problem (see Example 
3.3) 

u e n ~ ( A ) ,  - A u + q u = f i n n - l ( A ) .  

By the classical regularity results for elliptic equations we have u e H2(A), hence 
du/On ~ L2(OA, :ggx-1) by the trace theorem. Thus an easy integration by parts 
shows that 

fo fo ve dv A = - v ~n dg/gN- 1, Vv e HI(RN). 
m OA 

Therefore 

0u o~ N_ ~vA = - ~ l l ~ 0 A .  

Taking (6.3) into account we obtain that 

OuFOwA]-  
= N L On J XeN-'-a.e. on f~ 0A. (7.4) 

Example 7.3. Assume that A is an open set with a Lipschitz boundary 0A and that 
#IA = qLpNIA with q e L~(A) .  Then Au e L2(A) and Ou/On is defined as an element 
of H -  1/2(OA). An easy integration by parts yields 

fo ~_ v H-'/2(OA) = Ve dv A 
u f l  

c~ OA 

for every v s Ho 1 (f~). Therefore Ou/an = eva l n ~ 0A in H-1/2(f~ c~ 0A). 
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Proof  of Theorem 7.1. Let f~o be a bounded open subset of R N with fl c c f~o and 
let #o be the measure of the class J//o(flo) defined by 

~/t(B c~ f~) if cap(B\f~) = 0, 
/to(B) = ( +  ~ ,  if c ap (B \~ )  > 0. 

The functions u and f are extended to fl  o putting u = f = 0 on f~o \f~. Since each 
function of Xuo(f~o) vanishes q.e. on f~o\A, we have 

t u e Xuo(f~o), - A u  + U#o = flcl*A in Xuo(f~o). (7.5) 

If f > 0 a.e. in f~, by Proposition 3.4 we have - A u  < flcl*A in H-l(f~o). 
Therefore there exists a nonnegative Radon measure 2 on f~o, belonging to 
H-l(f~o), such that 

- A u  + 2 = f l a .A  in H- l (~o) .  (7.6) 

In the general case f e L2(f~), by considering the positive and the negative part o f f  
we obtain that there exists a signed Radon measure 2 e H - l ( f ~ o ) ,  with 
121 e H -  l(f~o), such that (7.6) holds. Let us prove that 

2(B n A) = fB u dpo, VB e ~(~o).  (7.7) 

As u e L2(f~o,/to) we have u = 0/to-a.e. in ~o \A .  Since A is the union of a set of 
capacity zero and of an increasing sequence (A.) of finely open sets with 
/to(A.) < + ~ ,  in order to prove (7.7) it is enough to show that 

2(B) = fB u d/t o (7.8) 

for every finely open subset B of A with/t(B) < + ~ .  Let us fix a set B with these 
properties. By Proposition 1.2 there exists an increasing sequence (v,) in HA(B ) 
converging to 1B pointwise q.e. in f~o, such that 0 < v, _< 1 n q.e. in f~o- Since 
v. ~ Xuo(OO), by (7.5) we have 

fooV.Ua/tO=fol.Afv.ax-fOoOUOv.ax, 
and from (7.6) we obtain 

These equalities yield Sno v,u d/to = ~o v. d2. Since/to and 2 vanish on all sets of 
capacity zero, by the monotone convergence theorem we obtain (7.8), which 
concludes the proof of (7.7). As 121 belongs to H-l(f~o),  (7.7) implies that the 
measures l ul/to and U/to belong to H-~(f~o), hence the measures l u I/t and u/t belong 
to H -  l(fl). 

Let us prove that 

2(B\cl* A) = 0, VB e ~(~o).  (7.9) 
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It  is enough to show tha t  2(B) = 0 for every finely open subset B of f~o\cl* A. By 
Propos i t ion  1.2 there exists an increasing sequence (v,) in HI(B) converging to in 
pointwise q.e. in f~o, such that  0 _< v, _< 1B q.e. in f~o. By (7.6) we have 

0 0 

Since u = 0 a.e. on B, we also have Du = 0 a.e. on B (see, for instance, L e m m a  A.4 of 
[-18]). O n  the other  hand,  as v, = 0 a.e. on ~2o\B, we also have Dr ,  = 0 a.e. on 
~okB. This implies tha t  the first integral  in (7.10) vanishes, hence Sno v, d2 = 0. As 
2 vanishes on all sets of  capaci ty zero, by the m o n o t o n e  convergence theorem we 
obtain  2(B) = 0, which concludes the p roof  of (7.9). 

Let  us denote  by v: the R a d o n  measure  on ~o defined by 

v:(B) = 2(B n 8*A), VB ~ ~(f~o). 

Since 121 e H- l ( f~o) ,  the measures  [v:[ and v: belong to H - l ( ~ o ) .  As O*A c = f~o, 
we have Iv:l(f~o) < + oo. By (7.7) and  (7.9) we have 

vf(B) = 2(B) -- ~B u d#o, VB ~ ~(~o) -  

Therefore  (7.6) yields 

- A u  + U#o + r :  = flc~,a in H - l ( ~ o ) .  (7.11) 

The m a p  f ~ vf f rom L2(~) into H -  1(~o) is clearly linear. Since 2 > 0 for f > 0, 
we have 

v:(B) < vo(B), VB z ~(f~o), (7.12) 

whenever f ,  g 6 L2(f~) and f < g a.e. in f~. 
Let us prove  that  if f < 1 a.e. in f~, then 

vf(B) <_ VA(B), VB ~ ~(Do) ,  (7.13) 

where v a is the bounda ry  measure  in t roduced in Section 6. By (7.12) we m a y  
assume that  0_< f < 1 a.e. in fl, thus u > 0 q.e. in fl  by Propos i t ion  3.4. 
Subtract ing (7.11) f rom (6.2) we obta in  

- - A ( w  A - -  u )  + •A - -  V f  ~- U~,~ 0 + (1 - f)lc~, A in H- l ( f2o) .  (7.14) 

Let  E = ~ o \ A  and let #x = °oE be the measure  of  the class JCo(f~o) defined by (1.4), 
with f~ replaced by ~o- As observed in Example  2.3, we have X, , ( f~o)  = HXo(A). 
Since w a and u belong to HI(A ) and as 

fn VaVa=f. vdv:=O, Vv~H~(A), 
o o 

f rom (7.14) we obta in  

- A ( w  a - u) + (wa - U)#l = U#o + (1 - f)lc~, a in X~,(f~o). 

As u > 0 and 1 - f > 0, by Propos i t ion  3.4 we have 

- A ( w a  - u) _< U/~o + (1 - f ) lo l , a  in H -  l(f~o). 
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This fact, together with (7.14), yields v a - v: > 0 in H -  l(f~o), which is equivalent to 
(7.13). 

If we apply (7.13) to f and - f ,  we obtain 

Iv: I(B) < va(B), VB e M(no), (7.15) 

for every f ~ L2(F~) with I f l -< 1 a.e. on f~. By linearity, if f ~ L°°(f~) we obtain from 
(7.15) 

Iv: ](B) < If f IIL~tn)VA(B), VB ¢ N(flo), (7.16) 

therefore v: is absolutely continuous with respect to va for every f e L°~(f~). 
I f f  e L2(f~) and f > 0 a.e. in fl, then there exists an increasing sequence (f ,)  in 

L°°(f~) converging to f in L2(f~), with f .  > 0 a.e. in f~. Let (u.) be the sequence of 
the solutions of the problems 

u, e X ,  o(~O), - A u , , + U ,  po= f,, in X~o(~O), 

where f~ is extended to f~o setting f~ = 0 on rio\f1. By the continuity properties of 
the resolvent operator (see Section 3) the sequence (u,) converges to u in H~(f~o). 
By the comparison principle (see Theorem 2.10 of [9]) the sequence (u.) is 
increasing, hence (u,) converges to u pointwise q.e. in f~o by (1.2). Writing v, for v:., 
by (7.11) we have 

- A u ,  + u./~ o + v. = f,1 a in H-l(t)o),  (7.17) 

and by (7.12) the sequence of measures (v.) is increasing. Let v be the Borel measure 
on f~o defined by 

v(B) = sup v.(B), VB e ~(~o). 
t l  

Then v is absolutely continuous with respect to v a, since each measure v. has this 
property. From (7.17) we easily obtain that 

--Au + U~o -k- V = f lcl ,  a in H-l(f~o), 

hence v = v: by (7.11). This proves that v: is absolutely continuous with respect to 
va, provided f > 0 a.e. in f~. The same property can be proved for an arbitrary 
f e L2(f~) by considering the positive and the negative parts of f .  

Since v: and v a are bounded Borel measures on fl, and as v: is absolutely 
continuous with respect to v a, by the Radon-Nikodym theorem for every 
f e L2(f~) there exists fl: ~ Ll(f~o, •A) such that 

v: = fl:va. (7.18) 

The map f ~ fl: from L2(f~) into Ll(f~o, vA) is clearly linear. Moreover, (7.12) 
implies that 

fl: > 0 vA-a.e, in f~o (7.19) 

for every f E L2(~) with f > 0 a.e. in f~. From (7.16) we have that fly ~ L~(f~, va) 
for every f e L®(f~) and 

II/~f II, : t~ . . . .  ) - II f IIL~c.~. (7.20) 
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Let us prove that 

lifts ][L'(n . . . .  ) -- IIf IILI(.) (7.21) 

for every f • L2(f~). It is not restrictive to assume that f > 0 a.e. in f~, hence u > 0 
q.e. in f~o by Proposition 3.4 and flf > 0 va-a.e, in fl  by (7.19). Let q~ • C~(f~o) with 
~o = 1 on ~. As VA is carried by d*A and Du = 0 a.e. on f~o\f~, taking q~ as a test 
function in (7.11) and using (7.18) we obtain 

I'flfllL,(n . . . .  ,___fo.d#o÷f0 flfdv~= fo f dx, 
o *A I*A 

which proves (7.21). 
By the Riesz-Thorin interpolation theorem (see VI.10 of [15]), from (7.20) and 

(7.21) we obtain that flf • L2(f~o, va) for every f • L2(~) and 

II/~f IIL~(. . . . .  ) - II f ILL=(.). (7.22) 

Let us fix f • L2(f~) and let a be the restriction of flf to fL Then ~ • L2(fL VA) 
and (7.3) is a consequence of (7.11) and (7.18), while the positivity of a for a positive 
f follows from (7.19). [] 

We conclude this section with a corollary of Theorem 7.1. 

Corollary 7.4. In addition to the hypotheses of Theorem 7.1, assume that the regular 
set A(#) of the measure # coincides with f~. Then the measures [ul# and u# belong to 
H -  l(f~) and 

- A u  + u# = f in H- I (~ ) .  

Proof. Since A = f~, the measure v a is carried by ~?f~. Therefore (7.2) is equivalent 
to (7.23). [] 

8. A Singular Perturbation 

In this section we consider a singular perturbation (#~)~>o of a measure # of the 
class ~'o(f~) and study the weak L2(f~) limit, as e ~ 0, of the difference quotient 

1 
[R~,(f) -- R~(f)] 

for every f • L2(f~). Let us fix # • ~'o(f~) and f • L2(f~). By A = A(#) and S = S(#) 
we denote the regular and the singular set of the measure #. Let u be the solution of 
the problem 

t u • X~(~), - A u  + u# = f in X~(f~). (8.1) 

By Theorem 7.1 the measures lul# and u# belong to H-l ( f~)  and there exists 
• L2(y~, va) such that 

- A u  + u# + av a = f lc l ,  a in H-l(f~),  (8.2) 
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where v a is the boundary measure introduced in Section 6. Let ~p, ~b e C°(~) with 

inf ~p > 0, inf ff > 0. (8.3) 

For  every e > 0 we consider the measure #~ of the class Jgo(f2) defined by 

~ = ~ l a  + e-  l(~p- l~'Nlint*S + ~'- lVa)" (8.4) 

Let u, be the corresponding solution of the problem 

u~ E X,,(f~), -Au~ + u,#, = f in X~o(fD. (8.5) 

Since A(/~) = f~, by Corollary 7.4 the measures l u~l~ and ud~ ~ belong to H - 1 ( ~ )  
and 

-Au~ + udA = f in H-x(f~). (8.6) 

Our aim is to prove that (u~ - u)/e converges weakly in L2(f~) as e ~ 0. In order 
to compute the limit of the scalar products 

f n  u~ -- u dx, g 

for every g ~ L2(~']) we consider the solution v of the problem 

! v ~ Xu(f2 ), - A v  + v# = g in X,(fD. (8.7) 

As in the case of problem (8.1), the measures Ivlp and v# belong to H - I ( ~ )  and 
there exists f l e  L2(~'2, VA) such that 

- A v  + v# + f l v  a = glcl, a in H-a(f~). (8.8) 

The following theorem is the main result of the present section. 

Theorem 8.1. Let  u be the solution of(8.1) and, for  every e > O, let u, be the solution 
of(8.5) corresponding to a given pair q~, ~b offunctions o f  C°(O) satisfying (8.3). Then 
(u~) converges to u strongly in H~(f~) as e --* 0 and (u~ - u)/e converges weakly in 
L2(~). More  precisely, for  every g ~ L2(f2) we have 

fou _u fi fo g dx - -  fgq~ dx + ~fl~ dva, (8.9) 
n t * S  

where ~ and fl are defined by (8.2) and (8.8). 

In order to prove the theorem, we fix g ~ L2(f2) and, for every e > 0, we 
consider the solution v, of the problem 

v~ ~ Xu~(f2), -Av~ + v~#, = g in X'~(f~). (8.10) 

As in the case of problem (8.5), the measures [v~ [#, and vdz~ belong to H-~(f2) and 

- A v ,  + v~p~ = g in H-  1(~). (8.11) 

The following lemma proves the first assertion of Theorem 8.1. 
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L e m m a  8.2. As e ~ O, the sequences (u~) and (v~) converge to u and v strongly in 
n~(f~). 

Proof  It is enough to prove the convergence of  (u,). Taking  u~ as a test function in 
(8.5) and using definition (8.4) of  p~ we obtain 

IDu~l 2 dx + e -1 q9- u~ ~k u~ dv a + 
nt*S 

= fn  fu~ dx, (8.12) 

which immediately implies that  (u~) is bounded  in H~(f~) and in LZ(A, p). Passing, if 
necessary, to a subsequence, we may  assume that  (u~) converges weakly in Ho~(Q) to 
a function w 1 and weakly in L2(A, #) to  a function w z. 

Let us prove that  w 1 = w 2 #-a.e. on  A. There exists a sequence (zn) converging 
to wl strongly in H~(f~) such that  each function z,  belongs to the convex hull of  the 
set {u,: 0 < e < 1/n}. By (1.2) a subsequence of  (zn) converges to w 1 q.e. in Q, hence 
/~-a.e. on A. Since (u~) converges to w 2 weakly in L2(A, #), the convex combinat ions  
z, still converge to w 2 weakly in L2(A, #). Since (z,) converges to w~/t-a.e, on  A, we 
conclude that  w 1 = WE/a-a.e. on A. Therefore (u~) converges to w 1 weakly in the 
spaces H~(f~) and LE(A, #). Let us prove that  w 1 = u. Since q~ and ~k are bounded  in 
f~, f rom (8.12) we obtain that  

l fi 2 d x  and lfo 2 dVA - U e -- U~ 
nt* S 

are bounded  as e -o 0. Therefore (u~) converges to 0 strongly in the spaces L2(int * S) 
and L2(f~, va). This implies that  wl = 0 a.e. on int* S and va-a.e, on f~. By 
Proposi t ion  6.4 we obtain  that  wl = 0 q.e. on  S. Since w~ ~ L2(A, #), we can 
conclude that  w 1 e L2(f~,/a), hence w 1 e X~(D). Let z ~ X~(~). Since z = 0 a.e. on 
int* S and va-a.e, on  f~, by taking z as a test function in (8.6) we obtain 

Since (u~) converges to wl weakly in the spaces H~(f~) and L2(A,/./), we get 

f I I D W x D Z d x " ~ - ; A w 1 z d ] ' I : f f f  Z d X ,  

which implies that  w~ is a solution of  (8.1), hence w~ = u and the whole sequence 
(u~) converges to u weakly in the spaces Hl(f~) and L2(A, it). 

Let us prove that  (u~) converges to u strongly in H~(f~). As (u~) converges to u 
weakly in L2(A,/./), we have 

u 2 dp < lim inf ~ u 2 d/~. (8.13) 
dA e~O d A 

Since (u~) converges to u strongly in L2(f~) by ReUich's theorem, (8.12) and (8.13) 
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yield 

l i m s u p f  [Du~[2dx+fau2dp<fn fudx .  (8.14) 

Taking u as a test function in (8.1) we get 

which, together with (8.14), gives 

lim sup fn lDu~12 dx ~- fn lDu[2 dx. 
t--~ O 

Since (u~) converges to u weakly in H~(f~), this implies that (u~) converges to u 

strongly in HoX(f~). [] 

Lemma 8.3. As e ~ 0 we have 

(a) v~/e ~ 9q~ weakly in L2(int * S), 
(b) vJe ~ tiC/weakly in LZ(fl, va), 
(c) vdtl A ~ vp[ a weakly in H -  l(f~). 

Proof By linearity it is not restrictive to assume that g > 0 a.e. in fl. Then we also 
have v~ _> 0 q.e. in f~, v > 0 q.e. in [2, and fl > 0 va-a.e, in ~ (see Proposition 3.4 and 
Theorem 7.1). Since Sn z dp~ < Sn z dp for every quasi-continuous function z: t~ ~ R 
with z > 0 q.e. in fL by the comparison principle (Theorem 2.10 of [9]) we have 

v < v, q.e. in f~. 

As/ t ,  < #~ for q > e > 0, for the same reason we have 

v~ < v~ q.e. in f~ for r />  e > 0. 

(8.15) 

(8.16) 

By (8.16) and by Lemma 8.2 the sequence (v~) is decreasing and converges to v 
strongly in Ho~(~) and pointwise q.e. in f~ (see (1.2)). 

Since v~#~ belongs to H-l(f~),  for every z e Hoi(f~) the function [zl belongs to 
LI(A, v~#). Therefore, by the dominated convergence theorem we have 

f zv~ d# ~ fa zv d#, Vz e H~(n), 

which proves (c). From (8.8) and (8.11) we obtain 

fn D(v~ - v)Dz dx + e- l flnt, S VeZq)- l dx q- ~- l ff~ vez~b- l dva 

nt*S 
(8.17) 
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for every z ~ H~(f~). Taking z = (v~ -- v)/e we obtain 

~-lf~lO(Ve--V)12dx-F~-2fint*S/)e2 -1(~ dx --F ~ - 2 ~  v2~j- 1 dllA 

where we have used the fact that v = 0 q.e. on S and, therefore, v = 0 vA-a.e, on fL 
since vA is carried by d*A _ S. As ~0 and ~k are bounded in t2, we have 

f~.,.s(e-%~)2dx+f(e-lv~)Zdva<c[fi.,.sge-'v, dx+ffle-lv, dvAl 
for a suitable constant c > 0, which immediately implies that the sequence (vie) is 
bounded in L2(int * S) and in L2(~'), VA). Therefore, up to a subsequence, (vJe) 
converges weakly in LZ(int * S) to a function h and weakly in LE(f~, VA) to a function 
y. Since (v~) converges to v weakly in Hol(t)) by Lemma 8.2, from (c) and from (8.17) 
we obtain 

e- l fi,t*s v~zqg- ~ dx ~ f~,t*s gz dx, Yz E H~(int* S) 

(recall that every function of H~(int* S) vanishes va-a.e, in f~, because va is carried 
by O*A). By (8.3) this implies 

hz -' ax = f, gzdx,  VzeH~(int* S), 
nt*S nt*S 

and by Proposit ion 1.2 we get 

fBh~o-~ dx = fBvdx 
for every finely open subset B of int* S, hence h = gtP a.e. on int* S. As the limit h 
does not depend on the subsequence, this proves that (vie) converges to gq~ weakly 
in L2(int * S). 

Taking now an arbitrary z E H~(f~) and using (a) and (c) we obtain from (8.17), 
as e ~ 0, that 

 z x+fo,Z  
nt* S nt*S 

hence 

fo,z¢-i dVA= f Bzdva, YzeH~(~) ,  

which yields y = fl~ vA-a.e, in D and concludes the proof  of (b). [] 
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P r o o f  o f  T h e o r e m  8.1. Let us fix 9 • L2(f~) • Taking (u~ - u)/e as a test function in 
(8.11) we obtain 

fo  -,fo 

where we have used the fact that u = 0 q.e. on S and, therefore, u = 0 va-a.e, on ~, 
since v a is carried by ~?*A ___ S. Taking v j/3 as a test function in (8.2) and (8.6) we 
obtain that the right-hand side of (8.18) equals 

therefore 

g d x  = f /3 -1v~dx  + o~/3-1v~dvA. (8.19) 
/3 nt*S 

By Lemma 8.3 the sequence (vie) converges to 9~o weakly in L2(int * S) and to fl~ 
weakly in L2(fLva). Therefore (8.19) implies (8.9). The weak convergence of 
(u s - -  u)//3 in L2(f~) now follows from the Banach-Steinhaus uniform boundedness 
principle. [] 

9. Further Optimality Conditions 

In this section we prove two necessary conditions for the solutions of the relaxed 
optimization problem introduced in Section 4. These optimality conditions are 
obtained by means of the singular perturbation studied in Section 8. 

Let us fix a function f •L2(f~) and a function j: f~ x R ~ R  satisfying 
conditions (4.1), (4.2), (4.3), (5.1), (5.2), and (5.3). Given # • J//o(f~), by A = A(#) 
and S = S(#) we denote the regular and the singular set of the measure #. Let u be 
the solution of the problem 

u • S~(f~), - A u  + u# = f in S~(~q), (9.1) 

and let v be the solution of the adjoint problem 

v • X~,(~),  - Av  + v# = js(x,  u) in X'u(f~ ). (9.2) 

By Theorem 7.1 the measures [ul#, Ivl#, u#, and v# belong to H - I ( ~ )  and there 
exist ~, w • L2(f~, VA) such that 

- A u  + u# + ~v A = f l c l ,  a in H -  l(~q), (9.3) 

- - A v  + v#  + f l v  A = j~(x, u)lcl, A in H-~(f~), (9.4) 

where vA is the boundary measure introduced in Section 6. 



46 G. Buttazzo and G. Dal Maso 

Theorem 9.1. Let # ~ J#o(f~) be a minimum point for the relaxed optimization 
problem (4.6) and let u and v be the solutions of(9.1) and (9.2). Then 

f ( ' )Js( ' ,  O) > 0 a.e. on int* S, (9.5) 

O~[J ~ 0 V A -- a.e. on f~, (9.6) 

where a and fl are defined by (9.3) and (9.4). 

In order to prove the theorem, we need the following lemma. 

Lemma 9.2. Let X be a Banach space with dual X'  and let F: X ~ R  be a 
continuously differentiable function. If(us) converges to u strongly in X and (us - u)/e 
converges to w weakly in X, then 

F(u~) - F(u) 
(F'(u), w), (9.7) 

e 

where F' is the differential o fF and ( . ,  • ) denotes the duality pairing between X' and 
X. 

Proof By the mean value theorem we have 

F(u~) - F(u) IF,(u),U~ -- U) < sup llF,(v) _ F,(u)llx, U ~ -  
~" ~ v~l~ X' 

where 1~ is the line segment joining u~ to u. Since F' is continuous and (u s - u)/e is 
bounded, the right-hand side of the previous inequality tends to 0, hence (9.7) 
follows. [] 

Proof of Theorem 9.1. Given ¢p, ¢ E C°(~) satisfying (8.3), for every e > 0 we 
consider the measure/~ ~ J/o(f~) defined by (8.4) and the corresponding solution u, 
of (8.5). By Theorem 8.1, applied with g(x)=js(x,u(x)) ,  we obtain that (us) 
converges weakly in L2(D) to a function w such that 

Recalling that u = 0 a.e. on S, from (5.4) and from Lemma 9.2 we obtain 

J(u~)-- J ( u ) "  f nt*S L(x,O)f~dx + f aflO dva. 
Since/~ is a solution of the relaxed optimization problem (4.6), we have J(u~) - 
J(u) > O, hence 

fi L(x'O)fq~dx + f. s 

As this inequality holds for any q~, ~k e C°(~) satisfying (8.3), we obtain (9.5) and 
(9.6). [] 
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The following theorem summarizes the necessary conditions obtained in this 
paper for the relaxed optimization problem (4.6). 

Theorem 9.3. Let  # e ~/o(~) be a minimum point o f  (4.6) and let u and v be the 
solutions of(9.1) and (9.2). Then u = v = 0 q.e. on S and 

(a) uv < 0 q.e. on A, 
(b) uv = 0 #-a.e. on A, 

......... (c) f ( . ) j s ( . ,  0) > 0 a.e. on int* S, 
(d) ~fl > 0 va-a.e, on ~ n O*A, 

where ~ and fl are defined by (9.3) and (9.4). 

Proof  Property (a) is proved in Theorem 5.1, (b) in Theorem 5.2, and (c) and (d) 
in Theorem 9.1. []  

Example 9.4. Assume that a minimum point # of (4.6) has the form 

# = 0% + qZeNla, 

where q e L~(f~), q > 0 a.e. on f~, S = f~\A, and A is an open set with boundary dA 
of class C 2. By Example 3.3 the functions u and v are the solutions of the problems 

u e H ~ ( A ) ,  - A u + q u = f  in H -  I(A), 

veHlo(A) ,  - A v + q v = j s ( x , u )  in H -  I(A), 

hence u, v e H2(A). By Example 6.2 the measures v A and H N- 1 la have the same null 
sets, and by Example 7.2 we have 

~uF~wA] -1 = ~v [~wA] -1 
°~ = t3n L On ] ' fl c3n [_ On ] 

ocg s -  1-a.e. on f2 n 0A, where w a is defined in (6.1). Therefore conditions (a)-(d) of 
Theorem 9.3 take the form 

(a') uv <_ 0 q.e. on A, 
(b') uv = 0 a.e. on {x ~ A: q(x) > 0}, 
(c') f ( . ) L ( . ,  0) > 0 a.e. on S, 
(d') (Ou/On)(Ov/On) > 0 ~,~s- l_a.e" on f~ n OA. 

Since OA is of class C 2 and u, v e HZ(A), conditions (a') and (d') imply that 

(e') (Ou/t3n)(Ov/t3n) = 0 ~u- l_a . e "  on f~ n t3A, 

as we can easily check by considering the one-dimensional functions t 
u(x + tn(x)) and t ~ v(x + tn(x)), which are continuously differentiable in a 
neighborhood of t = 0 for ~ s -  l_a.e" point x e f~ n OA. 

Example 9.5. Assume that the shape optimization problem (4.5) admits a solution 
A with boundary OA of class C 2. By Theorem 4.1 the measure OOs, with S = f~\A, is 
a solution of the relaxed problem (4.6). By specializing Example 9.4 to the case 
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q = 0, we o b t a i n  t h a t  u a n d  v a r e  t he  s o l u t i o n s  of  t h e  p r o b l e m s  

uen~(A), - A u = f  i n  H -  I (A) ,  

vend(A ), -Av=j~(x,u)  i n n - l ( A ) ,  

a n d  c o n d i t i o n s  (a ') ,  (c ') ,  a n d  (e ' )  t a k e  t he  f o r m  

uv <_ 0 q.e. o n  A, 

f ( . ) j ~ ( . ,  O) > 0 a.e. o n  S, 

~u ~v 
- 0 ,ygN-a-a.e .  o n  f~ n OA, 

On ~n 

wh i l e  c o n d i t i o n  (b ' )  is t r i v i a l  in  th i s  case.  
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