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Absolutely P-Summing, P-Nuclear 
Operators and Their Conjugates 

Joel S. Cohen* 

Pietsch [16] has introduced the notion of absolutely p-summing 
operators between normed spaces. These operators provide a natural 
generalization of the Hilbert-Schmidt operators between two Hilbert 
spaces ([10, 16]). In addition, the theory of absolutely p-summing 
operators has application in the general theory of Banach spaces [9]. 

This paper is basically a detailed study of the absolutely p-summing 
operators and two new classes of operators, the strongly p-summing and 
p-nuclear operators. The introduction of these two classes was motivated 
by the following observations: 

(i) Absolutely P-Summiru3 Operators and Tensor Products. The concept 
of an absolutely 1-summing operator goes back to the early work of 
Grothendieck ([5], p. 155), where it is defined in terms of tensor products 
with the space ~1. Grothendieck defined an operator T to be <~semi- 
int6grale ~ droite)) if the operator I ® T mapping E 1 ~ E into E1 ~ ,  F is 
continuous, where the e and n topologies are the bi-equicontinuous and 
projective topologies as defined in Schaefer ([21], p. 92-96). One can 
show that an operator T is absolutely 1-summing if and only if it is 
semi-int6grale h droite. For the case p > 1, one can show that every 
operator T, such that l®T:~p®~E~fp~F is continuous, is also 
absolutely p-summing; however, the converse is not true. We have 
called the class of operators such that I ® T is continuous the p-nuclear 
operators. It is important to note that the p-nuclear operators discussed 
here are not the same as the p-nuclear operators discussed in [11] and 
[12] (see Theorem 2.7.1). 

(ii) Conjugates of Absolutely P-Summintd Operators. The absolutely 
p-summing operators are not closed under conjugation. For example, 
Pietsch ([16], p. 338) has shown that the identity operator I : (~  ~E  2 
is absolutely 2-summing; however, the conjugate operator I' mapping 
¢2 into ~o is not absolutely 2-summing. The strongly p-summing operators 
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(1 < p ~  ~ )  are a characterization of the conjugates of absolutely 

q_summing operators ( i  1 ) + - - = 1 .  
q 

In Section IV we present a number of interesting applications and 
open questions related to the present work. In particular we present an 
operator characterization of inner product spaces (Theorem 4.2.2) and a 
tensor product characterization of nuclear operators in Hilbert space 
(Theorem 4.1.2). 

Notation. Throughout the paper E and F will denote Banach spaces 
and E' and F' the continuous dual spaces. All linear operators are to be 
considered continuous. The space of continuous linear operators 
mapping E into F will be denoted by 5¢(E, F); the space &(E, F) is the 
space of continuous bilinear forms on E x F. The symbol S(E) will 
denote the sequences with values in E and F(E) will denote the sequences 
with all but a finite number of terms equal to zero. 

I. Sequence Spaces and Tensor Products 

t .1. Sequence Spaces. We shall begin by discussing various spaces 
of sequences with values in a Banach space E. These spaces will appear 
in the definitions of the operators studied in the following sections. 
A sequence {xi} with values in E is called weakly p-summable (fp(E)) 
if for all x' ~ E', the sequence {x'(xl)} ~ ¢p. The space dp(E) is a normed 
space; the norm is given by 

f / ~  ,~ltp I 

sup {sup {ix'gx,)j: tlx'll = a}}, 

l ~ p < ~  

The following theorem, due to Grothendieck ([7], p. 86-88), provides 
a useful characterization of fp(E). 

1 1 
Theorem 1.1.1. For 1 < p < ~ and - -  + - -  = 1, there is an isometric 

P q 
isomorphism between Yp( E) and , ~  ( f ~, E). For p = 1, El(E) is isometrically 
isomorphic with .Lt)(c o, E). In both cases, a sequence {x/} in f p(E) is identified 

O r 5  

with the operator T({ci} ) = ~ e~x~. 
i=1 

A sequence {x~} is called absolutely p-summable (Ep{E}) if the 
sequence {llxiH} egp. The space dp{E} is a normed space; the norm is 
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given by 
f / ~ \ l t p  
| ( Z  Ilxilt p) , l < p < o ~  

=,({x,}) = ~ "=1 
sup IIx, ll, p-- o0. 

We have found it convenient to introduce the following additional 
sequence space. A sequence {xi} is called strongly p-summabte (dp(E)) 

1 
if for all sequences {x~} e gq(E'), 1_ + _ = 1, the series x'i(xi) converges. 

P q i=l 
Theorem 1.1.2. The space f p ( E)  is a normed space; the norm is given by 

~({ }) ' ~ q  ' X i ~ SU X i X i : X i . 
11i= 1 

Proof. Let {xi} ~dp(E) ;  we first show %({x~}) is finite. The sequence 
{xi} can be considered as the linear form F on gq(E') defined by 

F({x'i}) = ~ x~(x~). Define a sequence {Fn} of linear forms on E~(E') 
i = 1  

by Fn({x~})= ~ x'~(x~). It is easy to see that each F n is continuous. 
/ = 1  

Furthermore it follows directly from the definitions for Fn and F that {F~} 
converges to F at each point of f~(E'). By Theorem 1.1.1 fq(E') is complete; 
therefore, applying the Banach-Steinhaus Theorem it follows that F 
is continuous and o-p({x,})= Itftt < oo. One can now easily verify that trp 
satisfies the properties of a norm. [] 

The relationships between the various sequence spaces are given in 
the following theorem: 

Theorem 1.1.3 ([3], p. 15). 
(i) For 1 < p N  oo, Ep(E) _~ dp{E} ___c fp(E) and e p < % N  trp. 

(ii) For p = i, dl ( E )  = dl {E} and ~q = t h . 
(iii) For p= oo, d~{E} =E~(E) and ~® =e~ .  

1.2. Tensor Products. We shall have occasion to consider a number 
of norms in the tensor product E ®F. The projective or n-norm ([22], 
p. 434-445)is defined by llull~= inf{/~ llx, ll Ity, ll}, where the infimum is 

over all representations of u = ~ x i ® Yi in E ® F. The e-norm is defined by 
i 

IIG-- sup{ ~ x'tx,)y'(y,)" llx'll _--< 1, Ily'll---- 1}. 

We shall use the notations E ®~ F and E ®, F to denote the tensor product 
with the above norms. It is well-known ([22], p. 444) that the dual space 
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for E ®~ F is given by ~(E,  F); the dual space for E®~ F is given by J(E, F), 
the integral bilinear forms on E × F ([22], p. 500). Using the sequence 
spaces discussed in Section 1.1, we can define a number of other norms on 

1 
E ® F. For 1 < p < oo and 1 + _ = 1 we define 

P q 

wp(u) = inf(%({x~}) eq({y~})), 
gp(U) = inf(%({xi}) 8q({yi})), 
dp(u) = inf(%({xi} )~({y,})) . 

In each case the infimum is taken over all representations of u = ~ x~ ® y~ 
i 

in E®F. The norms gp and dp have been considered by Saphar [20] and 
Chevet [2]. The tensor product with the norm gp(dp or wp) will be denoted 
by E®gp F (E®ap F or E®,~p F). The completion of the tensor product 
with the norm T = e, lr, wp, dp or gp is denoted by E ~ ,  F. In the following 
theorem we list a number of important properties of the above tensor 
norms. 

Theorem 1.2.1. ([3], p. 20). 

(i) If  u= x®y, then •p(u)= wp(u)=dv(u)= Ilxll Ilyll, 
(ii) The magnitudes oJ- the norms are related in the following way: 

e--* w , / g ' ~  " S  
(iii) / f  p--oo, O=(u)= w~(u). 
(iv) If  p= 1, d~(u)= wl(u). 
(v) I1,11.-- o,( . ) - -  

In the next few theorems we develop the basic relationships between 
the norms on the various sequence spaces and the norms on the tensor 
product ~p®E. It is well-known that f p ® E  can be considered as a 
subspace of S(E). In fact ([14], p. 98), the mapping 

0(,=~ { c,j} ® x~) = t,=~ c, jx, } 

is an algebraic isomorphism of ep ® E into S(E). In most cases we shall 
consider ~p ® E as a vector subspace of S(E) without any specific reference 
tO q~. 

Theorem 1.2.2. ([7J, p. 87). Let 1 ~_ p <- oo. The space ~p(E) induces the 
e-norm on tp ® E. 
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Theorem 1.2.3. Let 1 < p < oo. 
(i) Ep®E~_/p(E). 

(ii) ~p ( E) induces the projective (r 0 norm on f ~ ® E. 

Proof. (i) Let q~ be the mapping from fp x E into S(E) defined by 

~({cj},x) = {cjx}. We show ~({cj},x) ~ ~p(E). If {x)} s~q(E') + - -  = 1 , 
q 

we have 

t~  xj(c~x) t < ~ 

<{(~lcjlP)~/P(~lx)(x)lq)~/q for l < p < o 0  

~lcjlsup{lxj(x)l} for p = l  

Since {c~} e Ep, the above inequality shows ~ xj(qx) converges. Therefore 
J 

{cix } e (p(E). Consequently, using the definition of the tensor product, 
we conclude that ~b maps ~p ® E into ~p (E) .  

(ii) It remains to show ~p(E) induces the n-norm on /p®E. Let 

u= ~ {cij}®xi~Ep®E. Since :~(~p,E)=L~(~,E3, it follows from 
i=1 

Theorem 1.I.1 that ~(gp, E)=/~(E'). Therefore 

g¢~(Ip,g) 

= sup j~l xj c~jx i 
~q({x~})=< 1 i 1 

Let I < p < oo. Ifwe consider the norm induced o n / p ® E  as a normed 
subspace of Ep{E} we obtain another norm on the tensor product. We 
shall use the notation ~p ®p E to denote the tensor product with this norm. 

1 
Theorem 1.2.4. Let 1 < p < oo and 1 + - -  = 1. Thendq(u) ~ llull _<g (u). 

P q 
Proof. We shall show d (u)<-lluil . The other inequality is proved 

in a similar way ([3], p. 25). Let u =  ~ {ci~}®x~Ep®E and define 
i=l 

{cij}" = (ctl, ct2 . . . . .  ct, ,  0, 0,...). Since l i m  {ci~} m = {cij} in Ep, it follows 
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from Theorem 1.2.1(i) that 

lim d~ ( ~ {ci s}m®xi - ~ {qj}®x,) 
t a b o o  f . = l  i = l  

n 

<= 1~ Z dd~{c,j}~-{c,j})®x,) 
ra oo i = 1 

= lim ~ II¢c, lm-¢c ,  lll Ilx, ll--0. 
m ~  i=  1 

This implies 

(1.2.1) 
= lim dq(~ {qj}m®xi . 

Let {ej} be the standard basis in Ep. Using standard manipulations for 
tensor products we have 

,~1 {c,j}'®x, = j~, ej® (,=~ c,jx,). 

Therefore from the definitions for the norm dq, we have 

d'l (,=~1 {ci./}" ®xi)= d, (~=~ (ej® (,=~ c,jx,))) 

N t~,({ej}) ci~xi ) 
J 

j i C i j X i  J 

From the above inequality and Eq. (1.2.1) we obtain 

d~(u) = lira d~ {q~}m®x t 
m ~  c~ t 

= < lira ep c~j ®x~ 
m - ~ a °  i 

= lira c~jx i ] 
m ~ c  j t 

--  ~ p ( u ) - - t l u b .  

Therefore 4(u) < ltutlr 
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It can be shown that all norms considered in the previous theorem 
are equivalent when E is an Lapx space (Theorem 3.2.5). Furthermore, 
for p = q = 2, the three norms are equal if and only if E is an inner product 
space (Theorem 4.2.2). 

II. The Operators Itp(E, F), Dp(E, F), Np(E, F) 

2.1. Basic Definitions and Properties. Let 1 < p < or. An operator T 
is absolutely p-summing (rip(E, F)) if there exists a constant C > 0, such 
that for all finite sets x 1 . . . . .  x,, the inequality %({Tx~})< Cer({xi} ) is 
satisfied. The smallest number C, such that the above inequality is 
satisfied, is called the absolutely p-summing norm (rrp(T)) of T. 

A detailed study of lrr(E, F) is given by Pietsch [16"1. We introduce 
two related classes of operators. 

(i) Let 1 < p < co. An operator T is strongly p-summing (Dr(E, F)) 
if there exists C > 0 such that %({Tx~}) =< C%({xi} ). 

(ii) Let 1 < p < oo. An operator T is p-nuclear (Np(E, F)) if there 
exists C > 0 such that %({Txi} ) <= Cep({xi}). We shall denote the strongly 
p-summing norm by Dp(T) and the p-nuclear norm by Np(T). 

In the above definitions we have excluded the cases/)1 (E, F), NI (E, F), 
n~o(E, F) and No~(E, F). If we formulate the analogous definitions we 
observe, using Theorem 1.1.3, that n , (E ,  F) = ,~q'(E, F);DI(E, F) = L,e(E,F); 
NI(E, F) = nl(E, F); and N~(E, F) = Do~(E, F). Therefore, nothing is lost 
by excluding these cases. In the following, when we refer to rip(E, F), 
we shall assume 1 ~ p < or; when we refer to Dp(E, F) we shall assume 
1 < p < oo; and when we refer to Np(E, F) we shall assume 1 < p < oo. 

Theorem 2.1.1 ([3], p. 44). 

(i) The spaces Nr(E, F) and Dr(E, F) are normed linear spaces. 
(ii) I f  T belongs to Nr(E, F) (or Dr(E, F)), then T is continuous and 

IlTII ~Nr(T) (11TII ~Dp(T)). 
(iii) I f  T belongs to Nr(E, F) (or Dr(E, F)) and S belongs to ~(F,  G), 

then ST belonas to N~(E,G) (or Dp(E,G)) and Nr(ST)<IISHNp(T) 
(Dp(ST) < IlsII Op(T)). 

(iv) I f  T belongs to ~(E,  F) and S beton#s to Np(F, G) (or Dp(F, G)), 
then ST belonas to Nr(E, a) (or Dr(E, G)) and Np(ST)~Np(S) IITII 
(Dp(S T) <___ D,(S) II Ttl). 

(v) I f  F is a Banach space, then D a( E, 17) and Np ( E, F) are Banach spaces. 

The definitions for the spaces nr(E, F), Dr(E, F) and Np(E, F) have 
been expressed in terms of sequences with all but a finite number of terms 
equal to zero. One can, however, easily reformulate these definitions in 
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terms of arbitrary sequences. Let Te  An(E, F). The operator T induces 
an operator T mapping S(E) into S(F) defined by 2r({x~})= {Tx~}. One 
can easily show Te  rtp(E, F) if and only if 7": #p(E)~gp{F} is continuous. 
Furthermore, in this case, II Analogous statements are true 
for Np(E, F) and Dr,(E, F). Pietsch ([16], p. 349) has shown it is possible to 
give a weaker formulation of the above statement. Indeed, an operator 
T is in up(E, F) if and only if T maps g~(E) into ~p{F}. We do not require 
that T be continuous. A slight modification of Pietsch's proof shows the 
analogous result holds for Dr(E, F) and Np(E, F). 

Theorem 2.1.2. 
(i) An operator T is in Np(E, F) if and only if J" maps :p(E) into :p(F>. 

(ii) An operator T is in D p(E, F) if and only if T maps :p { E} into f p ( F>. 

Theorem 2.1.3. Let 1 < p <  <x~. An operator T ~ Np(E,F) if and only if 
I ® T: #p ®e E ~ #p ®~ F is continuous. In this case Np(T) = [l I ® T [[. 

Proof. Let TE Np(E, F). By Theorems 1.2.2 and 1.2.3 we can con- 
sider E,®~ E as a normed subspace of #p(E) and #p®~ F as a normed 
subspace of #p(F). Furthermore, one can easily show that 7" restricted 
to ~p®~ E is equal to I®T.  Let F(E) be the space of sequences in E with 
all but a f'mite number of terms equal to zero. It follows that 
F(E)~_#p®E~_~p(E). Since T:#r(E)~fp<F> is continuous and since 
obtains its norm by taking the supremum over elements in F(E), it 
follows that I ® T  is continuous and Np(T)= I[f'll--II ®rll The con- 
verse follows in a similar way. [] 

2.2. Relath~nships Between ~p(E, F), De(E, F) and Np(E, F). The 
following theorem follows directly from Theorems 1.1.3 and 2.1.2. 

Theorem 2.2.1. 
(i) Np(E, F) ~_Dp(E, F) and Np(T)> Dp(T). 

(ii) Np(E, F) ~_ np( E, 17) and Np( T) > rip(T). 
(iii) I f  T belongs to Irp(E, F) and S belongs to Dp(F, G), then the com- 

position ST  belongs to Np( E, G) and Np(S T) ~ ~zp( T) D p( S). 

1 1 
Theorem 2.2.2. L e t -  + - -  = 1. 

P q 
(i) Let 1 __< p < ~ .  An operator T belongs to np(E, F) if and only if the 

adjoint operator T' belongs to Dq(F', E'). In this case D~(T') = top(T). 

(ii) Let 1 < q < ~.  An operator T belongs to D~(E, F) if and only if the 
adjoint operator T' belongs to rcp(F', E'). In this case D~(T) = np(T'). 

Proof. (i) Let 1 =< p < c~ and let T belong to up(E, F); we must show 
T' belongs to D~(F', E'). If y~ . . . . .  y'~ is a finite set in F' and if {x~'} ~ ~p(E") 
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we have 

x i (T Yi)I = T"x"(y~) 
i i = t  

<= ~. ]T" x~'(y~)l 
i = 1 (2.2.1) 

< Y, tlr"x:'H Ily',]] 
i = 1  

<= ~p({T" x[}) aa({y}}). 

However, since T is absolutely p-summing, it follows that T" is absolutely 
p-summing and ~rx,(T ) = np(T") ([16], p. 345; [13], p. 87). Therefore 

0~p({ T" x~}) < nn(T ) ep({x'~'}). (2.2.2) 

Substituting Eq. (2.2.2) in (2.2.1) we obtain 

]i=~ x'.[(T'~) __<Tzp(T) gp({x[}) otq({y~}). 

Taking the supremum over the unit ball in ¢p(E"), we obtain aq({T'yi}) 
! ! ! t < rip(T) ~({Yi})- Therefore T ~ Dq(F, E ) and 

Oq(T') < ~tp(T). (2.2.3) 

Conversely, assume T' belongs to Dq(F', E'). Let x I . . . . .  x n be a finite 
set in E and let {Yl} belong to ~ {F'}. It follows that 

,__~ yi(Tx,) = ,=~ T'y',(x,) 

< aq({T'y'}) ep({xi}) i 

< Da(T ) aq({yi}) ep({xi}). 

Since tq{F'}=(Ep{F})', we take the supremum over the unit ball in 
E~{F'} and obtain ap({Txt})=D~(T )ep({xi}). Therefore T is absolutely 
p-summing and 

rip(T) < D~(T'). (2.2.4) 

Combining Eqs. (2.2.3) and (2.2.4) we obtain np(T)=D~(T'). Part (ii) 
is proved in a similar way. [] 

The author has not been able to find a proof of the above result which 
does not in some way require measure theoretic techniques. In the above 
proof we need the fact that the bidual of an absolutely p-summing 
operator is also absolutely p-summing. Pietsch ([16], p. 345) has proved 
this fact using measure theoretic techniques. Alternately we could have 
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proved the previous theorem by using the following result, from the work 
of Grothendieck, which also requires measure theoretic techniques. 
Recall a Banach space E has the metric approximation property if for 
all finite sets x 1 . . . . .  x n in E, there exists an operator T with finite dimen- 
sional range and tlTI1--1 such that I Ix , -Txi l l<~ for i = t ,  2 . . . . .  n. 
In the following theorem J(E, F) = (E ®~ F)' is the collection of integral 
bilinear forms on E x F ([22], p. 500). 

Theorem 2.2.3 ([5], p. 181). Let E' or F' satisfy the metric approxima- 
tion property. Then, the canonical mapping ~p : E'®~ F'~J(E,  F) is an 
isometry. 

We shall use this theorem in the proof of the following: 

Theorem 2.2.4. Let 1 < p <  oo. An operator T e Np(E, F) if and only 

g r ' e  N,(F', E'/ + - -  = ! . In this case Np(T) = Nq(T'). 
q 

Proof. Let T~ Np(E, F). By Theorem 2.1.3, the operator I ®  T: gp®~ E 
t'p ®~ F is continuous with II I ® T II = Np(Z). Since (Ep ®~ F)' = Eq(F'), 

it follows that (1 ® T)' maps t~q(F ') into J(¢p, E). However, by Theorem 1.2.2 
¢~®~ F' is a normed subspace of f~(F'). Furthermore, since Cp satisfies 
the metric approximation property, E~ ®~ E' is a normed subspace of 
J(t~p, E). Finally, (I ® T)' restricted to f~ ®, F' is equal to 1® T'. Therefore, 
I®  T'iscontinuousandN,(T')= Ill® T'II ----II(/® z)'ll -- tl/® Ttl = Np(T). 
We conclude that T' ~ N~(F', E') and 

Nq(T') < Np(T) . (2.2.5) 

Conversely let T' belong to N,(F',E'); we must show T belongs to 
Np(E, F). Let xl . . . . .  x~ be a finite set in E and let {y~} belong to fq(F') 
with eq({yl}) < 1. We have 

L ~= l Y'i( Txi)l = ]i=~ T' y~(xi) 

< N,(T') ,,x'",,s,sup (~,=11x"(x')l'f/'~q((y;}) 

= Na(T" ) ev(lx~)) ea({Y'i}) • 

Taking the supremum over all sequences {Yl} with ~q({Yl}) < 1, we have 
%({ Txi} ) < Na(T' ) %({xi} ). Therefore T belongs to Np(E, F) and 

Np(T) < N,(T'). (2.2.6) 

Combining Eqs. (2.2.5) and (2.2.6) we see Np(T)=Nq(T'). [] 

The next corollary follows immediately from Pietsch's work. Pietsch 
([i6],  pp. 343, 345) has shown that absolutely p-summing operators are 
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weakly compact and completely continuous (an operator T is completely 
continuous if it takes weakly convergent sequences into strongly con- 
vergent sequences). 

Corollary 2.2.5. 
(i) I f  TeDq(E,F), then T is weakly compact and the conju#ate T' 

is completely continuous. 
(ii) I f  T ~ Np(E, F), then T and T' are weakly compact and completely 

continuous. 
2.3. Integral Characterizations. One of the most useful and interesting 

results for absolutely p-summing operators is the integral characteriza- 
tion due to Pietsch ([16], p. 341). If an operator T is absolutely p-summing, 
then there exists a positive Radon measure :z, with M = 1, on the unit 
ball S~, in E' such that 

IlZxll =<~p(T)( \s~, $ Ix'ix)It d~) t'r' 

Conversely, if there exists a constant C > 0 and a positive Radon measure 
/~, with ][/~{I = 1, such that 

IlZxll <=f( S lx'(x)lr d") 

then T is absolutely p-summing and rtp(T) < C. By using Theorem 2.2.2 
we obtain 

Theorem 2.3.1. I f  T~Dp(E,F), then there exists a positive Radon 
measure ~l, with ltlt H = 1, on the unit bait in Sv,, in F" such that 
llTxll~,__< Dp(T) llx[I, where 

II zxl[~ = sup {ly'(Tx)l: y' E F' and 5 lY'(Y")t ~ d~ < 1}. 
S~,, 

Conversely, if there exists a constant C >_ 0 and a Radon measure #, with 
I1~tl = 1, such that II Zxll~_-_ C Ilxll, then T e Dr(E, F) and Dr(T) < C. 

In the next theorem we shall present an integral condition which is 
sufficient to guarantee that an operator T belong to Np(E, F). A straight- 
forward calculation gives 

Theorem 2.3.2. Let T be a continuous operator mapping E into F. 
Suppose there exists a constant C> 0 and positive Radon measures la~ 
and it2, with tllz 1 ]1 = 1 and tl/~2II = 1, on the unit balls in E' and f" ,  such that 
for all x in E and all y' in F', we have 

ly'(T(x))l < C (s!, Ix'(x)lr d#l) '/r (s!, lY'(Y")Iq d112) 1/'' 

Then T is p-nuclear and Nr(T) < C. 
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Theorem 2.3.3.([3], p. 77). Let T be an operator satisfying the con- 
ditions of the preceeding theorem. Then T is the product of an absolutely 
p-summing operator and a strongly p-summing operator. 

It is not known if the statement in Theorem 2.3.2 characterizes 
p-nuclear operators. However, if this were true every p-nuclear operator 
would be the product of an absolutely p-summing operator and a 
strongly p-summing operator. 

2.4. Examples and Further Results. Pietsch ([16], p. 335) has shown 
if Pl < P2, then 7tpl(E, F) g_ ~p~(E, F). From Theorem 2.2.2 we have 

Theorem 2.4.i. I f  Pl <P2, then Dpl(E,F)~_Dp~(E,F). 

We have not been able to prove or disprove a result similar to the 
above theorem for Np(E, F). Furthermore, we do not have examples of 
Banach spaces where Np,(E, F) #= Np2(E, F) for p x .  P2. 

Theorem 2.4.2. There exist Banach spaces such that 

(i) rip(E, F) # Dq(E, F) + - -  = 1 , 1 <= p < oo, 
q 

(ii) Np(E, F) ~= np(E, F), 1 < p < oo, 
(iii) Np(E, F) # Dp(E, F), 1 < p < oo. 

Proof. ( i )Le t  1 < p < 2 .  Pietsch has shown that the canonical 
mapping I:E1--,E 2 is in ~p(fl,E2) for l < p < o o ,  but the conjugate 
I ' :  g2 ~ f ~  is not in %(E2, f~o), 1 ~ p ~ 2 ([16], p. 338; [13], p. 83). There- 
fore, by Theorem 2.2.2, I does not belong to Dq(¢ 2, f~) for 2 < q  < oo. 
In a similar way, the operator I' belongs to Dq(# 2, ~o) for 2 __< q < oo, 
but it is not in nz(E 2, E~) for 1 < p _~ 2. Now let 2 < p < oo. Consider the 
operator Io = I J  defined by 

In the above diagrams, ! and J are the canonical mappings. Since J 
is continuous, we can conclude that Io is absolutely p-summing for all 
p >  2. However, the conjugate mapping Io;~'q--*~2 is not absolutely 
p-s~tming.  Indeed, if x~=(0,0, .... 0, 1,0, ...) is the sequence with one 
in the i th position and zero elsewhere, it follows that 

°tz({l°(x')}} = (,=~ HIo(xi)HP) 1/" 

= lira n ~1p = o o ,  
N-I, O0 
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while 

gp({Xi})= tlx'll_-<lsup (~,=l Ix'(x~)[') 1/'=1" 

Consequently, I 6 is not absolutely p-summing; therefore, by Theorem 2.2.2, 
1 1 

Io ~ Dq(•l, fp), P + - -  = 1. In a similar way 16 ~ D~(E~, t~o) but 16 ~zp(Eq,e~). 
q 

(ii) and (iii). It is well-known that every completely continuous 
operator mapping a reflexive space into a Banach space is compact. 
Therefore, using Corollary 2.2.5, we can conclude that a p-nuclear 
operator is compact whenever its domain or range is reflexive. Using 
this fact, it follows that all the operators considered in part (i) cannot 
be p-nuclear since they are not compact. Parts (ii) and (iii) follow from 
this observation. []  

The above examples show that strongly p-summing and absolutely 
p-summing operators are not necessarily compact. Since I:~1 ~E2 is 
absolutely p-summing (1 < p <  oo) and since the conjugate l ' : E z ~ f ~  
is strongly p-summing (1 < p <  co), it follows that l'I:Ex~Eoo is a 
p-nuclear operator (1 < p < oo) which is not compact. 

2.5. Nuclear, P-Nuclear and Inte#ral Operators. In the next few 
theorems we investigate the relationships between the nuclear, p-nuclear 
and integral operators. Recall an operator T is nuclear if it can be 

represented in the form Tx= ~ a~(x)yi, where a i~E', yieF and 
i = 1  

Ila, ll Ily, II < The nuclear o r  t r a c e  n o r m  is denned by 

0(T) = inf Ila, tl tly, , where the infimum is over all such representa- 
t . i = l  

tions of T. Recall an operator T can be considered as a linear form on 

E ® F '  according to the formula T xi®y~ = ~(Tx~). An operator 
i i = 1  

T is integral if Te(E®~ F')'. We shall use the symbol J(T) to denote the 
norm of T in (E ®~ F')'. 

Lemma 2.5.1. Np(E, F) = .L~ a {E, F) r~ (E ®,~ F')' and Np(T) = II Z tl (the 
symbol II TII.,. denotes the norm of T in (E®~,~ F')'). 

Proof. Let TENp(E,F) and let ueE®wF'. If u =  ~. x~®y~ is an 
t = 1  

arbitrary representation for u in E®w~ F' we have 

\ i  = 1 11 i 

~ Np(T) ep({x,)) e,({y;}). 
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By taking the infimum over all representations for u in E ®wp F' we have 
IZ(u)l < Np(T) w~(u). Therefore, T e  (E®wp F')' and II Tllwp, =< N (T) The 
converse is proved in a similar way. []  

Theorem 2.5.2. Every integral operator is p-nuclear and Np(T) < J(T). 

Proof. Let T be an integral operator. Then, by definition, T ~ (E ®~ F')'. 
However, using Holder's inequality one can easily show for u ~ E®F' ,  
llull _<_wptu). From this observation it follows that T ~ ( E ® w F ' ) ' .  
Therefore, by the above lemma, T is p-nuclear and N~(T) < J(T). [] 

Since every nuclear operator is integral we have 

Theorem 2.5.3. Every nuclear operator is p-nuclear and N~(T) < 9(T). 

Unfortunately we do not have an example of a p-nuclear operator 
which is not integral. In Section III we give sufficient conditions for 
every p-nuclear operator to be integral. The identity mapping I : ¢1 ~ ¢~ 
is a p-nuclear operator (1 < p < oo) which is not nuclear. 

2.6. A "~' Forms and 2-Nuclear Operators. In this section we show the 
2-nuclear operators coincide with the ~ '  forms introduced by Grothen- 
dieck ([6], p. 41). The following theorem is stated in [6] and [1] and 
proved in [1]. 

Theorem 2.6.1. Let E and F be Banach spaces and let B(x, y) be a 
continuous bilinear form on E x F. Then there exists a unique tensor norm 
f,~ in E ® F with the following property; the bitinear form B(x, y) belongs 
to (E®le f ) '  ; with 11811 . <= 1 if and only if B(x, y)=  (~b(x), ~p(y)), where 
dp is a linear mapping of E into a Hilbert space H, with I1 1[ --< and ~ is a 
linear mapping of  F into H' with II ll --< 1 

It can be shown ([1], p. 173-174) for u e E ® F  that llull,,__< 1 if and 

only if there is a representation for u = ~. x ,® y, with ~ Ix'(x~)t 2 Z IIx'[I ~ 
i = l  i = l  

and ~. ly'(y,)l 2 < llY'll ~ From this fact we have 
i = 1  

Theorem 2.6.2. Let u e E ® F ' .  Then Ilull , = w lu). 
A bilinear form B(x,y ')  on E x F' is called an ~,~' form if 

B(x, y') ~ (E ®~,e F')'. 

Theorem 2.6.3. A linear operator T mappin# E into F is an ~t ~' form 
if and only if T E N2 (E, F). 

2.7. The P-Nuclear Operators of Pietsch and Persson. In [12], 
Pietsch and Persson have introduced a class of operators called p-nuclear 
operators which differs from the p-nuclear operators discussed here. 
A linear operator T is called p-nuclear (~/p(E, F)) (in the terminology of 

Pietsch and Persson) if it has a representation T(x) = ~ ai(x) Yi, where 
i = l  
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a i ~ E', y~ e F and 

(S,) sup ly'(y~)l ~\1/~ < oo. 
llr'tl =< 1 i 

Theorem 2.7,1. Let 1 < p <  0o. 

(i) Np(E1, ~ )  is not contained in rlp(/1, ~) .  
(ii) Let H 1 and H 2 be Hilbert spaces. Then, t/p(H1, H2) is not contained 

in N)(H,, nz). 
Proof. ( i )The identity operator l:E1--*g® is in Np(/1,g~) for 

1 < p < oe, but it is not compact. However, each operator in r/p((,, ?~) is 
compact ([12], p. 24). Therefore, Np(gl, f®) is not contained in r/p(~' 1, ~'o~)- 

(ii) For H 1 and //2 Hilbert spaces, tlp(H t,/-/2) coincides with the 
Hilbert-Schmidt operators ([12], p. 57). In Section III we show Np(H1, H2) 
coincides with the nuclear operators. Therefore r/p(H1,/-/2) is not con- 
tained in Np(H1,1-12). [] 

For /-/1 and /-/2 Hilbert spaces, the p-nuclear operators discussed 
here coincide with the nuclear operators. For this reason, it seems 
appropriate to use the term p-nuclear for the operators discussed here. 

III. Operators in ~c~px Spaces 

In this section we investigate the relationships between the various 
classes of operators discussed in Section II when either the domain or 
range is an L~'p ~ space. 

3.1. Lepx Spaces. Let E and F be Banach spaces. The distance d(E, F) 
between E and F is defined by d(E,F)=inf{llTIl IIT-1tI}, where the 
infimum is taken over all invertible operators in LP(E, F). The following 
definition is due to Lindenstrauss and Petczyriski [9]. 

Definition3.t.1. Let 1 < p <  ~ and 1 < 2 <  m. A Banach space is 
called an &epa space if for all finite dimensional subspaces M ~ E there 
exists a finite dimensional subspace N containing M such that d(N,E~) < 2, 
where n = dim(N). 

It can be shown ([9], p. 283) that every Lp(#) space is an ~p~ space 
for all 2 > 1 and every space of type C(X), where X is a compact Haus- 
dorff space, is an L ~ a  space for all 2 > 1. Furthermore every Lap~ space 
is isomorphic to a subspace of an Lp(/~) space ([9], p. 284). 

3.2. Absolutely Q-Summing Operators and Strongly P-Summing 
Operators in . ~  Spaces. In the next few theorems we shall discuss the 
relationship between the absolutely q-summing operators and the 
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strongly p-summing operators when either the domain or range is an 
ZPpa space. In the following lemma we use the well-known fact that an 
operator T: E ~ F  with finite dimensional range can be considered a 
number  of E' ® F. 

Lemma 3.2.1. Let T have finite dimensional range. 

(i) For 1 ~ p < oo, Te  ~zp(E, F) and np(T) < gp(T). 
1 1 

(ii) For 1 < p ~ ~o, T e Op(E, F) and Dp(T) < dq(T), - -  + - -  = 1. 
P q 

Proof. The essential details for n2(E, F) are given by Pietsch ([17], 
p. 239). The other cases are similar. []  

In the next lemma, /~ is n-dimensional Euclidean space (real or 

complex) with ,[(Xl . . . . .  x,)[I = (~=~ Ix,lP) 1/~. 
Lemma 3.2.2. Let 1__ + ~1 = 1 and 1 < p < oo. 

P q 
(i) Let T be an operator from/~ into E. Then, T belongs to na(E~, E) 

and D~(~, E) with Dp(T) < Itq(T). 
(ii) Let T be an operator from E into 4 .  Then, T belongs to Dr(E, ~) 

and 7ts(E, f~) and rtq(T) < Dp(T). 

Proof. (i) Since T has finite dimensional range, we can conclude 
from the previous lemma that T belongs to ~z~(~, E) and Dp(f~,, E). Let 
{e~}7___ ~ be the standard basis for ~ .  Since T is absolutely q-summing, 
we have 

(i=~ [tTeil[')l/'<n'(T',Is~Pl (i=~ [x'(e"l') 1/q 
X t ~  

< r~(T). 
t l  

If x~ . . . . .  xm is a finite set in/~,  we can represent each x~ as xj = ~ a~: e~. 

Consequently, if {yj} e Cg(E'), we have i= t 

y'#(Tx~) ~_ ~. ~ laijy'l(Te~)l 
j = l  j = l  i=1  

a p lip ' Te q 1/q [ ( ~ l  ,jl~ (~lYj( i)1 ?] , l < p < o c  
<~\~,J / V.J / 
= | supla,jl E lfi(Te,)l , p= oo 

[ ",J i , j  

< "({x'}) { ~  ( IITe'tl" (~  ~IY)(Te" t'1tl 

__< ~,({xj})(~ ]t Te, II') ~/'',({z}) • 
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Therefore, using Eq. (3.2.1), we have 

~ y)tTxj) (_ 7re(T) eq({y~}) ct,({x~}). 

Taking the supremum over the unit ball in ~'q(F'), we have trp({Txj}) 
< ~ ( T )  %({x j}). From this equation we conclude Dp(T) <= ~(r ) .  

(ii) Apply part (i) and Theorem 2.2.2. [ ]  

1 
Theorem 3.2.3. Let 1 < p <= 0o and 1 + __ = 1. 

P q 
(i) Let E be an ~p ~ space. Then n~(E, F) c= D p(E, F) and D,( T) < 2r~q( T). 

(ii) Let F be an ~q ~ space. Then D p( E, F) c= nq( E, F) and rcq( T) < 2 D p( T). 

Proof. (i) Fix 3 > 0  and let x 1 . . . . .  x, belong to E. Since E is an £~opx 
space, there exists a finite dimensional subspace M _~ E which contains 
the linear subspace spanned by xt . . . . .  x~, and an invertible operator 
S : ~ M  (dim(M)=m), such that Ilsll Consider the 
following diagram: 

E r , F  

sp{x I . . . . .  x,} ~ M "~-g-- f~'. 

In this diagram, the operators I~ and I z are the canonical inclusion 
mappings and the operator T is defined by the equation T =  TI1S. 
Since T~ ~(E,  F), it follows that T e  rr~(#~', F) and lrq(T)_= [[Slt I[I11[ ~,(T) 
_< [[ S II rr~ (T). Therefore, using the previous lemma, we see that T ~ D~,(q, F) 
and Dp(~) =< nq(T) =< H Sit n~(T). If we let y~ = S -~ x~ in q ,  we have 

%({TxA) = 
__< D (T) %({YA) 

__< list[ 
Since xj = Syj, we obtain 

~,({Tx~})-<_ tISII IlS- ~1t ~,(T) a,({x~}) 

= O- + ~) nq(T) ~,({xj}). 

Therefore, T belongs to Dp(E, F) and Dp(T)<(2 +¢5)ha(T). Since this 
expressions holds for all ~ > 0, it follows that Dp(T) < n~(T) 2. 

Part (ii) is proved in a similar way (1-3], p. 96-97). [] 
In a similar way one can prove 
Theorem 3.2.4. Let 1 < p < ~ and let F be an .o~  space. Then the 

identity mappin# 
I ® I  : E®a, F ~ E ® ~  F 

is continuous with lit ® ll --5_ z 
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T h e o r e m  3.2.5. Let I < p < 0o and let E be an .~pX space. Then, the 
norms g~(u), dq(u) and Ilull, are equivalent in ¢ ® e.  

3.3. P-Nuclear and Integral Operators in .~pa. Spaces. In the next 
few theorems we shall investigate the relationship between the p-nuclear 
and integral operators when the spaces considered are of type .~p~. We 
shall need the following lemma. 

Lenuna 3.3.1. Let 1 < p <  oo. Let E be a Banach space and F a finite 
dimensional Banach space. Furthermore, suppose there exists an isomor- 
phism S: F ~ :~ (dim F = n) such that I1 s II II s -  111 <__ c.  Then for u ~ E ® F, 
we have Ilu[l~_< w,(u) < II~ll,c, 

Proof. Using H61der's inequality, one can easily show Ilull~---w,(u) 
We shall show wp(u)< Ctl=ll, Let u = ~ x i®y  i belong to E ® F  and let 

i=1 

S be an isomorphism from F to #~, with HS[I Hs-1II < c .  if {e~} is the 
n 

standard basis for #~,, we can represent S(yi) = ~ aij e i, for i = 1, 2, .... m. 
j = l  

If I : E ~ E is the identity mapping, we have 

( I®S)(u)=  ~ x i ® S y  i 
i = l  

= ~ ~®~, 
j = l  

m 

where u~= E a,jxi. Now, since ]]l®S-']]£]]l[] [[S-1]] and since 
t = l  

u = (I ® S- 1) (I ® S) (u), it follows that 

w,(u) <= w,,((I ® s-') (lOS) (u)) 

_-< lls-'l111111 wd(i®s)(u)). 
Therefore, by definition of the wp norm, 

w,(u) _<_ lls-'ll ~,((u,}) ~,((ej)) 

<lls-'ll sup [ sup '" ~,/,:n ~1,,) 
llx'tl~_ 1 lllr'lt_~ t 

We observe that 

Ix'(u~)l p) - -  s u p  x'(u~)y'(ej). (3.3.2) 
j :  1 Ily'll -~ x 

y ' E ~  
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Combining Eqs. (3.3.1) and (3.3.2) we obtain 

w~u)<__ IIs- ~11 IIx'IlSUp<-- 1 j~'l x'(uj)y'(ej)=- 
Ily'll -~ 1 

= Ils-lll II~®s) ull~ 
---lls-~ll Itsll llutl,_-__ Clluil,. 

Therefore, We(U)< ClIulI,. [ ]  

1 
Theorem 3.3.2. Let 1 < p < oo and 1_ + __ = 1. Suppose either E is an 

P q 
~ a  space or F is an ~p~ space. Then, for u e E® F, we have Ilulle < wp(u) 
<= [tult~. 

Proof. The inequality tluil~-<-wp(u) follows from H6lder's inequality; 
we prove wp(u)< Ilull.~. Let F be an Aep~ space and let 6 > 0 .  If M is a 
finite dimensional subspace of E and N is a finite dimensional subspace of 
F, the symbol wp(u)u®~ will denote the Wp norm on M®N.  From the 
definition of the wp norm it follows that 

wp(u) = inf W p(U)M ®N 

where the infimum is taken over all finite dimensional subspaces M ~ E 
and N ~ F  such that u e M ® N .  Since F is of type Aapa, for each finite 
dimensional subspace N, there exist finite dimensional N' _~ N such that 
d(N', E~') < 2, where n' = dim(N'). Furthermore, with each subspace N', 
there is an isomorphism S N , : N ' ~ '  such that tlS~'tl IIsff'~ll=<~+6. 
Therefore, by the previous lemma, 

w~(u)~,~, <= Ilul[=(~ + ~). (3.3.2) 

From the definition for w,, we have 

wp(u)= inf W,(u)M®N < inf Wp(U)~t®N,. 
u ~ M ® N  r - -  u G M ® N '  

However, since N _~ N', we have 

w~(u)u®N ~ w,,(u)u®N, . 

Therefore, we can conclude that 

%(u)=  inf Wp(U)u®N,. 
M a N '  

Using Eq. (3.3.2), we have 

wp(u)= inf Wp(U)u®N, 
M @ N '  

-Ilull,(~ + ~). 



196 J.S. Cohen: 

Since 6 was arbitrary, we see wplu)~ Ilul[   I rE is of type A~q~, the proof 
follows in a similar way. [] 

Using Lemma 2.5.1 and the previous theorem we have 

Theorem 3.3.3. Suppose either E is an Ze ~ space or F' is an ~p ~ space. 
1 

Then. the integral and p-nuclear operators coincide and -~ J(T) 

<= Np(T) <= J(T). 

Since every Hilbert space is an L~'2~ space for all ,~. > 1 we have 

Theorem 3.3.4. Let E or F be Hitbert space. 

(i) For u ~ E ® F ,  llut[, = w2(u ). 
(ii) The integral and 2-nuclear operators coincide and J (T)= N2(T). 

IV. Applications and Open Questions 

In this final section we present a number of interesting applications 
and open questions related to the present work. 

4.1. Characterization of Nuclear and Hilbert-Schmidt Operators. Let 
E and F be Hilbert spaces. An operator T mapping E into F is a Hilbert- 
Schmidt operator if for each orthonormal basis {G} in E, ~ tl Te~ll 2 < 0(3. 

ct 

Petczyfiski [ 10] has shown T is Hilbert-Schmidt if and only if T e z%(E, F) 
for 1 < p < 0o. By taking conjugates we have 

Theorem 4.1.1. An operator T is Hilbert-Schmidt if and only if 
TE Dp(E, F) for 1 < p ~ 0o, 

An operator T is nuclear if and only if T(x)= ~ 2.(x. e.) f , .  In this 
r l = l  

representation {e,} is an orthonormal set in E, { f.} is an orthonormal set in 

F, 2. __> 0 and ~ ,~, < 0o. Modifying Pe~czyfiski's methods we obtain 

Theorem 4.1.2. Let 1 < p < 0o. I f  E and F are Hitbert spaces, an 
operator T is p-nuclear if and only if  it is nuclear. 

Proof. From Theorem 2.5.3, we know every nuclear operator is 
p-nuclear; we show the opposite inclusion. Let TeNp(E,F).  Since E 
and F are Hilbert spaces, T is compact; therefore, there exist orthonormal 

sets {e.} in E and {f.} in F such that T(x) = ~ 2.(x- G) f . ,  where 2. > 0 
n = l  

~0 

and Iim 2. = 0. We must show ~ 2. < 0o. Let Rdt) be the n th Rademacher 
n - - 1  
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function defined by 
k k + l  

( -  1) k, ~-~ < t <  2 ~  

R . ( t )  = k 

0, t =  2~-, t = t  

where k = 0, 1, 2 . . . . .  2" - 1 and n is a positive integer. For a fixed positive 
integer m, define 

~ [ 2 k + l ~  
Xk 

and 
Yk ~ / 2 k + l ~  

n = l  

where k =0,  1 . . . . .  2 " -  1. Petczyfiski ([10], p. 358, Eq. 6) has shown for 
X' ~ E' 

k = O  

where Bp is a constant depending only on p. Therefore 

ep({Xk}) < 2 "/p Bp. (4.1. t ) 
In a similar way 

' < . (4.1.2) ~q({yk}) = 2"/q Bq 

Now by direct computation we have 

2 ~  2 ~  (Y'k" TXk) I (.~a - / 2 k + t \  2 k + l  

) 
= k=o ~ . = t R " \ ~ / ~ "  

k=O 
From Eq. (4.1.1) and (4.1.2) and the fact that T is p-nuclear we obtain 

2" ~ .  - -  (y~. 
n 1 ! k = 0  

<= 2~/~ B,2"/P BpNp(T) . 

Therefore, for each m 

2.< B~BpNp(T). 
n=l 
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Since m is arbitrary we can conclude ~ 2~ < Do which shows T is 

nuclear. [] ~= 1 

It was mentioned earlier that the definition of an absolutely l-summ- 
ing operator can be traced back to the early work of Grothendieck. In 
Grothendieck's original formulation an operator T is called semi- 
int~grale d droite if the mapping 

I ® T: : t  ®~ E --, :1 ®~ F (4.1.3) 

is continuous. It is well-known that Te  n~(E, F) if and only if T is semi- 
int6grale ~t droite. Therefore, for E and F Hilbert spaces, Eq. (4.1.3) 
characterizes the Hilbert-Schmidt operators. For the case p > 1, we apply 
Theorems 2.1.3 and 4.1.2 and obtain the following result. 

Theorem 4.1.3. Let E and F be Hilbert spaces. A mapping T is nuclear 
if and only if the mapping 1® T: Lp®~ E~:p®~ F is continuous for 
l < p <  oo. 

4.2. Characterization of Inner Product Spaces. A normed linear space 
E is an inner product space if there is an inner product defined in E 
such that IIx[I 2 = (x. x). In [4] the author has proven the following result. 

Theorem 4.2.1. Let E be a normed space. Then E is an inner product 
space if and only if for all Banach spaces F and for all absolutely 2-summing 
operators T mapping E into F, the conjugate operator T' is absolutely 
2-summing and n2(T' ) < n2(T). 

Kwapieri [8], has given a similar characterization of spaces isomor- 
phic to inner product spaces. Using the operators discussed here, 
Theorem 4.2.1 can be restated as follows. 

Theorem 4.2.2. Let F be a normed linear space. The following 
statements are equivalent: 

(i) E is an inner product space. 

(ii) For all Banach space F, n2(E, F) ~_ D2(E, F) and D2(T ) ~ / t2 (T  ). 
{iii) For all Banach spaces F, D2(F, E)~ n2(F, E) and n2(T)~D2(T ). 
(iv) Let u E :2 ® E. Then g2 (u) = d 2(u) = I Iull 2 (II ull 2 is the norm induced 

on ~2 ® E as a subspace of :2 { E}.) 

Problem. Let u e E ® f .  According to Theorem 3.3.4, ][ull~=w2(u) 
when either E or F is Hilbert space. It is interesting to consider the con- 
verse question. Suppose E and F are Banach spaces and for u ~ E®F, 
ttut[, = w2(u ). Does this imply either E or F is nilbert  space? 

4.3. Extension Theorems for Absolutely P-Summing Operators. 
Saphar (1"18], p. 134) has proven the following: Let E and F be Banach 
spaces and let M be a dosed subspace of E. Then, the canonical mapping 
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M®a2 F into E®d2 F is an isometry. This result can be restated in terms 
of absolutely 2-summing operators as follows: 

Theorem 4.3.1.([3], p. 63). Let T e  n2(M, F). Then, there exists an 
extension T e of T which is an absolutely 2-summing operator mapping E 
into F" with lt2(T ) = r~2(Te). 

Using the results from Sections II and III we can show the analogous 
result is not true for absolutely 1-summing operators. Indeed, if such 
a result were true every absolutely 1-summing operator T mapping a 
Banach space E into a reflexive Banach space F would have a conjugate 
T' which is absolutely 1-summing. The examples discussed in Theo- 
rem 2.4.2 show this is certainly not the case. We shall need the following 
theorem which is also of independent interest. 

Theorem 4.3.2. Let T be an absolutely 1-summing operator mapping 
C(X) ( X  compact, Hausdorff ) into F. Then T' is absolutely I-summing and 
r h (T') <= xt (T). 

Proof. The space C(X) is an ~®~ space for all 2 > 1. The result 
follows from Theorems 2.2.2 and 3.2.3. [] 

To show Theorem 4.3.1 is not valid for absolutely 1-summing 
operators we argue as follows. Let E be a Banach space, F a reflexive 
Banach space and let T~ n~(E, F). Let us assume an extension theorem 
were valid. Let Te be an extension of T which maps C(Se,) into F and let 1 
be the canonical embedding of E into C(Se,). By Theorem 4.3.2, T~ is 
absolutely 1-summing and nl(Td) ~ nl(T,). Therefore, since T'= I' T~, 
it follows immediately that T' is absolutely 1-summing and nl (T') < rq (T). 
However, if E = d t and F = d2, the canonical embedding I : d l  ~E2 is 
absolutely 1-summing, but its conjugate I '  is not absolutely 1-summing. 
Therefore, an extension T~ does not exist. 

Problem. Does there exist an extension theorem for absolutely 
p-summing operators 1 < p < 2, 2 < p < oo? 

The author wishes to thank Professor John W. Brace of the University of Maryland 
for his many helpful comments and suggestions. 
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