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Introduction 

Let W, ( , ) be a non-degenerate symplectic vector space over a non-archi- 
median local field ,( of characteristic 0, and let Sp(W) be the non-trivial 2-fold 
central extension of the symplectic group Sp(W). Fix a non-trivial additive 
character ~ of ~f and let (~o,S) be the corresponding (smooth) oscillator repre- 
sentation of Sp(W). If (G,G') is a reductive dual pair in Sp(W), [7], and if 
and G' are the inverse images of G and G' in Sp(W), then (co, S) may be viewed 
as a representation of G x G'. The local theta correspondence is defined as 
follows: if Tee Irr G is an irreducible smooth representation of G, let 

O(~; d ' )  = {rc'elrr d ' l H o m a  • ~,(m, ~z| re') 4= 0}, 

and define O(g';(~) analogously. The representations ~ and g' are said to 
correspond if ~ 'e  O (~; (~') or, equivalently, ne  O (~'; (~). A fundamental property 
of this local correspondence is embodied in the local Howe duality conjecture 
(HDC) which asserts that, for all ~ I r r ( ~  and ~ 'sIrr (~ '  

Iofrc;d')l~l and IO(n ' ,G) I< I ,  (HDC) 

so that the local theta correspondence is a bijection on its domain of defini- 
tion. Recent progress toward this conjecture has been made by Howe [10] and 
Rallis [13] but it remains open in the general case. 

In the present paper we will prove that, at least for a reductive dual pair of 
type (O, Sp), the local theta correspondence is compatible with induction. More 
precisely, recall that if G is the group of Y-rational points of a connected 
reductive algebraic group over ~f, then Bernstein and Zelevinsky show that to 
each rceIrrG there is a Levi subgroup M and a (super)cuspidal p e I r r M ,  such 
that rt is a constituent of the induced representation l(M,p)=ind~ep, where P 
=MN is a parabolic subgroup with Levi factor M. Moreover the data Ire] 
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= [ M , p ]  is unique up to associativity. The result of [3] extends, with minor 
modification, when G or G' is not (algebraically) connected, to the groups 
and G'. The local theta correspondence should then be natural in the sense 
that there is a bijection between certain subsets of the sets of equivalence 
classes {[M,p]} for G and {[m',p ']} for G' i.e. 

and 

such that 

O([M, p], G,') = [M', p'] 

O([M', p'], G) = [M, p] 

~'e o(~, o ' ) ~ [ ~ ' ]  = o([~]). (I) 

If n is cuspidal, so that [hi = [G, n], property (I) is a consequence of the local 
Howe duality conjecture; but, in general, the two properties are somewhat 
complementary. Of course, one would like to have an explicit recipe for the 
bijection 0: [M, p] ~ [M', p']. 

For the dual pair (O(V),Sp(W)) in Sp(W), with W = V |  we prove a 
precise form of (I)-Theorem 2.5. The proof involves essentially two facts. First, 
if we consider the family of dual pairs (O(V,,),Sp(W,)) where V,, runs over a 
fixed Witt class and d imW,=2n,  then for each cuspidal neIrrO(V,) there is a 
unique minimal n = n(n) such that O(n, Sp(W,)) is non-empty, and 

05 if n < n (n) 

O(n, Sp(W,))= {0(n)} with O(n)eIrrSp(W,) cuspidal if n=n(n) 
[{n~}, n) induced V j, if n>n(n).  

Similarly for each cuspidal n'~IrrSp(W,) there exists an re(n) such that 

_ [~b  , , . i f  m < m ( n )  

O(n', O(Vm))= ]{O(n )} with 0(n )~Irr O(Vr,) cuspidal if m = m(n) 
({n j}, n~ induced V j, if m > re(n). 

Actually, if we work literally with O(Vm), we must take a slight technical 
modification - see Theorem 2.1 and Remark 2.4. There is a global analogue of 
this result due to Rallis [13] and Howe-Piatetski-Shapiro [9] which yields a 
non-trivial decomposition of the space of cusp forms and whose proof involves 
computation of Fourier coefficients. The proof in the local case involves for 
example, restrictions of certain induced representations to subgroups of the 
form Sp(W1) x Sp(W2) where W= WI + W 2, and a study of the orbit structure of 
such a subgroup on a flag manifold (Prop. 3.4). This technique originates in [6] 
and is essential in [13, 14]. We also make use of the invariant distribution 
theorem (Theorem II.l.1) of [13]. 

The second fact involved in the proof of (I) arises from a computation of 
the Jacquet modules of (~,S) with respect to the maximal parabolics of O(V,,) 
and Sp(W,). Here the key fact is that these Jacquet modules have an invariant 
filtration whose successive quotients are induced from oscillator representations 
for similar reductive dual pairs; this allows us to proceed by induction. A 
computation of this sort also occurs in [13], cf. also [1]. 
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and was inspired by the wonderful lectures of Bernstein at Harvard during the spring of 1983. I 
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Notation. Throughou t  this paper `4 will be a non-archimedian local field of 
characteristic 0. Fix a non-trivial additive character  ~:  ,(--*C 1. Here C 1 
={z~Cllzl=l}. 

For  x~`4, 
Ixl--q o,dx 

where q is the order  of the residue class field and ord is the valuation on `4. 
We will follow the conventions of [2, 3]. In particular, if H cG are (-  

groups and (p,E) is a smooth  representation of H on a complex vector space 
E, then ind~p will denote the representation of G by right translations on the 
space of functions: 

{ f :  G--*Ell) f ( h g ) =  ~(h) ~ p(h)f(g) 
2) f is locally constant  of compact  support  modulo  H} 

where 6=AJA H. Also I n d g p  (resp. ~-indgp) will denote the analogous repre- 
sentation in which the condit ion on the support  of  f in 2) (resp. the factor 6 ~) 
is omitted. If  (p,E) is any smooth  representation, (/5,/~) will denote its con- 
tragradient. All representations will be smooth  representations unless otherwise 
indicated. For  any (-space X, S(X) denotes the space of locally constant  
functions of compact  support  and C~(X) denotes the space of  locally constant  
functions. 

If  G is an E-group, we let A(G) be the category of all smooth  repre- 
sentations of G and Irr(G) the set of equivalence classes of  irreducible smooth  
representations. 

Finally we will need the following invariants from the theory of quadrat ic  
forms: If q is a non-trivial additive character of  ,4, consider the character  of  the 
second degree, in the terminology of  [17] defined by 

x ~ ( x 2 ) .  (0.1) 

Then 7(q) is the Well invariant of (0.1), and, in the nota t ion of [15], for a~`4 • 

7(a, r/)= 7(aq) V(q)- ' (0.2) 

where aq(x)=q(ax). For  values and properties of  7(a, q) see [15]. 
If V, ( , )  is a non-degenerate  inner product  space over ~, then 

d(V)~`4x/(`4x) 2 is the determinant  of  V and ht(V ) is the Hasse invariant of V 
[163. 

Also ( , )~ is the Hilbert  symbol for the field ,(. 
Finally, if H is GL,(,() (resp. a central extension of GL,(~e)), then I [ denotes 

the character  h ~ l d e t h [  for the normalized absolute value of `4. 
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w 1. Preliminaries 

1.0. Let ( , )~ be the Hilbert  symbol of the field ~f, and define a 2-fold covering 
GL(n )=  GL(n) x ~2 of GL(n) with multiplication: 

(g, e) (g', e') = (gg', e e'(det g, det g')~). 

For  convenience we will frequently write H,=GL(n)  and H',=GL(n). If P is 
any parabolic  subgroup of H ,  with Levi decomposi t ion P = M N ,  and M~-H, ,  
x . . .  xH,~,  then the inverse image P'  of P in H', has a decomposi t ion P' 
= M ' . N  where M'  is the inverse image of M and N identified with the 
subgroup {(n, 1)[neN} ~H',. Note  that there is a surjective homomorph i sm 

H',, x ... x H', ~ M '  

( ( g l '  ~1)  . . . . .  (gk'/~k)) ~"~ ( (g  I ' g 2 '  " ' ' '  gk)' ~'1''" 13k(~) 
with 

= [ J (de t  gl, det gi)~. 
i<j 

Finally, if ~ is the fixed additive character,  let Z be the character  of H', 
defined by: 

x(g,E)=~7(detg, �89 -1 (1.0.1) 

where 7(a, t/) is the Weil invariant given by (0.2). 

1.1. Fix an anisotropic inner product  space V o, ( , ) 0  over ~f, and for each 
m e Z e o ,  let V m be the or thogonal  direct sum of V o with m hyperbolic planes. 
Let # = d i m  V m. We assume that  V,~ comes equipped with a fixed Witt decom- 
posit ion 

v.,= v" + v~ + v2, 

where V ~ = V o, and with bases {v 1 . . . .  , vm} for V,~ and {v' 1 . . . . .  v~,} for V,~' satisfy- 
ing (v,,vj)=(v'i,v))=O and (v,,v})=61j. The or thogonal  group O(V,,) then has a 
fixed maximal  Y-split torus. Of course, if V0= {0}, then O(V,,) is split for all m 
and is the trivial group for m = 0. 

Let  v: O(V,,)--.l~z be the determinant  character  and define a 2-fold covering 
G,, = O(V,.) = O(V,,) x #2 with (g, ~)(g', g) = (gg', ee'(v(g), v(g'))~). Of course G m is 
just the inverse image of O(V,,) in GL(Vm), and is a split extension if the residue 
characteristic of ~f is not  2. Note  that the group G m has an au tomorphism 

G m - ) G m (1.t.1) 

(g, e)w-~ (g, ev(g)) 

covering the identity map  of O(V,,). 
We denote by Z the restriction to G m of the character  of GL(V,,) defined by 

(1.0.1). It will also be convenient  to consider the characters 

~,,b(h ' e )=  ( (_  1)b(,-b)+ b(b- 1)/2, det h), (1.1.2) 
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and 
to(a, b)= ~ . . . .  bff  -b . (1.1.3) 

It is then easy to check the following. 

Lemma 1.1.1. (i) K(a, b) depends only on a and b mod 2. 

l 
1 a - b ( 2 )  

(ii) K(a,b)= 7~ a=l(2) ,b=-0(2)  

[Z -1 a-=-0(2),b- 1 (2). 

(iii) t,:(n,a) -1 tc(n,b)=~c(a,b). [] 

1.2. F o r j  with 1 < j < m ,  let Vj=span{v 1 .... ,@,  Vj'=span{v' 1 . . . . .  v}}, and 

V~ ~ = span {v j+ 1 . . . . .  v m, v)+ 1 . . . . .  v~,} + V ~ 

so that we obtain a Witt decomposition 

v,.= v; + v;  + v;' 

with Vf~-V,, j. If P(Vj') is the subgroup of O(V,,,) which stabilizes Vj', then 
there is Levi decomposition P(V j ' )=M(Vj ' )N(V j ' )  where 

M (Vj') ~ - G L(Vj) x O(V;~ 

and we call P(Vj') a maximal parabolic subgroup of O(V,,) - see Remark 1.2.1 
below for a discussion of this choice. Let P; (resp. Mr) be the inverse image of 
P(Vj') (resp. M(Vj')) in G,, and let Nj be the image of N(Vj') under the natural 
splitting m--~(n, 1). Then P;= MjN; and 

Mj ~- Hj x Gin_ j, (1.2.0) 

where we note that the GL(V) ' . .H;  factor of M(Vj ' )  lies in SO(V,)  and hence 
may be identified with a subgroup of Gin. Every maximal parabolic subgroup 
of O(V,,) is conjugate to one of the P(Vj')'s. By abuse of language (e.g. if the 
covering G,,--+O(V,,) is non-trivial), we will call the groups Pj a standard set of 
maximal parabolic subgroups. 

A standard set of parabolic subgroups of O(V,.) is then indexed by se- 
quences of positive integers s=(s  a . . . . .  Sk) with Isl--~sj_-<m. The parabolic 

J 
subgroup P(V")  is the stabilizer of the isotropic flag 

V~';= V~';+ $2 ~ ... = VI~I, (1.2.1) 

and P(V~') has Levi decomposition P(V~")= M(V~' )N(V")  where 

M(V~')~_H~ 1 x ... x Hsk x O(Vm._lsl). 

Let P~ (resp. Ms) denote the inverse image of P(V~') (resp. M(Vd')) in G,, and let 
N s be the image of N(Vd') under the natural splitting. Then, as before, P~ 
=MsN~ with M s ~ H s l X . . . x H s ,  xG,,,_l~ I. Formally we let Po=G,,, and we 
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note  that  

P~ = P~, r P~, + ~ r "'" r PIll' (1.2.2) 

In part icular,  Plsl (resp. P~I) is the unique maximal  parabol ic  subgroup  P~ with j 
max imal  (resp. minimal)  which contains  P~. Note  that  P~ and P~, are associate if 
and only if I s l  = I s ' l  and the sets s and s' differ by a permuta t ion .  

Remark 1.2.1. When  d i m V o = 0 ,  so that  V m is split, a technical remark  is in 
order. Let 

and 

For  each j, let 

and let 

V~- = span {v 1 . . . . .  v=_ l, v~} 

i t V,~'- = span {v 1 . . . . .  vm- 1, vm}. 

0 pt __ t! P (Vj)-P(Vj  )(~SO(Vm) 

P~ )= P(V/,'- )c~SO(Vm). 

Then the conjugacy classes of maximal  parabol ic  subgroups  of SO(Vm) are 
represented by P~ for 1 <=j<=m-2, P ~  and P~ ). Moreover :  

P~ 1)=P~176 ). 

is not maximal .  On the other  hand, we have 

P~ P(V~,') 
and 

P~ )= P(V~,'- ), 

and these two subgroups  are conjugate in O(Vm). On the other  hand the 
parabol ic  subgroup  P(Vm'_ 1) is no longer contained in P(V~,') or P(Vm'- ) and is 
now maximal! Note  that  the "ext ra"  parabol ic  P(V~,'_ i) has Levi factor 

i ( V / n ' -  1 )  = Urn-1  x O ( V i ) .  

Similarly, when ] s l=m,  we may  define flags V~'- by replacing V,~' with V~; 
in (1.2.1), and the above  remarks  carry over  ve rba t im to the parabol ic  sub- 
groups  P~ P~ etc. Fo r  example  

pO (V~') n p O  (V~" - ) = po (Vt,,) 

where t = (s 1 . . . . .  sg - 1). 

1.3. For  each n~Z>o ,  let IV,, ( , ) be a non-degenera te  symplectic  vector  
space of d imension 2n over  ,$. We assume that  W, comes equipped with a fixed 
comple te  polar iza t ion  

W, = W" + W" (1.3.1) 

and bases {e 1 . . . . .  e,} for IV,' and {e' 1 . . . . .  e~,} for W," such that  (el ,  e~)=Si i ,  i.e. 
{ e  I . . . . .  e'n} is a fixed symplectic  basis for W,, ( , ). The symplect ic  group  
Sp(W.) then has a fixed max imal  ~-split torus, and is the trivial g roup  if n = 0 .  
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Let G',,=Sp(W,,)be the unique non-trivial 2-fold central extension of Sp(W,,) 
(or the group/~2 if n=0) .  Then the polarizat ion (1.3.1) gives rise to an isomor- 
phism 

G', = Sp(W,) ~,  Sp(W,) x/~2 (1.3.2) 

with (g,e)(g',g)=(gg',ee'c(g,g')) where the cocycle c(g,g') is given explicitly by 
Rao [15]. 

' " = s p a n { e  1 . . . . .  ej}, and W; 1.4. For  j with 1 <j<n, let Wj =span{e  1 . . . .  , e j } ,  W j  , , o 
w.=wj+wj +wj with = ( W j + W j ' )  • so that there is a decomposi t ion , o ,, �9 

Wj~ W,_j. For  any sequence s = ( s  t . . . . .  sk) of positive integers with Isl__<n, let 
P(W~') be the stabilizer of the isotropic flag 

and let P~' be the inverse image of P(W~') in G',. Then  P(W~') has a Levi 
decomposi t ion P ( W~') = M ( W~') N ( Ws with 

M(W~')~_Hs, x ... xH~ xSp(W,_lsl). 

Let M' s be the inverse image of M(W2') in G'. and let N~ be the image of N(W~') 
under the natural  section given by (1.3.2). Then M'  s normalizes N~ and 
P~'~ M's~ N~. Moreover  there is a natural  homomorph i sm 

given by: 

where 

H'  x x H' ' ' sl ' "  sk x Gn_lsl---~Ms 

((h l, ~ i), "",  (h~, ek), (g, 5)) ~ ((h i . . . . .  hk, g)'  g 1 " "  /3k/~ 00 

(1.4.1) 

and which satisfies 
= R 

HomG(I(M,  p), 7t) = HomM(p,/~(M, rt)). 

A representat ion rceA(G) will be called cuspidal if the representat ions R(M,n) 
are zero for all proper  Levi subgroups;  and IrrcG will denote  the set of 
equivalence classes of cuspidal irreducible representations. If P is indexed by a 
set s as in 1.2 and 1.4, we will write I s and R s for I(M, .) and R(M, .) etc. 

k 

r  deth,,  th l, 
i<j  j = l  

where x(g) is as in [15, Lemma  5.1]. 
Again the P~' give a s tandard set of parabolic subgroups of G', and satisfy 

the analogue of (1.2.2). Again we formally let P0' = G',. 

1.5. If G is one of the groups above and if P =  MN is any parabolic  subgroup 
of G, we have induction and localization functors as usual [2, 3] R: 
A(G)-~A(M) and I: A(M)-*A(G) which we assume to be normal ized so that 

I(M,~)=I(M,~-'p) and Hom6(r~,I(M,p))=HomM(R(M,~z),p). We also have the 
functor /~ :  A(G)~A(M) given by 



236 S.S. Kudla 

It  is easily checked that  T h e o r e m  2.9 of  [3] extends immedia te ly  to the 
group  G', . In part icular,  if r (~Ir rG' , ,  then there exists a set s = ( s  I . . . . .  Sk) with 
s i ~ Z > o and I s I < n and representat ions a'~e I rrc HI and p' ~ Irr~ G',_ I~ I such that  

~' ~JH(I~(~'I |  | ak | P')). 

The da ta  (s, a, p) is unique up to associativity in G', and we write 

[ w 3  = [~ ' ,  . . . . .  ~'~, p], 

the index s being understood.  
The  si tuat ion for G", is a little more  delicate due to the (algebraic) discon- 

nectedness of O(Vm), (except in the trivial case). Nonetheless  it is easy to prove  
the following result by restriction to SO(V,,) and its inverse image in G~: 

Proposition 1.5.1. Suppose M and N are standard Levi subgroups of Gm and 
suppose that p6 I r r cM and q~Irr~N. Let v be the lift to G m of the determinant 
character of O(V,,). 

(i) I f  
JH(I(M, p)) n JH(I(N,  q)) 4: 

then 
(M, p) ~ (N, q) or  (N, vq) 

(ii) I f  (M, p)~  (N, q), then 

JH~176 if p~-vp 
and 

JH~  vp))=JH~ tl)O)I(N,v~I)) if p~-vp. 

Here (M,p )~ (N ,q )  means associativity in G m and JH ~ etc. are as in 
[33. [] 

Therefore,  if =~IrrG", ,  there exist s = ( s l , . . . , s r )  with siEZ>o, i s l a m ,  a 
=(t71 . . . . .  at), with ~i~IrrcHi, and peIrrcGm_l~ I such that  

~eJH(I~(~ 1 |  |174 (1.5.1) 

and this da ta  is unique up to associativity in G", and possible mult ipl icat ion 
by v. 

Note  that  if d im V m is odd, then JH(I(M,p))  and JH(I(M, vp)) are disjoint 
and  so no mul t ip l icat ion by v is involved. 

Remarkl.5.1. In  the case d i m V 0 = 0  the g roup  G~ has no cuspidal repre- 
sentat ions and, as a result, the Levi subgroups  M s with I s l - - m - 1  have no 
cuspidal representat ions.  Thus  such M~ will never  appear  as the first m e m b e r  
of  a pair  (M,p) with p cuspidal, i.e. the ' ex t ra '  parabol ics  for G,, - see 
R e m a r k  1.2.1 - are not  involved in the classification. In any  case we write 

if (1.5.1) holds (resp. if (1.5.1) holds for  both  p and vp with pz~vp.) 
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Remark 1.5.2. We will call a representation ncI r rG m ambiguous if [n] is given 
by the second case in (1.5.2). 

For any n~IrrG m there exists s, a and p such that 

~c-~Is(~v1@... @6rQp) .  

If n is ambiguous, it may also happen that, for some permutation s' of s and 
corresponding permutation a '  of a, we have 

n~---~Is,(a'l | 1 7 4 1 7 4  

as well. We will call such n strongly ambiguous and will write 

[~] + = [G1 . . . . .  ~r ,p]  + [ a l  . . . .  , ~ ,  v p ] .  

Similarly, if n is ambiguous but not strongly ambiguous, or if n is not 
ambiguous, we write 

[ ~ ] +  = [ ~ ,  . . . . .  ~,, p]. 

1.6. The center of the group G m contains the group {(1,e)]~m#2}=<e), and for 
any n6IrrG,, ,  we define a = a ( n ) ~ Z / 2 Z  by 

n(1 ,~)=~ ~ 

so that I rrGm=Irr~  m with Irr~ Moreover there is a 
bijection between Irr  ~ G~, and Irr 1 G m given by multiplication by the character Z 
defined by (1.0.1): 

Irr ~ Gm--*Irr 1 G,, 

n~---~Z, n. 

For later convenience we let 

and let 

{~ if a ( n ) = 0  
n [ 0 ] =  - i n  if a ( n ) = l  

~[1]  = z ~ [ 0 ] .  

Of course the representation theory of G m is thus reduced to that of O(Vm), but 
it is the group G m which arises most naturally from the dual pair construction, 
and we want to avoid making ad hoc adjustments in that formalism! 

w The theta correspondence 

For m, n~Z> o let 
Wm,n~-VmQW., 

and let (( , ) )=(  , ) |  < , ), so that there is, as usual a natural homomorphism 
~: O(Vm)X Sp (W, )~Sp(Wm, , ) .  The space W=Wm, . inherits the polarization 

W = W ' + W "  
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where W' = V m | W" and W" = V. | W" and hence there is an isomorphism 

~ p ( W ) - ~  Sp(W) x ~ .  

There is a lift ~ of c~ to 

~: G m X G'n---~Sp(W ) 

which is not  quite unique due to the au tomorphism (1.1.1) of G,., but  we fix a 
choice given by ~ ( ( h , e ) ) = ( h |  ) for (h ,e )~G. ,=O(Vm)Xl~  2. Note  that the 
diagram 

G'. ~ , Sp(W) 

commutes  where 
GL(W~) ~' , GL(W') 

~' (g, e) = (1 v | g, et (( -- 1)�89162 d (Vm), X (g))t). (2.1) 

Let  (e),S) be the smooth  oscillator representat ion of Sp(W) determined by 
the character  ~ and define 

~Om, . = ~*(~0) ,  

so that (o) . . . .  S) is a smooth representat ion of Gm• G'.. Note  that if V,. or W. is 
the zero space then so is W, and (co, S) reduces to the non-trivial character  of 
Sp(W)~/~ 2. As a result, 

09m, o -~ IG,. | ~~ (2.2) 

where l~m is the trivial representat ion of G m and ~o is the non-trivial character  
of G'o, while, if V o = 0, 

e)o, .~-#" |  1G; ' (2.3) 

where 1G; is the trivial representat ion of G'. and # is the non-trivial character  
of Go~-p2.  

As in the introduction,  if 7t~IrrGm, let 

O.(rt) = {rc'~ Irr G'. I HomG. ' • ~(o) . . . .  rc | n') 4: 0} 

and if rc'eIrr G'., let 

Ore(re' ) = {rc~Irr Gm I HomG m • G~(w . . . .  re| ~') =t= 0}. 

Note  that  ~Om,,l<~>=e" where ( e )  is as in w and so O , ( l t )=0  for n and a(n) 
of opposite parity. Thus it turns out  to be more  natural  to study the sets 
O,(rc[n]) where n [n]  is defined in w 

Theorem 2.1. (i) For n~IrrcGm, let 

n(r0 = min {nl O.(rc [n]) 4= 0}. 
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Then if n(Tr)< oo, 
r if n < n(~) 

O,(zr[n])= {0(~)} if n=n(lr) 

[{~j}" /f n>n(n)  

where 0(Tr)~IrrcG',l~), and the 7r~IrrG', are not cuspidal. In particular, O(lr) is the 

unique cuspidal representation in the set (_~ O,(lr[n]). 
n = 0  

(ii) For n' eIrr~G',,let 

Then, if m(rr')< oo, 
m(n') = min {m[ Om(~' ) #0}. 

l 0 / f m  < m(~) 

O,(rr')= {0(Tr')} if m=m(rc) 

({rcj} if m>m(r  0 

where O(Tr')~IrrcGm(~, ~ and the 7rFIrrG m are not cuspidal. In particular, O(rr') is 

the unique cuspidal representation in the set f_I Ore(r()" 
ra=O 

Corollary 2.2. Iflr~IrrcG,, and 7r'~IrrcG,, then 

0(0 (Tr))= 7r [n(~)] 
and 

0(0(lr')) = ~'. 

Remark 2.3. We could, as is traditional, have renormalized the representation 
co,,,, by setting 

~oJm, n for n even 
O)~mn ~ - 1  

' (;t COrn,, for n odd. 

where ~ is the character of GmcGL(V,, ) given in Sect. 1.0. Since ~ already 
factors through O(Vm) for n even, co~,, is a smooth representation of O(Vm) X G',. 
In fact, in the SchrOdinger model associated to the polarization (W', W") of W, 
S~-S(W')',~S(V ") and, for h~O(Vm) and ~o~S 

o)~..(h) ~o(x)= ~o(h -~ x). 

For rr~Irr~ Gm~IrrO(Vm), 

O,(lr [n]) = {lr'~ Irr G', I HomG," • G~(co . . . .  7r [n] | rt') 4= 0} 

= {r~'e Irr G'.[ Homocvm ) • ,~(o~.,, zr | 7r') # 0}. 

Thus this renormalization removes the 'twists' from Theorem2.1, and else- 
where, but, as remarked in Sect. 1.6, we wanted to avoid this convenient but ad 
hoc adjustment. 

In the Schr6dinger model just described the action of GL(~"~,')c G', is given 
by 

COrn, . (g, ~) 4)(X) = ~V (g, ~) [ det g l �89 th (x g) (2.4) 
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where t o = dim V m and 

Z v (g, e) = et ? (det g, �89 #J)- ~ (d (V,.), det g)~. (2.5) 

Here 7(t,�89 is the Weil invariant given by (0.2). We will frequently write 
simply Zv for Zvm since this character is, in fact, independent of m. 

If cr~IrrcH~, define 0(cr)~IrrcH j by 

O(a)(g) = ~('g- 1). (2.6) 

We may now state our  main result: 

Theorem 2.5. (i) I f  ~z6IrrG,, is strongly ambiguous, as defined in Remark 1.5.2, 
then O,(n[n])={b for all n. 

(ii) I f  n6IrrGm is not strongly ambiguous, let 

[ ~ ] +  = [ ~  . . . . .  ~ ,  p] 

with oi~IrrcH~,, pelrrcG,,_l ,  I and suppose that Tc'~O,(~[n]). Then, if n>n(p) 
+lsl, 

[ w ] = [ Z v 0 ( O l )  . . . . .  zvO(%),zvl I ~ e - " , z v l  U - " + 1  . . . . .  z v l  I + t - I ' l - ' ( p )  a ,0 (p ) ]  - 

I f  n<n(p)+ls[, then there exists a sequence i 1 . . . . .  i, with t = n ( p ) + N - n ,  
such that 

~,,=1 U - "  1 . . . . .  ~ , = L  U - " - '  
and then 

�9 .- ,  Zv 0(~,)  . . . . .  Zv 0(~3, 0(p)].  

This expression for [~'] is indepencent of the choice of sequence. 
Applying the symmetry of the correspondence and noting that  

roe O,(~')  =*. re= re[n] 
we obtain: 

Corollary 2.6. For ~'mIrrG',, let 

[ w ]  = [~' ,  . . . . .  ~;,  p'] 

with ~'ieIrLH; and p eIr ~G,_I, I, and suppose that XeOm(X'). Then if m>m(p') 
+lsl, 

[x]+ = [0((Zv )- 1 crl) . . . . .  0((Zv)- 1 a;), I 1�89 1 . . . . .  I I ~t . . . .  +,,(o')+ I,I, O(p')[n]]. 

I f  m<m(p')+ls[, there exists a sequence i t . . . . .  i t with t = m( p ' ) + l s l - m  such 
that 

cr,i =Zv] 1�89 . . . .  a,it..~_ )~Vl ]Jz<-n+t-1 
and then 

, ~ ,  [rc]+ = [ 0 ( ( Z v ) -  ~ ~ )  . . . . . . . . .  u t tZv ;  ~ , ;  . . . . .  0 ( (Zv ) -  ~ ~r;), O(p')En]]. 

Again this expression for [x] + is independent of the choice of sequence. 
Actually the proof  of Theorem 2.5 yields a little more information. 

S.S. Kudla 



On the local theta-correspondence 241 

Corollary 2.7. (i) I f  rtMrrG,, with 

[~3+ = [ ~ i  . . . . .  ~ , P ]  

and if  n < n ( p ) + [ s l ,  then O,(rQ=0 unless rt occurs as a subrepresentation of  
Is(tr 1 |174174 for  some ordering of  the cri's such that there is a sequence 
i 1 < . . . < i  t with 

% = 1 , ~ t - "  i, ~ = 1 1 ~ l - " -  2 , . .  . ,  % = 1 1 ~ t - "  ' 

and t = n ( p ) + [ s l - n .  

(ii) /jr ~'MrrG'. with 

[ w ]  = [~', . . . . .  ~ ' , , ' ]  

and if  m<m(p ' )+Js] ,  then OmOZ')=O unless 7z' occurs as a subrepresentation of  
I's(rfl|174174 for  some ordering of  the a'i's such that there is a sequence 
i 1 < . . . < i  t with 

tr,il.=_Zvl 1�89 n, , [~r,-n+t-1, . . . .  ai = Z v l  

with t = m ( p ' ) + l s l - m .  

The proofs of these theorems will be given in the following sections. In 
particular, the proof of Theorem 2.5 is based on a computation of the Jacquet 
modules (Theorem 2.8) of C0m, . with respect to the maximal parabolic sub- 
groups of G,, and G',. The result illustrates the inductive properties of the 
oscillator representation. 

Let (a t, S(Hk) ) denote the representation of H k x H k on S(Hk) given by: 

trk(h l, h2) q)(x)-- fp(th 1 xh2). 

Note that if aMrrcH k, then 

Homn~ x ,~ (ak, a |  a') .#0 

if and only if tr '= 0(tr) where, as above, O(a)(h)=6('h-1).  

Theorem 2.8. For 1 < j < m ,  (resp. l < j < n ) ,  let r~=R;(~Om,,) (resp. z~=R~.(o),,,,)) 
where Ri  (resp. R~) is the localization functor as described in Sect. 1.5. 

(i) There is an M s x G', invariant fil tration zj=z)~ D Z)~)D {0} of Z~ with 
successive quotients ~ ~ ,(k)/,(k + ~) with 0 < k < min (n,j) = r such that ~jk- -~ j  /~j , 

where the character ~jk is given by: 

k -1  
Zv[ I ~e-jq 2 on H k 

k - 1  [ �89  
~ j k =  2 o n  H k 

1�89189 1 o n  Hj_  k 

t c ( n , n - k )  on Gin_ ~ 

with it(., .) given by (1.1.3). 
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(ii) There is a Gm x Mj invariant filtration of zj: 

(~;)(o, = . . .  = (~;)(,,) = {0} 

with successive quotients Zjk=(Zj)(k)/(Z)) (k+l) with O<_k~min(m,j)=r' such that 

�9 m " P 

where 
� 9  k + l  

I I ~" ~ -  o n  H k 

~:(n,n-j) o n  Gra_k p 

~ j k  ~ '  k + 1 

Zvl [~e 2 on H~, 

Zvl I ~e-"+~(s-k-1) on H~_ k. 

Here the identification of Sects. 1.2 and 1.3 are used on Levi factors. Also 
Qjk ~ Mi is the parabolic subgroup: 

and Qjk Mi is the parabolic subgroup 

1 } Qjk~-- ,~ el ls  "G.-s. 
j - - k  k 

Thus the Levi factor of Qik (resp. Q~k) is isomorphic to H k x H~_ k x Gin_ s (resp. 
t r r 

Hi_ k" Hk" G._ j). 

w 3. Proof of Theorem 2.1 

An L 2 variant of the type of argument we give here appears in [13], which 
motivated our proof. A finite field version appeared much earlier in [6]. 
Related global calculations appear in [4] and [5]. 

We begin by showing that for zc~IrrcG,, (resp. lt'~IrrcG',) the set I_Io,(rc[n]) 
n 

(resp. I_I Ore(r()) contains at most one cuspidal element. First note that if G is 
m 

any (-group and if (~z, E) is an irreducible square integrable representation, then 
there exists a C-anti-linear isomorphism 

~: E- ,~  (3.1) 

which intertwines ~ and ~. Explicitly, if for v~E and ~e/] we let 

then ~ is defined by 



On the local theta-correspondence 243 

(v', ~(v)} = ~ q5 , ~(g) q5 ,~(g) dg 
G 

for some choice of ~e/~, ~ 0 .  
For  the oscillator representat ion (to, S) of Sp(W), realized in the 

SchrSdinger model associated to a polarization W', W" of W,, define, for (peS 
and x~W', 

03 (g) ~o (x) = (to (g) •)(x). (3.2) 

Note  that (03,S) is just the oscillator representat ion associated to the character  

Returning to a dual pair  8v,w: G,, • G',--,Sp(W) suppose that z~elrrcG,, and 
z'elrrcG',  and that 2~HomG, . •  . . . .  ~| Let  

2(q~) = (4 | ~')(2 (~)) (3.3) 

where ~ and 4' are defined as above, for some fixed choices of ~, ~'. Then 
~ H o m G ~  • G~(03 . . . .  ~ |  where 

cSm, =~*  w(03 ) . (3.4) 

If we let V (resp. I4 7) denote the space V, - ( , ) (resp. W,, - ( , }), then it is 
easily checked that  

~v,w = ~v.w (3.5) 
and that 

~ , w ( t o ) =  " *  - - *  - ~v,w(to)- C~v, w(to)" (3.6) 

Now suppose that 7z~Irr~G,,, and ffiEIrr~G',,, i =  1, 2, with 

/t [ n i ]  E O m(',q;'i) , i = 1 , 2  

and fix a non-zero 2~eHomG,,• ,, (to . . . .  , z [ n J  | Fo r  convenience we write 
V = V,., G = G,., W = W., G' = G'., W~ = W.,, and G'~ = G'.,, i=  1, 2, where I4/. = W., 

+ I47. The isomorphism 
W = V |  

-~ V | W~ + V | I47 2 (3.7) 

induces, in the terminology of [11], a see-saw dual pair in Sp(W): 

o(v) x o(v) sp(w) 

o(v) Sp(W,) x Sp(W~). 

Here we identify Sp(lg~2)=Sp(W2), and the horizontal  sloping lines connect  
members  of a dual pair. Setting W~ = V | W~ we obtain a commutat ive  diagram: 

G x G '  l • 2 1 5  ~ . S p ( W )  

~v.w~ x 5r',w~ (3.9) 

~p(W,) • ~p(W2) ~ , ~p(W) 
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which defines/~, and since 

f*(co) = e h @0) 2 (3.10) 
we have 

/~*(co)= ~o . . . .  |  . . . .  . (3.11) 

Let  L]: G-~G x G, be the diagonal map. A routine calculation then shows: 

L e m m a  3.1. As homomorphisms from G • G' 1 x G'2 to Sp(W): 

flo(A • 1 ) = ( 5 |  1)(~v,wO (1 • i')) 
where, for (h,e)~G 

6(h,e)=((-1)"2("'+l~,deth)~. [] 

Now consider, for 2 i, i =  1, 2, as above: 

21 |  ~ H omG • o~ • G • G~(~o . . . .  | ~ . . . .  ' ~ In1] | g'l | g [n z] | ~2)' 

Viewing this as a homomorph i sm for A(G)•  l x G z ~ _ G x  G' 1 •  2 and 
applying (3.11) and the lemma, we obtain a non-zero homomorph ism:  

21 | 1 7 6  • m • 1 x 7)*o~ . . . .  ( 6 - 1  rc [n l ]  | g [nz])| | 

Recall that 7rEn]=K(n,a).n,  for ~c(n,a) defined by (1.1.3) and a=a(~z) defined in 
w Also, applying Lemma  1.1.1, we have: 

6 -1 .  ~c(nl,a)~c(n2,a ) l=K(n ,0 )  (3.12) 
and so 

21|215215 xi)* ~ ~ ' 

where ~o~,, is as in Remark  2.4. 
Finally, composing with the quotient  n |  we obtain a non-zero 

element:  
2 ~ H o m  o•215 x ~* ~ l) O) . . . .  1G@g I |  (3.13) 

We may now apply the following invariant distribution theorem of Rallis [13, 
Thm.  II, 1.1]: 

Theorem 3.2 (Rallis). (i) Realize (co ..... S) in the Schr6dinger model associated to 
the polarization 

W m , n = V m | 1 7 4  

i.e. S=S(V, . |  and let o~ , ,  be as in Remark 2.4. Then 

(S*) ~ = span {C0m,, (g') 601 g'~ G',} 

where S* is the space of  linear functionals on S and 6 o is the delta distribution 
at the origin. 

(ii) Assume that V0= {0} so that V,, and G,, are split and realize (o) . . . .  S) in 
the Schr6dinger model associated to the polarization 

w.,.=v;@wo+v/.'| 
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i.e. S=S(V/,| Then, as a representation of G',, ~Om, . factors through Sp(W,) 
and 

(S*)Sp~W")= span  {O)m,n(g ) O o [gE GIn} 

where 6 o is, again, the delta distribution at the origin. [] 

Corol la ry  3.3 (Rallis). With the notation of the preceeding theorem: 

(i) The space of O(V,.)-coinvariants So(v~ ) is isomorphic to a submodule of 
l',(Zv'l ]~e) i.e. 

So(vJ--q'n(Zv I I-~ +)- 

(ii) The space of Sp(W,)-coinvariants, Ssplw.) is isomorphic to a submodule of 
I,,(I [~{e-,, 1) n), i.e. 

Ssp(w.)C_,Im([ ]�89 m--1)--n). [ ]  
N o w  

H ~  ~ G~ • ~((1  X i')* ~0 . . . .  1 G |  1 |  

HOma • c;i • ~'~(So~v,,~, n'~ | fr2) 

so that  2 + 0 implies tha t  n '  1 | ~ is a G'I x G 2 cons t i tuen t  of  

l,(Zv [ [~t)[~ • (3.14) 

Since n'l and  n~ are cuspidal ,  we need only  consider  the cuspidal  par t  of  (3.14), 
and  this is easily done  via the fol lowing result  on  the orbi t  s t ructure  of 
P.'\G'./(G'., x G'2 ). 

Propos i t ion  3.4. (i) Suppose that W,= W,, + W,2 with n a >= n 2. Let X'  be the space 
of maximal isotropic subspaces of W,. Then the Sp(W, , )x  Sp(W,2 ) orbits in X'  
are parameterized by t with, 0 < t < n 2 = min(n 1, n2) where 

0 '  t = { U e X '  h d i m ( U  ~ l/V,,) = t + n 1 - n 2, d i m ( U  n I47,,,2 ) = t}. 

(ii) Suppose that V= V,,, + 9,, 2 with m~ >m 2. Let X be the space of maximal 
isotropic subspaces of V. Then the O(V,,) x O(Vm2 ) orbits in X are parameterized 
by t with 0 <- t < m 2 where 

(9,= { U ~ X J d i m  U ~  V,,, = m  a - m  2 + t ,  d im U c~ Vm2= t}. 

(iii) Moreover, the stabilizer in Sp(W,,) x Sp(W,2 ) (resp. O(V,~,) x O(V,.)) of a 
point x of X'  (resp. X) is contained in a proper parabolic subgroup unless n 1 =n z 
(resp. m 1 =m2) and xe(9 o. 

(iv) I f  n l=n  2 then, in X', 

t (9o-Sp(W.,) 

and the action of Sp(W.,) x Sp(W,~) is given by 

(gx,g2): xt"-*gl x g2  1" 



246 S.S. Kudla 

I f  m 1 = m2, then, in X, 
(;o~-O(V,.) 

and the action of O(Vm, ) x O(Vm2)~--O(Vm, ) X O(Vm, ) is given by 

(hi, h2): x~--*hlxh21. 

Proof To lighten the nota t ion  we write W = W . ,  W/=W.,,  i = 1 , 2 ,  G'=Sp(W) 
and G'I=Sp(W~). If UEX', write 

UI= U c~ W~ (3.15) 
and let 

d i = dim U,.. (3.16) 

Then, letting pri denote  the project ion of W to W~, 

W ~  U~• =pr~(U)=  U~ (3.17) 

and so, count ing dimensions,  we see that  

pr,.(U) = U~ • (3.18) 

dim U( /Ul = dim U~ /U2, 
and 

d 1 - d 2 = n I - n 2. (3.19) 

Define an anti-isometry (for W 1 and W2 induced forms) 

~ov: U~/U, ~ U~-/U 2 (3.20) 
by the condition, VueU 

pr 2 (u) + U 2 = ~b v (Pq (u) + U 1). 
Note  that  

O=(u,u' )  

= ( u .  u', ) + (u2, u~) 

if u~=pr~(u), u'~=pr~(u'). Clearly the integer t=d2, O<t<n2 is an invariant  of  the 
G' 1 x Gh orbit  of  U, and, letting 

C',= {UeX' ld2(U)=t}  (3.21) 
we have:  

(9~ ~- {(U~, U 2, ~b)l U~eX'd,(W1), U2eX'd2(W2) and (oelsom(U~/Ux, U~/U2) }. (3.22) 

Here  X'k(W ) is the space of isotropic  k-planes in W, etc. Note  that  here we use 
W 2 not  I~ 2. The  act ion of G'I x G ~ ( g ~ , g 2 )  on the right side of (3.22) is given by 

(81, g2): (U1, U2, q~)F"~ (81 U1, 82 U2, 82 o ~b o 81 1). (3.23) 

Sta tements  (i), (ii), (iii) and (iv) are now clear in the symplectic  case. The p roof  
in the or thogona l  case is ana logous  and hence is omitted.  [ ]  
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Thus the cuspidal representat ion ~',| can only occur in (3.14) if nx=n2, 
and in that case it must occur as a consti tuent of the representat ion (a',,, S(G',,)) 
where 

a, (gl,gz)~p(x)=~p(g ~ 1 xg2) 

for x~G',, and tp~S(G',,). This implies, as usual, that ~z'2---~' ~ and so, the 
uniqueness of 0(~) is proved. The proof  of uniqueness of 0(~') is completely 
analogous so we omit it. 

To  complete the proof  of Theorem 2.1 we must  show that every element of 
the set O,t~)(~z[n(~)]) is cuspidal. Fo r  convenience let n=n(~) ,  and suppose that 
~'~O,(Tr[n]) is such that 

n'~--~I~(a' @ p ') 

for some j > 0. Then, using Theorem 2.8, we have: 

dim Hombre • ~;~(co . . . .  ~ [n] | ~') < dim HomGm • G;,(co . . . .  ~z [n] | I~(a' | p')) 

= dim HomG~ • M~(z~, 7r [n] | (a' | p')) 
min(m,j) 

< ~ dimHoma,,•174174 . 
k=0 

Since ~t[n] is cuspidal only the k = 0  term can contribute,  and that term gives: 

dim Hombre • n~ • ~ ~(c~ i' (~j0)- 1 zr [n] | (a' | p')). 

This vanishes unless a'=Zv ] I ~ e - " + ~  ~ and p'~O, i(~[n-j]). Here we 
use the fact that (Lemma 1.1.1) ~c(n, n-j)-~.h'(n, a )=  to(n-j, a) so that 

~:(n, n - j ) -  ~. ~z [n] = ~ [n - j ] .  (3.24) 

But, by hypothesis, ~9, ~(~t[n-j])=~J, and so no such ~z' can occur. This 
finishes the proof  of Theorem 2.1 (i); the proof  of (ii) is analogous and so will 
be omitted. [ ]  

w 4. Proof of Theorem 2.5 

First suppose that ~6IrrcG m. Then, via Theorem2.1 ,  we may assume that 
n > nor) and that  ~ '~O,( l r [n])  satisfies 

~'~I~(~' | p') 

with j > 0  maximal. Here a ' e I r rH~  and, since j is maximal,  p'~IrrcG',_~. Now 
the argument  of the last part  of the proof  of Theorem 2.1 implies that  a' 
=Zv] I ~e ,+ �89 and p'EO),_j(~z[n-j]). But now, since p' is cuspidal, Theo-  
rem 2.1 implies that n-j=n(Tr) and p'=O(~). Thus 

n'c--~l's(a'l | ... | 

where s= (1  . . . . .  1), I s l= j  and, for l < k < j ,  

~,=ZvI I ~t-"+~-'. 
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This proves par t  (ii) of Theorem 2.5 in the case when r = 0, since a cuspidal g is 
never ambiguous.  

Next  suppose that n6 I r r  Gm with 

n~--*Is(o.1 | @o'r| (4.1) 

where o.i~IrrcHs, and p~IrrcG m_ I,L" Then g~---~lj(g 1 | where j=s  1 and 

Pl~--~It . . . . . . .  sr)(ffff2 ~) . . - (~o ' r (~p ) .  

Suppose that n 'e@n(n[n]  ) and consider: 

dim Homom • ~;,(~o . . . .  n [hi | n') 

< dim HomGm • o;,(~o . . . .  lj(o.1 | P l [hi) | n') 

= dim HomM, • 6;,(z j, o" 1 | p 1 In] | n') 
min(n,j) 

<= ~ dimHomMj• o'l| 
k=0 

Since o. 1 is cuspidal, only the terms with k=j, or j =  1 and k = 0  can contribute. 
The first of these yields 

" " M 3 x dim HOmM, • G~(mdM~ • G~ ' P, ~jjO'j(~O)m j . n - j ,  (7"1 |  In] |  

= dim HomMj • M; (~# O.~ | O9,, j, n_ j, O. 1 | P 1 In] | R~(n')). 

This can be non-zero only if there exists a consti tuent 

o"l | P'l eJ H (R~(~')) 
such that 

Hom~tj • M ) ( ~ j j o ' j |  0"1 |  I n ]  (~) O. 1 | P l )  * 0 .  

Since o. 1 is cuspidal we conclude that, with the nota t ion of (2.7), 

r  o.'1 = 0(r o.0; 

and so, using the value of ~9 given in Theorem 2.8, 

o.'1 =ZvO(a,). (4.2) 

Since ~jj[a,~ j=~c(n,n-j), and recalling (3.24), we must  also have 

P'I e 6)n_ j(p 1 In - j ] ) .  (4.3) 

Next  consider the case k = 0, j = 1. This term contributes:  

dim HOmM, • o;,(~ 10 (Din- 1, n, O. 1 | P 1 [n] | n') 

and so can be non-zero only if 

O.1 ~---[ [ke--n-- 1 (4.4) 

and 
~' G On( p i I-H,]). (4.5) 
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An easy inductive argument on m now shows that [~'] is as in (ii) of 
Theorem 2.5. Here note that if m = 0  every rc6IrrG 0 is cuspidal. For  example, if 
n>Lsl+n(p) the same inequality is true for n - s  1 and Isl-sl+n(p), or for n 
and LsL- l+n(p) .  Therefore, the first case in the above argument and the 
inductive hypothesis applied to P'I and P l [ n - j ]  would yield 

[~']=[Zv0(~rl) . . . . .  zvO(o,),zvl U - " ,  .... Zv[ U tsl-"~P~-l,0(p)] 

while the second case and the inductive hypothesis applied to n' and p~[n] 
would yield 

[ ~ ' ]  = [)~V 0(0"2) . . . .  , ZV O(Gr), )~VI 1�89 1 - n Zvi 1�89 n, ZvI 1�89 Isl-n(p)- 1, O ( p ) ] ,  

provided o n =1 I -~e " 1. But then 

ZvO(o,)=Zv [ [~e-n- 1, 

so that the two expressions agree (up to permutation, i.e. associativity). The 
general argument proceeds in the same way, taking account of the various 
cases, so we omit it. 

Note that we have used precisely the inclusion (4.1) and the fact that ~' was 
an arbitrary element of O,(~l-n]). Thus if rt were strongly ambiguous, as 
defined in Remark 1.5.2, we would obtain two non-associate expressions for 
[rt'] since by Theorem 2.1 (ii), O(p) and O(vp) are unequal for p#vp. No such 
z' can exist and so statement (i) of Theorem 2.5 is proved. 

Finally, observe that if n<n(p)+lsl, and if we iterate the inductive step 
above, then the 'second case' must occur at least t=n(p)+[sl-n times. This 
can only happen if 7c~--~Is(O'l@...@o'.@p) where some subsequence oi,, .... oi, 
of the ass is as in Corollary 2.7 (i), and so that part  of Corollary 2.7 is proved. 

Finally we note that Theorem 2.5 could have been proved in a symmetric 
way beginning with ~', and this symmetric proof  yields Corollary 2.7 (ii). []  

w Proof of Theorem 2.8 

In this section we will compute the Jacquet modules Rj(O)m,n) and R)(C%,n) with 
respect to maximal parabolics of G m and G',. Such a computation is also 
contained in the proofs of [13], but since the precise statement (Theorem 2.8) 
which we need is not so easy to find in [13], and for the sake of completeness, 
we will give a detailed exposition. Of course, since the computations in the two 
cases are essentially the same, we will only compute R)(~om,,). 

For convenience, since m and n are fixed, we will write V= V,,, W= W,, and 
(D = OJm, n - 

Fix j with 1 <j<n and let Pf = M ) N j  and 

w = N ' + w j 0 + %  '' 

be as in Sect. 1.3. Then, associated to the decomposition 

W = W ' + W O + W  '' 
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with W'  = V | Wj, W ~ = V | W~ ~ and W" = V | VCf', we have a mixed model  [8] 
of (o), S) with 

S~_S(VJ)| ~ 

Here (Coo, S ~ is a model  of the representation co,,,, i" Let n'(c,d)eNj, where 

1 'c d-�89 
n'(c,d)= 1 ~ ] 

with d=td~Mr(~r c = ( c  I . . . . .  cr), c jeW ~ We view c as an element of 
H o m ( W  ~ W") via 

Then we have 

c: w~176176 (w~ ". 

o9(n'(c, d)) ~o(x) = ~9(�89 (d(x, x))) po(xtc) ~o(x) (5.0) 

where x e V  j, q)(x)~S ~ and Po is the action of the Heisenberg group H ( W  ~ in 
S ~ . 

Let  Njo = {n'(0, d)ld = tdemj(,f)}. Then a s tandard argument  yields: 

L e m m a  5.1. There is an isomorphism of G,, x Pf modules 

SN'jo ~ ' S(Xo)|  ~ 
where 

Xo={xeVJl(x,x)=O} 

and such that the natural homomorphism S--,SN} o is given by restriction to X o 
c V j. Let 7"=S(Xo)| ~ The space X o has a decomposition 

min(j,m) 

X o =  k=l~Io Xok (5.1) 

where Xok= {x~Xold im spanx  = k}. Here and elsewhere 

spanx  = span {xl . . . . .  x j} 

/f x = ( x  1 . . . . .  xj)6W. This decomposition induces a G m x P/ invariant filtration 

~r= ~r(~ = 7"(1)= ... ~ T( ' )=  {0} (5.2) 

of T, where r =  min(j, m), whose successive quotients Tk=T(k)/T(k+l)have the 
form 

- S (Xok) | S ~ (5.3) 

The representat ion of G m • Pj on ~r k may be identified with an induced repre- 
sentation as follows: 

For  simplicity let G =  G m • H ) x  G'._j and N = N j .  Also let X = X o k  and fix 
xo~X given by 

x o = (0 . . . . .  0, v' 1 . . . . .  v~,) (5.4) 
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where v'l,...,v~, are as in Sect. 1.1. Let H be the stabilizer of x o in G where we 
view G as acting on X via its projection to G,, x H~. Define a representat ion 
of H~<N in S o by: 

z(h)= ~(h) ~'(h)coo(h) (5.5) 

where r and ~' are characters given by: 

for (h,e)eG m and, 

for (g,e)eH~, and let 

~(h ,e )=x(n ,n- j ) (h ,e )  

~'(g, e) = z(g, e) t [ det gl el2 (d ( V,,), det g)~ 

(5.6) 

(5.7) 

given by 
F(g, n) = z(1, g(n))f(g). 

Combining (5.9) and (5.10) we see that it is sufficient to check that the map 

r 
given by 

F(g, n) = z(1, g(n))(~ ~' coo)(g) ~o(g- 1Xo ) 

intertwines the N-actions, and this follows by a direct calculation. [ ]  

To  compute  con we apply the following: 

(5.10) 

(5.11) 

~_ ind~(z [n  ) - �9 G~N ' (~ - mdn~N z)[ ~ 

f , F  

(n) = p o (xl) c) (5.8) 
if n=n'(c ,d)~N.  

Then we have: 

L e m m a  5.2. 7he representation co of G~<N on ~ is given by 

~ "  i ~GI><N ,~ 
c o  = [q - -  n C I H ~ < N  �9 

Proof Consider first the restriction of co to G. We have 

where (/~,S(X)) is the natural  action of G on S(X)  induced by its action on X. 
Thus there is a natural  isomorphism: 

co [G ~ ~ - ind~(z [u) (5.9) 

~o--,f 
given by 

f (g)  = ({ {' coo)(g) ~o (g- ' Xo). 

On the other  hand, there is a natural  isomorphism 
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Lemma 5.3. There is a natural isomorphism 

�9 G ~ < N  (~ -- lndH~ N z)N ~ -- ind~ (~N) 

induced by restriction to G, i.e. by the inverse of (5.11). In particular the natural 
homomorphism 

~ _  �9 GD<N �9 GD<N m d . ~  N z ~ ( ~ -  lndu~N z)N 
is given by 

F~---a(f) 
where 

f (g )=F(g ,  1), 
and where 

t: ~ - ind~ (z I H)--* ~ -- ind6H Z N 

is the homomorphism corresponding to 

l:  ~[H---)TN . 

Proof It is clear that  

(~_- G~<N c ~--ind~(z lndn~<sz) t S  ] [N]) 

i.e. consider S~ functions. It then remains to check that these two 
spaces coincide. We omit the details. [] 

To compute Ts we consider the decomposition 

Vm= V; + V? + V;' 

as in Sect. 1.2, and we realize the representation (O~o,S ~ in the mixed model 
associated to the corresponding decomposit ion 

W o = W o, + W oo + W ~ 

where W ~  Vk' | Wj ~ W Oo= Vk~ | Wj ~ and W ~  Vk" | W~ ~ Then 

S O ~- S((Wj~174 ~176 (5.12) 

where (~Ooo, S ~176 is a model for O~m_k,,_ j. Since for any n=n'(c,d)~N, 

t l z t t  ~ TlYO I v l r O t t  
X o C ~ V  k ~ ) V V j  -~- ~vY 

we have: 
Po (x~ c) q~ (z) = O(tr (z, x~ c)) (p (z) (5.13) 

for ze(Wj~ * and q~sS ~ It is then easy to check: 

L e m m a  5.4. There is a natural isomorphism 

S ~ ~ ,S  oo 

such that the quotient 
S o_,s ~ 

is given by 
~ p ( O )  

where 0e(Wj~ k. []  
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Now observe that 
H~PkX(H)  xG',, j ) ~ N  

where Pk is the maximal parabolic as in Sect. 1.2, and that the representat ion z N 
of H on S ~  - S ~176 extends to a representat ion ~ of this larger group as follows: 

~ln~ = Co (5.14) 
where 

r IJ-"; (5.15) 

"~IG~_ = ~e)o0 (5.16) 

where ~ is given by (5.6); 

where ~' is given by (5.7); 

~[n) = ~' (5.17) 

1~;,_ ~ = e)oo (5.18) 

and ? is trivial on N k x Nj. In particular we have proved that 

(~)N~ - ' ~ -  ind~ ~• n;• G~ J(?lu). (5.19) 

Now we want to identify (~)N; with a representat ion induced from a 
parabolic subgroup. Let  

{((o? Rjk= ,e c H j  

and define homomorph isms  pr: RiikOH k by 

pr ,e = a  

and pr: Pk---,Hk via (1.2.0). Also define an inclusion i: H k ~ P  k via (1.2.0). Then, 
recalling that (1.2.0) was defined via Hk'-~GL(Vk')~---,Mk, whereas the com- 

t t t t  ponents v 1 . . . . .  v k ofx0k lie in Vs we have: 

t r t t --I}. H =  {(h, g,g )eP k x Rjk x G,_j[pr(h)= pr(g) (5.20) 

Then,  since the set 

{(i(tx), 1, 1)ePk x R'jk • G',_jlXeHk} (5.21) 

gives a set of representatives for H \ P  k x R~  x G', j, the representat ion 

pjk=~-- ind~ •215 , ~o ~O9oo@ ~'@O9oo 

may  be realized, by restriction to the set (5.21), on the space 

S(Hk)|  ~176 

Moreover ,  in that realization, the action of Pk x R}k • G'n_ j is given by: 
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L emma  5.4. Let x E H  k and qg~S(Hk)|  ~176 

(i) I f  (h ,g)~H k x Hk ~ P k x R)k , then 

IZjk(h, g) ~O(X) = zv(g)tdet  gl ~t+"-~ q~ (th x g) �9 
where 

zv(g) = Z (g)e (d (V), det g),. 

(ii) I f  g~H~_k~R)k ,  then 

# jk (g) q9 (X) = XV (g) ]det g [e/2 ~o (x). 

(iii) I f  (h,g)eG~_ k • G',_j, then 

Pjk(h, g) q)(x) = K(n, n - j ) (h )  COoo (h) ~Ooo (g) (p (x). 

(iv) The unipotent radicals of  Pk and R~k act trivially. 

Proof  Since the factor Gm_k x H~_k X G',_ j of  Pk • R'~k x G',_~ lies in H, and 
centralizes the set (5.21), and since r is trivial on this factor, statements (ii) 
and (iii) follow from (5.7), (5.17), (5.6) and (5.16). Statement (iv) is proved 
analogously. Finally, to prove (i) suppress the inclusion i: Hk--'Pkk and consider 

~jk(h, g)q)(x)=f( ( 'x ,  1, 1)(h, g, 1)) 

=f( ( txh ,  g, 1)) 

= f ( ( ' p r  (g)- ~, g, 1)(pr (g)rx h, 1, 1)) 

=ldetgl"-J+e/2Zv(g)~o(thxg). [] 

to replace ' ~ - i n d '  with ' ind '  so that we obtain Finally we want 
Theorem 2.8(ii) with 

[6[  �89 o n  H k 

, Jlc(n,n--j) ~ on Gin_ k 
~Jk=lZvl I~e+y,-i!f~k.6~) -2 on H~ 

where 6~ (resp. 6~-k) is the module  of  Pj' (resp. R)R ) and 6 k is that  of Pk" Since 

I o n  

 k-[I I o n  k, 

6}=1 12"-j+' on H~-, 
and 

6k= I I -~e-k-l~ on H k, 

! 

we obtain the claimed values for ~jk" 
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