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Summary. The orbit space of a representation of a compact Lie group has a 
natural semialgebraic structure. We describe explicit ways of finding the 
inequalities defining this structure, and we give some applications. 

w O. Introduction 

(0.l) The most ancient prototype of our main theorem is the following: A pol- 
ynomial xZ+bx+c with real coefficients has real roots if and only if b 2 
- 4 c  >0.  Sylvester generalized this result to the case of a polynomial of degree 
n. We recall his results below, and we show how they fit into a more general 
framework. 

Let f ( x ) = x " - b t x "  1+ ... + ( _  1)"b, be a real monic polynomial with roots 
a 1 . . . . .  a,. Recall that bj=%(a 1 . . . .  , a,) where the ~rj are the elementary symme- 
tric functions. Let Van=(Van i )= (a} -1 )  be the Vandermonde matrix of the aj, 
and set Bez=Van .Vaf f .  Then Bez (the "Bezoutiant") has ij entry 0 i+i -2 ,  
where Ok = ~  aj.k The Ok are polynomials ~k k (b 1 , . . . ,  b,) in the b~., so we consider 

J 
Bez=Bez  (b 1 . . . .  ,b,) as a function of the bj. 

(0.2) Theorem (Sylvester, see [14]). (1) The roots o f f  are all real if and only !f 
Bez is positive semidefinite. 

(2) The rank of Bez equals the number of distinct roots of j; and its signature 
equals the number of distinct real roots. 

We will use Sylvester's theorem to show that the orbit space R"/S, of R" by 
the action of the symmetric group S, is isomorphic to {heR": Bez(b) is positive 
semidefinite}. Our main theorem gives a similar description of the orbit space 
of an arbitrary representation of a compact Lie group. 

(0.3) Let W be a real representation space of the compact Lie group K. By a 
result of Hilbert and Hurwitz (see [18] p. 274), the graded algebra R [ W ]  K of 

* Partially supported by National Science Foundation Grant ~ MCS 8302575 



540 c. Procesi and G. Schwarz 

K-invariant polynomial functions on W is finitely generated. Let Pl . . . . .  p,, gen- 
erate R [ W ]  K, let I be their ideal of relations in R[y 1 . . . .  , y,,], and let Z~_R m be 
the corresponding irreducible real algebraic set. Let P=(Pl .. . .  ,Pro): W ~ R " .  
Then p* gives an isomorphism of R [ Z ]  with R [ W ]  K. Since p is a polynomial 
mapping, its image X _  Z is a semialgebraic set. 

Give W and X their classical topologies, and give the orbit space W/K the 
quotient topology. The following result shows that X is, essentially, just W/K. 

(0.4) Proposition (see [16]). The mapping p is proper, and it induces a ho- 
meomorphism ~: W/K --~ X. 

(0.5) Our main theorem gives explicit inequalities describing X. We will give 
some classical examples where the inequalities are known, but first we recall 
the following: 

Let C be a real symmetric matrix. We write C > 0  to indicate that C is pos- 
itive semidefinite. 

(0.6) Proposition. Let C be a real symmetric matrix. Then C >= 0 if and only if 
C~ >= 0 for all ~, where { C~} is the set of determinants of principal (i.e. symmetric) 
minors of C. 

(0.7) Example. Let K = S ,  act on W = R  n as usual. Then R [ W ]  n 
= R I g  1 . . . . .  an], and we set P = ( a l  . . . . .  ~n): W--~R". Since the a i are algebrai- 
cally independent, Z = R " .  By (0.2.1), we have X =  {z~R": Bez(z)_>0}, and using 
(0.6) we get inequalities describing X. 

(0.8) Example. Let W be the space of n • q real matrices, and let K = O ( n )  
=O(n,R) act by left multiplication. Then W is just q copies of the standard 
representation of K on R". By classical invariant theory, the K-invariants are 
generated by the inner products of the various copies of R ", i.e. of the columns 
of our n x q matrices. Thus we can define 

p: W--~ Symq 

A w-~AtA 

where Symq denotes the space of real symmetric q • q matrices. It is an easy 
exercise to show that X is the set of all matrices BeSymq such that: 

(0.8.1) rank B <n. 

(0.8.2) B > 0 .  

Then Z is defined by (0.8.1), i.e. by the condition that the determinants of all (n 
+1) •  minors of B are zero. The inequalities for X are obtained from 
(0.8.2) using Proposition (0.6) 

(0.9) We formulate the main theorem: Let ( , ) denote a K-invariant inner 
product on W as well as the dual inner product on W*. The differentials dpi: 
W--~ W* are K-equivariant, and the functions ww-~(dpi(w), dp~(w)) give an m • m 
symmetric matrix valued function ~ d ( w )  with entries in R [ W ]  K. There is a 
unique matrix valued function Grad on Z such that G"~aad(w)=Grad(p(w)) for 
all we W. 
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(0.10) Main Theorem. X =  {z~Z: Grad(z)>0}. 

(0.11) Remarks. (1) Abud and Sartori [1] and [2] investigated the problem of 
fnding inequalities defining X as a subset of R", and they seem to have been 
the first to have realized that the inequalities of (0.10) hold on X. 

(2) Let K = S ,  and W = R "  as in Example (0.7). Choose generators pj= 1/j (ffj 
of R [ W ]  ~r (see (0.1)). Then G"'m~ad =(~i+j-2), so Theorem (0.2.1) follows from the 
main theorem. See also (5) below. 

(3) In Example (0.8) the main theorem gives a redundant set of inequalities. 
We will recover the inequalities (0.8.2) exactly using a version of the main 
theorem proved in w 4. 

(4) Choose an orthonormal basis x 1 . . . . .  x n of W relative to ( , ). Then, rel- 
ative to these co-ordinates, G'~ad is the matrix of inner products of the gra- 
dients of the pg; equivalently, G~-~aad=JJ t where J=(@i/c~xj) is the Jacobian of 
p. Note that J generalizes the Vandermonde matrix of the symmetric group 
case (c.f. (0.1)). 

(5) The sets X and Z and our descriptions of them depend upon our choice 
of generators for R[W]  ~, but not in a serious way: Let ~ denote the variety of 
real maximal ideals of R[W] K and let Y '=  re(W), where ~: W--*~  is dual to the 
inclusion R[W]Kc_R[W].  Then Z and ~e are canonically isomorphic, and in- 
equalities defining X as a subset of Z, thought of as inequalities involving ele- 
ments of R [ ~ ] = R [ W ]  K, define 2~ as a subset of ~ .  Hence changing the 
choice of generators may change the inequalities, but not the set they describe. 
In w 4 we will see other methods to get inequalities describing X (and f ) .  

(0.12) Sketch of the proof of (0.10): Let K, W, etc. be as in (0.9). Let V 
=W|  and consider p as a mapping of V to C". Let G = K  c be the com- 
plexification of K (see [6]). Then G is reductive, and C[V]G~-R[W]K|  is 
generated by the pj. Let ( , ) denote the G-invariant bilinear forms on V and 
V* extending the K-invariant bilinear forms on W and W*. Let zeZ.  Using re- 
sults of Kempf-Ness [11] and Dadok-Kac  [7] we find a point v=w t +iw 2 in V 
= W O i W  with the following properties: the orbit Gv is closed, p(v)=z, the 
isotropy group Gv=(K~) c, and ~=kv  for some keK.  Using Luna's slice theo- 
rem [121 we compute span~{dpj(v)}, and we find that the linear functional 
.~(V'): = (1)', i W Z) is in this space. 

Suppose now that Grad(z)>0.  Then (2,2)>0 (see (0.13) below). But (2,2) 
=(iw2, iwz)= --(WE, W2)N0. Hence w2=0 and v = w l e W ,  i.e. zeX .  

We have used the following: 

(0.13) Remark. Let fl be a symmetric bilinear form on a real vector space U. 
Let {u 1 . . . . .  u~} span U, and let A be the matrix with ij entry fl(ui,uj). Then 
rank A = rank fl and signature A = signature ft. In particular, fl > 0 (i.e. fl is posi- 
tive semidefinite) if and only if A > 0. 

(0.14) In w167 1-2 we recall results of Luna, Kempf-Ness and Dadok-Kac.  In w 3 
we prove the main theorem. We determine when X = Z  and, more generally, 
we describe the boundary of X in Z. In w167 we discuss other methods to 
obtain inequalities defining X, e.g. using spaces of covariants. In w 6 we discuss 
some ideas for generalizing our results. In w we discuss the equivariant ver- 
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sion of Hilbert 's 17th Problem for real reductive groups. We establish positive 
results in the compact case and we give some counterexamples in the non- 
compact case. 

w 1. Differentials 

We derive a simple consequence of Luna's slice theorem. 

(1.1) Let S be a complex affine G-variety, where G is a reductive complex al- 
gebraic group. Then C[S] G is finitely generated, and we let S/G denote the as- 
sociated affine variety. Let n: S-~S/G denote the canonical map. Then n is sur- 
jective, and each fiber of n contains a unique closed orbit (c.f. E1 2]). 

(1.2) We specialize to the case of a representation space V of G. There is an 
associated representation of 9 on V, where ~q is the Lie algebra of G. Let v~V, 
and let Tv(Gv ) denote the tangent space at v to the orbit Gv. Then T~(Gv)= gv, 
where 9 v =  {Av: A~g}. 

(1.3) Definitions. Set A(v)={)~6V*: )~ is G~-invariant and annihilates gv}. D(v) 
= {df(v): feC[VJG}. 

(t.4) Remarks. (1) Suppose that f l  . . . . .  fs generate C[V] G. Then the chain rule 
for differentiation shows that the dfi(v ) generate D(v). 

(2) Let f e C [ V ]  G. Then f is constant on Gv, hence df(v) annihilates fly. If 
g6G, then df(v)=d( fo  g)(v)=df(gv)og, hence dr(v) is G~-invariant. Thus D(v) 

~(v). 

(1.5) Proposition. Suppose that Gv is closed. Then D(v) = A(v). 

Proof. By Matsushima's theorem, H = G, is reductive (see [12] or Remark (2.2)). 
There is an H-invariant subspace N of V complementary to gv and a unique H- 
stable decomposition N=Nn(~N1.  Restriction to N clearly gives an isomor- 
phism of A(v) with (N*)n~-(Nn) *. We show that the image of D(v)c_A(v) is al- 
ready (N*) n, hence D(v)= A (v). 

Let 0: N---~ V send n~N into v+n. Then r maps C[V]  G to C[N]  n. Let 1 
(resp. J) be the ideal in C[V]  G (resp. C [ N ]  n) of functions vanishing at v 
(resp.0). Then 0"  induces 60:  l/I2---~J/J 2. Luna's slice theorem [12] shows 
that 60 is an isomorphism, as follows: Let 

49: G x n N-+ V 

[g, n] ~--~ g(v + n) 

where G x nN is the usual twisted product. Then 49([e, 0 ] )=  v, and 49 is 6tale at 
[e, 0]. Since 49 is equivariant, it induces a morphism 49/G: (G x u N ) / G ~ V / G  
which sends the point [e, 0] * corresponding to [e, 0] to the point v ~ corre- 
sponding to v. Luna shows that 49/G is 6tale at [e, 0]*, which implies that 49/G 
induces an isomorphism of the tangent (and cotangent) spaces at [e, 0] * and 
v *. But the cotangent space at v * is isomorphic to 1/1 2 and the cotangent 
space of N/H~--(GxHN)/G at [e, 0] * is isomorphic to  j/j2, and the isomor- 
phism induced by 49/G is easily seen to be 60. 
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Since 6~J is an isomorphism, t)*(I)+ J 2 =J ,  and 

{d(ho 0)(0): heC[V]  a} = {df(O):feC[N]H}. 

But the latter space clearly equals (N*) H, and the former space is the image of 
D(v) in (N*) H via restriction to N. Hence D(v)= A(v). [] 

(1.6) Remark. The analogue of Proposition (1.5) for compact groups has been 
noticed before; Sartori [15] gave a proof, and there is also a proof buried in 
[16]. 

w 2. Kempf-Ness theory 

Let V be a complex representation space of the compact Lie group K, and let 
G = K c denote the complexification of K. Let ( , ) be a K-invariant hermitian 
form on V with associated norm II II. Let v~V and consider the function F,.: 
G - , R  + sending g to Hgvl] 2. 

(2.1) Theorem. Let V, etc. be as above. 

(1) F v has a critical point if and only if Gv is closed. 
(2) All critical points of F~, occur at minima. 

Assume that F~.(e) is a minimum. Then 

(3) Kv={v'~Gv: Hv'll=Nvll}. 
(4) G~=(Kv) c. 

Proof. All but (4) can be found in Kempf-Ness [11], and (4) is in Dadok-Kac 
[7]. We review the main points of the proofs of (3) and (4). 

Let ~ (resp. fv) denote the Lie algebra of K (resp. K~). Recall that g=f(~i~.  
Let YEll, and consider the function a(s)= Hexp(sY)vll2; ssR. There is a maxi- 
mal toral subalgebra t~_f such that Y~it, and using the corresponding weight 
decomposition of V one easily shows the following (see [7]): 

(*) Either Yv=0 or a"(s)>O for all s. 

Let geG. Then g can be uniquely written in the form k exp(Y) where keK  
and Y~if ([10] Ch. IX). If Llgvll=llvll, then a(1)=a(0) where a(s) is defined 
above. But a ' (0)=0 since F~(e) is a minimum, and it follows that a"(s)=O for 
some s with 0 < s < l .  By (*), Yei~ ,  hence g v = k v  proving (3). If gv=v,  then 
k e K  v, so Gv=K ,, exp(H~)=(K~) c yielding (4). Part (2) follows from similar con- 
siderations, and (1) is an application of the Hilbert-Mumford criterion. [] 

(2.2) Remark. Note that (4) above implies Matsushima's theorem. 

(2.3) Corollary. Let ve V. The following are equivalent: 

(1) <~v, v> =0. 
(2) (gv, v> =0. 
(3) There is an f e C [ V ] G = C [ V ]  ~ such that df(v)(v')=<v', v> for all v'eV. 

Proof. Suppose that (1) (or equivalently (2)) holds. Then the function F, has a 
critical point at eeG, hence Gv is closed and G~=(K~) c. The linear functional 
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v'~--,(v', v) vanishes on gv and is Kv-invariant, hence also G~-invariant. Propo- 
sition (1.5) then gives (3). Conversely, if (3) holds, then (gv, v)=df(v)(gv)=O 
(c.f. (1.4)). [ ]  

(2.4) Remarks. (1) The quest ion of whether  or not  (2.3.t) implies (2.3.3) has 
been raised in the mathematical  physics li terature (see [9]). 

(2) The  subset M of V satisfying the equivalent conditions of Corol lary (2.3) 
is real algebraic, K-stable, and M / K  ~- V/G. 

We now specialize to the case where V=  W |  W O i W ,  and W is a rep- 
resentation space of K. Then C [ V ] G - ~ R [ W ] ~ |  and the quotient  variety 
V/G has a real structure. If P=(Pl . . . . .  p,,): W-- ,R"  is as in (0.3), then the pj, 
considered now as polynomials  on V, generate C[V]  ~. The image p(V)_cC m is 
isomorphic  to V/G (see (1.1)). Recall that  p(W)=X~_Z ,  where Z=p(V)c~R m is 
( isomorphic to) the real points of V/G. We assume that our  K-invariant  
hermit ian form ~ , ) restricts to a K-invariant  inner product  ( , ) on W. 

(2.5) Proposition. Let W, K, etc. be as above. Let z e Z  and choose ve V such 
that Gv is closed, p(v)= z and 11 v ll _-< Ngvt[ Jbr all g~G. Then 

(1) ~ = k v = k - l v  for some keK.  
(2) 6~ = 6~ = Gv = (K~)c. 
(3) I f  z e X ,  then vsW. 

Proof. The  polynomials  pj are real, so p(~)=p(v)=p(v). Now G ~ = d ~ = G v  is 
closed, so both v and ~ lie on closed orbits and have the same image in V/G. 
Thus G~=Gv, and since HvH=II~{I, we have -~=kv for some kEK. Write v=w 1 
+iw z where w t, w2sW. Then kw~=w~, k w 2 = - w  2, hence k-av=-~ and we 
have proved (1). Part  (2) follows from (2.1.4) and the equalities K w ~ K w = K  ~ 
=K~.  Finally, if w~W, then (~w,w)=( lw,  w)=O, so Gw is dosed  and 
llwll < Ilgwll for all geG. I fp(v)=p(w)eX,  then we must have vEKwc_ W. [] 

(2.6) Remark. The set of isotropy groups Kv where Gv is closed and 
Ilvll < Ilgvll for all geG is the same as the set of isotropy groups Kw, w e W  (see 
[17]w 

(2.7) Definitions. Let v and k be as above. Set 

DR(v ) =- spanR {dp j(v); j = 1 .. . .  , m}. 

AR(v) = {2cA(v): 2o k=2} .  

(2.8) Corollary. Let v, k, etc. be as in (2.5). Then DR(v) = AR(v). 

Proof. For  any j and x~ V, dp~(v)(kx) = dpj(k- ~ v)(x) = dp~(~)(x) = dpj(v)(x), hence 
DR(v)c__A~(v). Now note that complex conjugation (resp. composi t ion with k) 
gives a conjugate linear (resp. linear) isomorphism between A(v) and A(~). 
Composing these isomorphisms we get a conjugate linear isomorphism 
r: A(v)--~A(v) whose fixed points are AR(v). By (1.4.1) and (1.5), 
A(v)~_Drt(v)| hence the r fixed points in A(v) are DR(v ). [] 
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w 3. The Main Theorem 

(3.1) Let  W, K, V, G , p  and X be as in (2.5). Let  ( , ) b e  a K- invar ian t  inner 
product  on W, and let the symbol  ( , ) also denote  the corresponding symmet-  
ric non-degenerate  forms on W*, V and V*. We have a matr ix  valued function 
G r a d  on p(V), where Grad(p(v))=(dpi(v), rips(v)), v~V. On Z, the entries of 
Grad  are real, and our main  theorem (0.10) states that  X = {z~Z: Grad(z )>0} .  

Proof of (0.10). Define ( x , y ) : = ( x , y )  for x, yeV. Then ( , ) is a K- invar ian t  
hermit ian form on V. Let  zeZ,  and choose v~V so that  Gv is closed, p(v)=z, and 
Ilvll<llgvll for all g~G. By Corol lary  (2.3), the linear form 21(v'):=(v' ,v > 
=(v' ,  ~) lies in D(v). Since the function v~-,(v, v) is G-invariant,  the form 22(v' ) 
:=(v',v) also lies in D(v). Define 2 = � 8 9  and write v = w l + i w  2 where 
wl,w2~W. Then 2(v ' )=(v ' ,  iw2). By (2.5.1) and (2.8), 2~AR(v)=D~(v), and ()~,2) 
=(iw2, i w 2 ) = - ( w 2 , w 2 ) < O .  Suppose that  G r a d ( z ) > 0 .  Then  (2, 2 ) > 0  by (0.13), 
and we must  have w 2 =0.  Hence  v = w 1 ~ W and z =p(wO~X.  [] 

Let z,v, etc. be as above,  but  do not  assume that G r a d ( z ) > 0 .  Let  k e K  be 
as in (2.5), so that  kv=-~. Note  that  A(v) (equivalently, AR(v)) is stable under  the 
action of k if and only if A(v) (equivalently, AR(v)) is stable under complex con- 
jugation. If  K is finite, then A(v)= (V*) r~' is k-stable. 

(3.2) Proposition. Let z, v, k etc. be as above. Assume that A(v) is k-stable (e.g. 
K is finite). Let A + (v) (resp. A~ (v)) denote the + 1 (resp. - 1 )  eigenspace of k 
acting on Ax(v ). Then 

(1) rank Grad  (z) = dim A (v). 
(2) signature Grad(z)  = dim A + (v) - d i m  A~- (v). 

Proof. If  2eA~(v), then 2 = 2 ,  i.e. 2 is real valued on W. Thus  ( , ) is posit ive 
definite on A+(v), and similarly ( , ) is negative definite on A~(v). Hence  ( , ) 
is nondegenerate  on AR(v ), and (1) and (2) follow from R e m a r k  (0.13). [ ]  

(3.3) Example. It can happen  that  rank  Grad(z)<dimA(v):  Let K=O(n)  act 
diagonally on W = R " O R " ,  n > 2 .  Set ct=x'x ,  f i = y . y  and 7 = x ' y  for 
( x , y ) e R " O R " .  Then  R[W]K=R[c~,  3, 7] and we may take p=(c~3,7):  W-- ,Z  
= R  3 (c.f. (0.8)). Let z=(zl ,Zz ,Z3)ER 3 and choose veV as in (2.5). Then  one 
easily calculates that  rank  dp=3 (resp. rank G r a d ( z ) = 3 )  if and only if z 1 z 2 
- z 2 :# 0 (resp. (z i + z2)(z 1 z2 - z2) 4 = 0). 

(3.4) Remark. Let K = S , ,  W = R "  and p=(a 1 . . . . .  a,) as in Example  (0.7). We 
use Proposi t ion (3.2) to establish Sylvester's result (0.2.2): Let z~R", and choose 
v and k as in (2.5). Write z=(z  1 .... ,z,) and v=(v 1 .... , v,). Recall that  the v s are 
the roots of  the polynomia l  f (x) = x" - z 1 x" - 1 + ... + ( _ 1)" z,. 

Note  that  A(v)*= Vrv={y~V" yi=ys if v~=vj}. Thus dim A(v) is the number  
of distinct roots of f ,  which by (3.2.1) equals rank Grad(z),  where Grad(z)  
=(d~ri(v), das(v)). The signature of Grad(z)  is d im A + ( v ) - d i m  A~(v). Since kv 
=~, we see that  dim Aff(v) equals one-half  the number  of distinct non-real  
roots  of f .  This suffices to establish (0.2.2), with Bez(z) replaced by Grad(z).  
N o w  Bez(z)=(dqi(v), dqi(v))=(tPi+s_z(z)) (see (0.1)), where qi(v)=(1/i)~v~, and 
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Grad(z)  and Bez(z) have the same rank and signature by Remarks  (0.13) and 
(1.4). 

As noted by the referee, similar considerat ions give a me thod  of count ing 
positive roots  o f f  (also due to Sylvester, see [-14]): Let K'=(___I)">~S, act on 
W = R "  in the s tandard way. Then  R [ W ]  K' is generated by {P'i} or {q'i} where 

t 2 t Pi(Xl . . . . .  x , ) = a i ( x  2 . . . . .  x , )  and qi(xl,  ... , x , )=(1/2 i )  ~ xj2i',i= l, . . . ,  n. Let  Bez'(z) 
denote  the matr ix  with ij entry ~9i+~_1(z ). Then Bez'(z)=(dq'i(v),dq'j(v)) 
if ' �9 ., zi=Pi(V ), i=  1, .. n. One establishes as above that  the rank of Bez'(z) equals 
the number  of distinct non-zero  roots of  f, and that  its signature is the dif- 
ference between the number  of distinct posit ive and negative real roots. 

(3.5) We now determine when X = Z ,  and  we determine the interior of  X as a 
subset of Z. 

(3.6) Lemma .  The.following are equivalent" 

(1) x = z .  
(2) There is no k E K  with eigenvalue - 1 on W. 

Proof. Assume (1), and let w E W  and k ~ K  with k w =  - w .  We may  assume that 
the first e lement  Pl of P = ( P l  . . . . .  p,,) is the function x~---,(x, x), where ( , ) is a 
K- invar ian t  inner p roduc t  on W. Since k w  = - w ,  every polynomial  invariant  of 
odd  degree vanishes at w. Hence  p ( i w ) = - p ( w ) ~ Z = X .  There  is thus w ' ~ W  
with p (w') = p(i w). But p 1 (w') > 0 while Pl (i w) < 0. Hence  w -- 0, proving (2). 

On the other  hand, if X 4 : Z ,  choose z ~ Z - X  and let V=Wl-[-iw 2 and k e K  
be as in (2.5). Then w 2 + 0  and k w 2 =  - w  2. [] 

(3.7) Proposition. Assume that the representation of  K on W is faithji~l. Then X 
= Z if and only i f K  is a f ini te  group of  odd order. 

Proof. Any torus in K contains elements of  order 2, and such elements have ei- 
genvalue - 1  on W. If K is finite of even order, then K contains elements of 
order  2. Hence  X = Z implies tha t  K is finite of odd  order. Conversely,  if K has 
odd order, then no elements have eigenvalue - 1, and X = Z. [ ]  

(3.8) Examples. Let K = Z / n  act on W = R  2 by rotations.  Then 
R [ W ] K ~ - R [ a , b , c ] / ( a " = b 2 + c 2 ) ,  where a=lz l  2, b = R e z "  and c = I m z " ;  
zEC~-W.  If  n is odd, then the inequali ty a > 0  is forced by the equat ion a"=b 2 
+ c  2, and X = Z .  I f n  is even, we must  add the inequality a > 0  to describe X. 

Using (3.7) we easily determine the interior of  X in Z:  Let  x=p(w) .  Let N w 
denote  a Kw-complement  to Tw(KW ) in W. The representat ion (N w, Kw) of K w 
on N w is called the slice representation at  w. The usual differentiable slice theo- 
r em (see [17] w 1) says that  the germ of  the semialgebraic  set Nw/K w at the 
orbi t  0 is analytically i somorphic  to W / K  near  Kw,  and this goes also for the 
germs of their Zariski  closures. Hence we have: 

(3.9) Corollary.  Let x, w, Kw, and N w be as above. Then x is in the interior of  
X i f  and only if  the image of  K w in GL(Nw) is a f ini te  group o f  odd order. 

(3.10) Corollary.  Suppose that K is f ini te  and acts effectively on W. Then the 
boundary o f  X in Z is the image o f  U wk ,  where 3--~_ K is the set of  elements of  
order 2. ke~ 
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(3.11) It is well-known that, up to isomorphism, there are only finitely many 
slice representations (N,., Ki) i = 0  . . . . .  r which occur in W. We get a correspond- 
ing stratification X = H X  i. There is a unique type of slice representation 
(N o, K0) where K o acts trivially on N 0. The corresponding orbits and isotropy 
groups are said to be principal. Moreover, X o is exactly the set of smooth 
points of X (Bierstone [3]). Hence 

(3.12) Corollary. The interior of X in Z consists entirely of smooth points if and 
only if the images of the non-principal isotropy groups K~ in GL(~), i= 1 . . . . .  r, 
are not finite of odd order. 

In (3.12) we can even restrict ourselves to "subprincipal" slice represen- 
tations ([17] w 11). If Z is smooth, i.e. R [W]  K is a regular ring, then the interior 
of X in Z is X0, and the conditions above on the Ki are automatically satis- 
fied ! 

(3.13) Let Z'  denote the points of Z where Grad has maximal rank. (Z' con- 
sists of principal orbits of the representation of G = K  c on V, see [17] w 5). Then 
Z'  has finitely many components, and the signature of Grad  is constant on 
each of them. In general, the signature of Grad  does not separate these com- 
ponents and all possible signatures do not occur. 

(3.14) Example. Take for K and W two copies of the usual representation of 
{+1} on R. Then Z ~ R  2 and Z '=(R2-coordinate  axes). The matrix Grad has 
signature 0 in two quadrants. 

(3.15) Example. Let W : R  2 and K the dihedral group of order 6. Let a, b, 
and c be as in Example (3.8) (with n =  3). Then the K-invariants are generated 
by a and b, and X is defined by the inequality a3>b 2. The matrix Grad has 
signature 2 where a3>b 2 and signature 0 where a 3 < b  2, but it never has signa- 
ture - 2. 

w 4. Using covariants to detect real points 

(4.1) Let K be a compact Lie group and let G = K  c. Let S be a complex affine 
G-variety and let ~: S ~ S / G  be the canonical map. We suppose that the action 
G x S ~ S  is defined over R. (The real structure on G comes from its represen- 
tation as Kc. ) Then S has a conjugation a such that a(gs)=~,a(s); seS, geG. 
Let S(R) denote the real (i.e. a-fixed) points of S, and let R[S]  denote the ele- 
ments f of C[S] such that fo a = f .  The quotient variety S/G has a real struc- 
ture induced from that of S. 

(4.2) Problem. Let z~(S/G)(R). When is z in ~(S(R))? 

Our main theorem solves this problem when G x S ~ S is a representation. 

(4.3) Proposition. Let S be as above. 

(1) There is a representation space W of K and a G-equivariant embedding ~: 

S---~ V =  W|  so that a(as)=~t(s) for all s~S. 
(2) Let z6(S/G)(R) and let 0 denote the closed orbit in S above z. Then 0 is 

defined over R, and z lies in n(S(R)) if and only if O(R) ~0.  
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Proof. There is a K-stable finite dimensional subspace U_cR[S] such that U 
generates R[S].  Set ~(s) ( f )=f(s)  for seS, f ~ U |  Then ct: S ~  U*| sat- 
isfies (1) with W = U*. Part (2) follows from (1) and Proposition (2.5). [] 

(4.4) Remarks. (1) In case K is real reductive (but not necessarily compact), 
Proposition (4.3) still holds, except that O becomes a finite union of closed or- 
bits. The proof requires a result of Birkes [4] (c.f. Luna [13]). 

(2) Let V be as in (4.3.1), and identify S with ~(S)_c V. Then (4.3.2) shows 
that p(W)c~(S/G)(R)=p(S(R)), where p: V - , V / G  is the canonical map. Hence 
our main theorem solves Problem (4.2), but the criterion is not intrinsic to S. 

(4.5) By Proposition (4.3), we may reduce Problem (4.2) to the case where S is 
homogeneous, which we assume for the rest of this section. We use covariants 
to try to detect whether or not S(R)4=0. 

Let L be a real K-representation space with invariant inner product ( , ). 
Let M= L|  and extend ( , ) to a (G-invariant) complex bilinear form on 
M. Let MorG(S, M) denote the space of G-equivariant morphisms from S to M, 

and let Mort(S, M)~ denote the subset of morphisms f satisfying f ( ~ s ) = f ( s ) ,  
s~S. If t~S(R), then f~--*f(t) gives an isomorphism of Mor~(S,M)~ with L ~, 
hence the constant functions s~--,(f(s), f(s)), feMorG(S,M)R are all non-nega- 
tive. We determine when the condition ( , ) > 0  on MorG(S,M), forces S(R)+r 

By embedding S as in (4.3) and applying Proposition (2.5) we obtain the 
following: 

(4.6) Proposition. There is a point teS  and k e K  such that 

(1) a ( t ) = k t = k - l t .  
(2) G=(K&. 
(3) /fS(R)=~0, then t~S(R). 

(4.7) Proposition. Let t ,k etc. be as above. Then ( , )>0  on Mort(S, M)R /f and 
only if 

(1) k acts trivially on L K', or 
(2) S(R) 4=0. 

Proof Let f~Mor~(S,M)R.  Then f ( t)EMGt=MI('=LK'|  Moreover, kf(t)  

= f ( k t ) = f ( a t ) = f ( t ) .  If k acts trivially on L K*, then f ( t ) = f ( t ) E L  r~, and 
( f , f ) > 0 .  Hence (1) (or (2)) implies that ( , )>0.  

Suppose that (1) and (2) fail. Then kq~K t while k2eKt. Thus k, acting on L K', 
has order 2, and there is 0 + l e L  r* with k l= - l .  Define f :  S--*M by f (g t )=ig l .  
Since Kt_c K~ and (K,)c= G~, we see that f is a well-defined G-morphism. More- 

over, f (a(gt ) )=f(p ,  k t )= i~ , k l= ig l= f (g t ) ,  and f eMorG(S ,M)  R. But ( f , f ) =  
-( l ,  l)< 0, so ( , ) fails to be positive semidefinite. [] 

(4.8) Corollary. Suppose that every element (or just every element of order 2) of 
NormK(Kt)/K , acts non-trivially on lfi ~. I f  ( , ) > 0  on Mor~(S,M)R, then 
S(R)+r 

Let W,K, etc. be as in (0.3). Let f l  . . . .  ,f, be R[WjK-module generators of 
Mort(V, M)R. Then there is a symmetric matrix valued function Coy on Z such 
that Cov(z) =(fi(v), f~(v)) whenever p(v) = z. 
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(4.9) Theorem. Let Ki, i=O ... .  ,r; represent the conjugacy classes of isotropy 
groups occuring in W. Suppose that NormK(Ki)/K i acts faithfully on L K' for every 
i. Then X = {zEZ: Cov(z)>0}. 

Proof. Clear using Remark (2.6) and the fact that Mort(V,M) restricts onto 
MorG(Gv, M) for every closed orbit Gv. [] 

(4.10) Examples. We consider a point zeZ,  and we choose v s V  as in Proposi- 
tion (2.5). We see when the condition Cov(z)> 0 forces z sX .  

(1) Suppose that K~ = {e}, and suppose that L is a faithful representation of 
K. Then Cov(z)>0  forces z~X.  This applies, in particular, if K is an adjoint 
group and L its adjoint representation. 

(2) Suppose that K~=K t for some leL. Then NormK(Kt)/K I acts faithfully 
on L K', hence Cov(z)>0  implies z~X. In particular, Coy(z)>0  implies z e X  if L 
= W, but this already follows from our main theorem ! 

(3) Let W and K be as in Example (0.8), i.e. K =O(n) acting on n x q mat- 
rices. Let L be the usual representation of K on R". The isotropy groups one 
sees in W are all conjugate to O(n-r) ,  O<r<n, so the hypotheses of Theorem 
(4.9) hold. The condition Cov(z)> 0 that one gets is exactly (0.8.2). 

(4) Let W = W 1 0 W  2 where dim W1=3, dim W2=5 , and K=SO(3)  acts irre- 
ducibly on W 1 and W z. Let L=W~.  The principal orbits in W have trivial 
stabilizer, so by (1), Cov(z )>0  implies z~X  if z is principal. Now the principal 
isotropy groups of W 2 are conjugate to H =  Z/2 G Z/2, and W (  = {0}. This im- 
plies that there are no non-zero K-equivariant polynomial maps from W z to 
W 1. Hence Cov(z )=0  for z in the Zariski closure C of the image of {0} x W 2 
in Z. Thus the condition Cov(z )>0  implies z e X  if z is principal, but not if 
z ~ C - X .  

w 5. Infinitely many inequalities 

Let G x S--~S be as in (4.5), i.e. S is homogeneous. Let p: C [ S ] - - ~ C [ S ] ~ - C  be 
projection onto the invariants. We may realize p by integration over K:  

p( f )  = ~ f (ks)dk ,  
K 

where seS is arbitrary. 

(5.1) Proposition. The following are equivalent: 

(1) S(R)+O. 
(2) p(fZ)>=O for all f~R[S] .  

Proof 1. Clearly (1) implies (2). Assume (2). Choose W as in (4.3) so that S 
embeds in V=  W|  Let L =  W (so M =  V), and let e 1 . . . . .  e, be an orthonor- 
mal basis of L relative to a K-invariant inner product. Let feMor6(S,M)R.  
Write f = ~ f ~ e  i where f ~ R [ S ] .  By (2), ( f , f ) = ~ p ( f ~ 2 ) > 0 ,  and then S(R):t:0 by 
(4.10.2). 

Proof 2. Assume (2). Let I = { f e R [ S ] :  p(f2)=0}.  Let fE I  and let heR[S] .  
Then p((rh+f)2)>O for all reR, and it follows that p (hJ )=0 .  Hence 0 
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=p(h2f. f)=p((hf)2),  and hfeI .  One similarly shows that I is an additive sub- 
group of R[S] .  Hence I is an ideal, and I is clearly K-invariant.  If 1#:0, then I 
must equal R[S] .  But p ( l Z ) = p ( 1 ) =  1 #:0. Thus I = 0 .  

Suppose that  S(R)=  0. If  S is irreducible over R, then (see [14]) we can write 
- 1 as a sum of squares of elements of R(S). Clearing denominators,  we get an 

equation - f Z = ~ h ~  where f and the hi~R[S-] and f + 0 .  (Even if S is re- 
ducible, we can clearly establish such an equation). Applying p and (2) we see 
that p ( f 2 ) = 0 .  Hence I + 0 ,  a contradiction. []  

w 6. A general setting 

(6.1) A general problem, encompassing the ones we have considered so far, is 
the following: Let G x S--*S be an action of  an algebraic group on a variety S, 
where everything is defined over a field F. We suppose that there is a quotient 
variety S/G in some reasonable sense. 

(6.2) Problem. When does an F-point  of S/G lift to an F-point  of S? 

We explore an approach  to this general problem which works in certain ca- 
ses. Our  results are incomplete, but  our at tempt points out some of the difficul- 
ties involved. The methods we use are a variat ion of those used in [14] for the 
classical groups. 

For  simplicity we assume that  char F = 0 .  Let [ be a semisimple Lie algebra 
over F, and let g denote ~ |  where F is the algebraic closure of F. Let  F de- 
note the group of Lie algebra automorphisms of g, and let G (the adjoint 
group) denote the identity componen t  of F. We assume: 

(*) Every componen t  of F is defined over F and contains an F-point.  

Let n:S--~B be a principal G-bundle (in an 6tale sense) defined over F, 
where S and B are F-varieties. Let S = S x 6F, and set E = S x ~ g and E o = B x g. 
There is an inclusion S ~ S arising from the inclusion G-~  F. Note  that  E and 
E o are Lie algebra bundles over B. Let Iso(E o,E) denote the variety of fiber- 
wise F-Lie algebra isomorphisms of E o and E. Then Iso(Eo, E) is a subvariety 
of the tensor product  bundle E*| and a point  of I so (Eo ,E  ) is an isomor- 
phism Yb: g - * E b  for some b~B. 

Note  that the fiber product  S x BEo is isomorphic to (S x GF)x g, and the 
natural action of  F on g gives us a map to E. Hence there is a canonical  map  
~: S---,Iso(Eo,E), and c~ is easily seen to be an isomorphism over F (c.f. [8], I l l  
w 4 no. 2). In fact, it suffices to check the case of a trivial bundle. 

(6.3) Theorem. Let b be an F-point of B. Then b= re(s)for an F-point s in S if 
and only if the Lie algebras g and E b are F-isomorphic. 

Proof Consider  the inclusion S___S_~IsO(Eo, E). If  s is F-rat ional  and ~(s)=b,  
then the image of s in Iso(E o, E) is the required isomorphism. Conversely, an 
F- i somorphism of g with E b is an element g of  Sb(F). By our  assumption (*), 
there are F-rat ional  points in every componen t  of Sb, and one component  is 
Sb. [ ]  
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Note that the F-points Eb(F ) of E b are an F-form of g, and the theorem 
says that b is the image of an F-point of S if and only if Eb(F ) and [ are iso- 
morphic Lie algebras over F. 

Now assume that F = R  Our condition (*) eliminates several choices of [. 
For example, we cannot have [ : [ 1 ~ [ 2  where ~1 and f2 are non-isomorphic 
real forms of the same complex Lie algebra go. In this case there is an element 
of F interchanging the copies of ~ l | 174  in g-~goOgo,  but the 
component of F containing this element can have no real points. 

Suppose that the signature of the killing form separates the various real 
forms of g and that g satisfies (*). Then since one can describe the set of real m 
x m matrices of given rank and signature as a union of sets given by explicit 

inequalities, one can explicitly describe the image of S(R) in B(R). Unfor- 
tunately, there are even some simple Lie algebras with distinct real forms sat- 
isfying (*) having killing forms of the same signature (e.g. g = A 13). 

w 7. The equivariant Hilbert's 17th problem 

(7.1) Let W be a real representation space of a 
R [ W ]  K is finitely generated. Let p=(pl  . . . . .  Pro), 
X = I m p  is closed [133, but p is not in general a 
space W/K is not usually Hausdorff. 

We say that the representation of K on W 

real reductive group K. Then 
X and Z be as in (0.1). Then 
proper mapping and the orbit 

has property (H) if there are 
positive polynomials f l  . . . . .  fz~R[W] K such that every f~R(W)  K which is posi- 
tive (i.e. f (x)>O whenever f ( x )  is defined) can be written in the form 

(7.2) ~ al l  " ' i ,  f l ,  " " f i j  
l <=il < ... < i j < l  

where the %. . . i j  are sums of squares of elements of R(W) K. If K = {e}, then 
Artin's solution to Hilbert 's 17th Problem shows that every positive f is a sum 
of squares. In the equivariant case, however, one is forced to allow represen- 
tations of the form (7.2). For example, if K = { + 1} acting by multiplication on 
R, then the polynomial function x 2 is positive, but it is not a sum of squares of 
rational invariants. 

The main point of Procesi [14] was to establish property (H) and to find 
explicit polynomials f l  . . . . .  f~ in the case of the standard representation of S, on 
R". We establish property (H) in the case that K is compact (this was conjec- 
tured in Bochnak-Efroymson [5]), and we give examples of representations of 
non-compact K where (H) fails. 

(7.3) Let P be a closed semialgebraic subset of R m. We assume that the Zar- 
iski closure T of P is irreducible. We say that P is elementary if there are 
f l  . . . . .  f zeR[T]  so that P =  {teT: f i ( t )>0  i=  1 . . . . .  1}. We say that P is quasi-ele- 
mentary if there is an algebraic subset Y of T such that dim Y < d i m  T and 
P w  Y is elementary. 

(7.4) Proposition. Let P and T be as above. Let f l  . . . .  , f l e R [ T ] ,  let Q={ t e T :  
f~(t)>=O for all i}, and suppose that P~_Q. Then the following conditions are 
equivalent, and each implies that P is quasi-elementary. 



552 C. Procesi and G. Schwarz 

(1) There is an algebraic set Y in T such that dim Y< dim T and Q ~ Y= P w Y. 
(2) d i m ( Q - P ) < d i m  T. 
(3) Every f~R(T)  which is positive on P can be written in the form (7.2) 

where the ail...ij are sums of squares in R(T). 

Proof. The equivalence of (1) and (2) follows from the fact that the dimension 
of a semialgebraic set and its Zariski closure are the same. See ([5] w 11) for the 
rest. []  

(7.5) Corollary. Let W, K, X and Z be as in (7.1). Suppose that R(W) r is the 
quotient field of R[W] r. Then the representation of K on W has property (H) if 
and only if X is quasi-elementary. 

(7.6) Remark. One can easily show that R(W) K is the quotient field of R[W]  K 
for all W if and only if all real characters Z: K--*R* have finite image. In par- 
ticular, this property holds if K is compact or if t is semisimple. 

(7.7) Theorem (see (0.6) and (0.10). I f  K is compact, then X is elementary and 
the representation of K on W has property (H). 

(7.8) We now give a class of representations where (H) fails: Let a, b~Z +, 
where ab>O. Let J~,b denote the diagonal matrix with a l's followed by b - l ' s  
on the diagonal. Define a bilinear form ( , ) , , b  by (x,y),,b=XtJ~,b y for 
x , y~R  "+b. Let O(a,b) denote the corresponding orthogonal group. The in- 
variants of K=O(a,  b) on an arbitrary number of copies of R "+b are generated 
by the corresponding inner product invariants. 

Identify ( a +b )R  "+b with the space W of ( a + b ) x ( a + b )  matrices. Then, in 
analogy with Example (0.8), we may take 

p: W---~ Sym,,+ b 

A~-. Atj , ,bA. 

Note that p is equivariant with respect to the action of GL(a§ where 
h~GL(a+b) sends A ~ W  into Ah t and BeSym,§ b into hBh'. We will show that 
(H) fails for the representation of K=O(a,b)  on W = ( a + b ) R  "+b if a+b>=3. 

Let D,+ b denote the diagonal elements of Sym~+ b. We will often abbreviate 
Sym,+ b (resp. D~+b) by Sym (resp. D). Let X~~ denote the non-singular ele- 
ments of Sym with exactly b negative eigenvalues, let X,, b denote the closure of 

0 X~, b, and set D~, b = D c~ X,, b. 

(7.9) Lemma. Let X~, b, etc. be as above. Then 

(1) I m p = X , ,  b 
(2) I f  X,,b is quasi-elementary, then so is D,,b. 

Proof. If A e W is non-singular, then p (A)eX ~ b, so Imp ~_ X,,  b. 
It is easy to see that Imp~_Dc~X~ But every GL(a+b)-orbit in Sym inter- 
sects D, so Imp~_X~ and (1) follows. 

Suppose that there are f l  . . . .  , f t eR[Sym]  and a proper algebraic subset Y of 
Sym such that X , , b ~ Y = { A e S y m : f ~ ( A ) ~ O  for all i}. Let h 1 . . . . .  hqeGL(a+b). 
Since X,, b is GL(a + b)-invariant, we have that X,,bu(Yc~((" ] h;  ~ Y))= {AeSym: 

J 
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f/(A)>O andf/(hjAh})>O for all i,j}. Thus we may reduce to the case that Y is 
GL(a + b)-invariant. Then Yc~D :~ D, hence Da, b is quasi-elementary. [ ]  

(7.10) Lemma.  Suppose that O,,,b is quasi-elementary. Then Da_l.bUDa, b_l, 
Do- 1, b and D a, b- 1 are quasi-elementary. 

Proof. We denote points A of D as pairs (A', y) where A' is the upper (a + b -  l) 
x ( a + b - 1 )  submatrix of A and y the last diagonal entry. Let f l  . . . . .  f /ER[D]  
so that Da, bL)Y--{A: f / (A)>0  for all i}, where Y is a proper  algebraic subset of 
D. Let F~ denote {(A',y): y det A'=r}, r~R. Choose r so that ( - 1 ) b r ~ 0 .  Then 
dim ~ D a . b = a + b - 1 ,  and we may assume that d i m F ~ n Y < a + b - 1 .  Choose 
a non-zero non-negative polynomial  function h on Da+b_ 1 SO that the func- 
tions fi'(A'):=h(A')f/(A', r/det A') are polynomial.  Then dim(Q'-n(Da, bnF,))< 
a + b - 1  where Q'={A': f/'(A')>__0 for all i} and n(A',y)=A'. It follows that the 
closure of I~(Da, b ~ )  is quasi-elementary. But the closure is easily seen to be 
Da-1,b kj Oa, b-1" Finally, D a_ 1,b and Da, b_ 1 are quasi-elementary since the de- 
terminant function has different signs on the non-singular elements of Da_l, b 
and Da, b_ 1" [] 

(7.11) Lemma.  Let C={(x,y)~R2: x>O or y>_-0}. Then C is not quasi-elemen- 
tary. 

Proof. Suppose that there are polynomials fx . . . . .  f / s u c h  that  C_~ Q and dim (Q 
- C ) <  1, where Q = {(x, y): f/(x, y)_>_0 for all i}. Every point  b of the boundary  
~C of C is then the limit of points where at least one of the f / i s  strictly nega- 
tive. Thus 0C___ U Var(f/), where Var(f/) is the zero set o f f / .  Since 0C contains 

{(x,y): x - -0 ,  y < 0 } ,  there is an i such that  xlf/. Since f/ is non-negative in the 
first and second quadrants,  f//x must be non-negative in the first quadrant  and 
non-positive in the second. Thus fl/x is zero on the positive y-axis, i.e. x2lf/. 
One can replace f/ by f//x 2 in {fl . . . .  , fl}. This process can be continued in- 
definitely, which is absurd. []  

(7.12) Proposition. Suppose that a +b > 3. Then Xa, b is not quasi-elementary and 
the standard representation of O(a, b) on (a + b)R a+b does not have property (H). 

Proof. If Xa, b is quasi-elementary, then using Lemmas (7.9) and (7.10) one can 
show that  D2,0uD1,  1 or D0,2wD1,1 is quasi-elementary. But both  these sets 
are isomorphic to the set C of Lemma (7.11). [ ]  

(7.13). Remark. The techniques above easily extend to show the following: Let 
a+b>3,  ab@O, and let c 6 Z  +. Then the representation of  O(a,b) on cR a+b has 
property (H) if and only if c < min {a, b}. 
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