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§ 1. Introduction 

In  the paper  "Local  uniformization on algebraic surfaces over ground 
fields of characteristic p # 0", Annals of Math., vol. 63 (1956), which will 
be cited as U, we proved tha t  any valuation of a two dimensional algebraic 
function field L over an algebraically dosed ground field k of characteristic 
p =~ 0 can be uniformized (and hence L/k has a nonsingular projective model)l). 
The delicate par t  of this proof was Theorem 4 of U which asserted the follow- 
ing. 

Theorem (1.1). Let K be a two dimensional algebraic/unction field over an 
algebraically closed ground field k o/ characteristic p =V O, let K* be a Galois 
extension o / K  o/ degree p, and let w be a rational nondiserete valuation o /K[k  
having only one extension w* to K*. Assume that w can be uni/ormized. Then 
w* can be uni/ormized. 

The proof of (1.1) given in U was rather  complicated. In  the present paper  
{which is meant  to replace §§ 7, 8, 9 of U) we give a simplified version of this 
proof2). As in U, the main par t  of the proof of (1.1) consists of reducing the 
multiplicity of a p-fold singularity; this par t  is formulated as Theorem (2.2) 
in § 2 and its proof is given in § 5. In  § 3 we deduce (1.1) from (2.2). For  the 
purpose of (1.1) we need to prove (2.2) only for rational nondiserete valuations 
(which was the only case considered in U). Owing to the simplification in the 
proof we have been able to prove (2.2) for irrational valuations as well. We have 
included this because it might  throw some light on the problem of "resolution 
of embedded surface". As in U, along with (2.2) we consider the "pure  insepa- 
rable case";  this is s tated as Theorem (2.1) in § 2 and its proof is given in § 4. 

Given a local domain (R, M) and a valuation w of a field containing R, 
we say tha t  w has center in R if R w ) R and M w ~ R = M where Rw is the 
valuation ring of w and M~ is the maximal  ideal in R w. 

* This work was supported by the National Science Foundation under NSF-G 25225. 
~) This was generalized to perfect k in the subsequent paper "On the field of definition 

of a nonsingular birational transform of an algebraic surface", Annals of Math., vol. 65 
(1957), pp. 268--281. Erratum: on page 279 line 21 of this paper, replace "any finite 
algebraic" by "any". 

3) For corrections to § 1 to § 6 of U see Annals of Math., vol. 78 (1963) pp. 202--203, 
Although §§ 7, 8, 9 of U contain many misprints we need not give errata to them. 
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82 SHREERAM ABHYANKAR: 

Let  (R, M) be a local ring. For  any r E R we set: 

ordRr = maxq  such tha t  r E M~. 

For  any polynomial ](Z) = ~ riZ i in an indeterminate Z with coefficients ri 
i 

in R we set: 
ordR/(Z ) = min (i + ordRr~) . 

Let  R be an integral domain, let x and y be nonzero elements in R, and let 
/ (Z) E R [Z] be monie of degree n in Z. An e lement / '  (Z) E R [Z] is said to be an 
[R, x, y].translate o f / (Z )  if there exist elements r and t in R where t equals a 
unit in R times a monomial in (x, y), i.e., t = 8x~y ~ where u and v are non- 
negative integers and 8 is a unit in R, such tha t  

f (z) = t-~ ! ( tz  + r) .  

Note tha t  ! '  (Z) is then monic of degree n in Z. 
Let  p be a prime number. For  an integer a we write a--~ 0 (p) to mean a 

is divisible by  p, and we write a ~ 0 (p) to mean a is not divisible by  p. For 
integers a and b we write (a, b ) ~  0(p) to mean a ~  0(p) and b ~  0(p), and 
we write (a, b) ~ 0 (p) to mean either a ~ 0 (p) or b ~ 0 (p). 

From § 7 of U we take over Lemmas 12, 13, 14 and Proposition 5. For 
convenience we restate the last proposition thus. 

(1.2). Let R be a two dimensional local integral domain such that the comple- 
tion _~ of R is also an integral domain. Let K and K be the quotient fields o / R  
and R respectively. Let w be a real nondiscrete valuation o / K  having center in R. 
Then w has a unique extension ~ to K having center in R. Furthermore ~ has 
the same residue field and the same value group as w. I n  Tarticular ~ is real. 

In  Proposition 5 of U we have proved this under the assumption tha t  R 
is algebraic (which is the only case needed for the proof of (1.1)). This assump- 
tion was used only in Lemma 14 of U which asserted tha t :  if ~ is any nonreat 
valuation of K having center in R then ~ is discrete of rank two. By a result 
which we have proved elsewherea) it  follows tha t  Lemma 14 of U holds without 
assuming R to be algebraic. F rom (1.2) we deduce 

(1.3). Let (R, M)  be a two dimensional regular local ring with quotient field K.  
Let (x, y) be a basis o / M  and let w be a valuation o / K  having center iu R. Assume 
t],,at there exist elements rl, r~ . . . .  in R and positive integers q(1), q(2) . . . .  

such that w (y  - ~ r 'x ' )  > q(n) w(x) /or every t~sitlve lnteger u and q(n)-+oc l 

n ~ oo. Then w is discrete (o! rank one or two). 
Proo!. Let R be the completion of R and let K be the quotient field of R. 

Let 
r 

*) See Theorem 1 on p. 330 of "On the valuations centered in a local domain", Am. 
J. Math, vol. 78 (1956). 
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t t where z and z n are regarded as elements in R. Then z =~ 0 and z = zn - Zn 

for every positive integer n. Suppose if possible tha t  w is not discrete. Then w 
is real nondiscrete 3) and hence by (1.2) w has a unique extension ~ t o  K having 
center in R, and ~ has the same value group as w. By assumption ~(z~) > 
> q(n)~(x) ;  also x n+l divides z~ in R and hence ~(z~) ~ ~ ( x  TM) => n ~ ( x ) .  

Since z = zn - z~ we get tha t  ~(z) > min(n,  q (n)) ~(x) for every positive integer 
n. This is a contradiction because ~ is real and min(n,  q(n))  -~ c~ as n ~ o0. 

§ 2. Quadratic transforms 
Let  (R, M) be a two dimensional regular local ring with quotient field K. 

Assume tha t  K is of characteristic p 4 0, R I M  is algebraically closed, and R 
contains a subfield k which maps (isomorphicalty) onto R I M  under the natural  
homomorphism of R onto R I M .  Let  w be a real nondiscrete valuat ion of  K 

having center in R. I t  follows tha t  the residue field of w coincides with the residue 
field of R, i.e., k maps (isomorphieally) onto R w / M  w under the natural  homo- 
morphism of R w onto Rw/Mw3) .  Let (x, y) be a basis of M. 

A basis (Xo, Y0) of M is said to be canonically obtained from (x, y) if (Xo, Y0) 
= (x, y) or (y, x). 

Let  (R1, M1) be the immediate quadratic t ransform of R along w4). I f  
w (y) ~ w (x) then let x' = x and y'  = (y/x) - ~¢ where ~ is the unique element 
in k such tha t  w (y') > 0; if w (x) ~ w (y) then let y "  = y and x "  = (x/y) - fl 

where • is the unique element in k such tha t  w ( x " )  > 0. In  the first case (x', y') 
s a basis of M 1 and in the second case (x", y") is a basis of M 1. A basis (xl, Yl) 
of M 1 is said to be canonically obtained from (x, y) if (x 1, Yl) = (x', y') or 
(y', x') in the first case and (xl, Yl) = {x", y" )  or (y", x") in the second ease. 

I f  (R 0, M0) = (R, M) and (R~, Ms) is the immediate quadratic t ransform 
of (R~_I, M~_I) along w for i = 1 . . . . .  n then we say tha t  (Rn, Mn) is the n th 
quadratic transform of R along w. I f  (x o, Yo) = (x, y) or (y, x) and (x~, Yi) is a 
basis of M i which is canonically obtained from (xi_l, Yi-1) for i = 1 . . . . .  n 
then we say tha t  the basis (x,, y~) of M~ is canonically obtained from (x, y). 
Note tha t  if /_I(Z) is a monic polynomial in Z with coefficients in R and 
/~(Z) is an [R~, x~, yt]-translate o f / i _ l (Z )  for i : 0, 1 . . . . .  n then ]~(Z) is an 
[R~, x~, y,] . t ranslate of ]-1 (Z). 

A local ring R* is said to be a quadratic transform of R along w if R* is 
an n th quadratic transform of R along w for some nonnegative integer n. 

Given a monic polynomial ] (Z)  of degree p in Z with coefficients in R, 
we say tha t  the system {], R, x, y} can be resolved (relative to w) if there exists 
a quadratic t ranform (R*, M*) of R along w, a basis (x*, y*) of M* which is 
canonically obtained from (x, y), and an [R*, x*, y*]-translate f*(Z) of ](Z)  

such tha t  0 < ordn. ]* (Z) < p. From the above observation about  translates 
we get the following: Let  (R*, ~/*) be a quadratic transform of R along w, 
let (x*, y*) be a basis of M* which is canonically obtained from (z, y), and leV 
]*(Z) be an [R*, x*, y*].translate of f(Z); if the system {]*, R*, x*, y*} can 

4) For the definition and properties of quadratic transforms see § 2 of the paper cited 
in Footnote 3. 

6* 
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be resolved then  the  sys tem {], R,  x, y} can be resolved. This r e m a r k  will 
t ac i t ly  be used in § 4 and  § 5. 

Wi th  this terminology,  Theorems  5 und  6 of § 7 of U can be s ta ted  as 
follows. 

Theorem (2.1). L e t / ( Z )  = Z~ ~- F where F E R is such that the completion 
o / R  does not contain El~ ~. Then {/, R,  x, y)  can be resolved. 

Theorem (2.2). L e t / ( Z )  = Z~ + (xUyV)~ -1 ~Z  + F where (~ is a unit  in R,  
u and v are nonnegative integers, and F E R.  Then {/, R,  x, y} can be resolvedS). 

The  following l emmas  will be used in the  proofs of the  above theorems which 
will be given in § 4 and  § 5 respect ively.  

(2.3). Let R s be the immediate quadratic trans/orm of R along w. I / w  (y) 
~_ w(x)  and F ~ M q then F E xqR1. 

Proo/. F ~ Mq implies t h a t  F =  ~ Fi~x iy  j w i th  F i t  ~ R. Since w(y)  >= 
i+ j=q  

w (x) we have  t h a t  y/x E R1. Hence  F = xqF * where F* = ~ Fi~ (y/x) ~ E Rs. 
(2.4). Suppose w(y)  ~ w(x).  Let Yl = ( y / x ) -  ~s with a s E k such that 

w(yl)  > O. Suppose w(yl)  >= w(x) .  Let Y2 = (Ys/x) - a s  with a s ~ k such that 
w (y~) > O. So on. This  cannot happen indefinitely, i .e . , /or  some n we must  have 
w (y~) < w (x,). 

Proo]. Otherwise there  would exist  e lements  as, ~2 . . . .  in /c such t h a t  

w y - -  ~ix ~ > n w(x) for every  posit ive integer  n, and  b y  (1.3) this would 

imply  t h a t  w is discrete. 
(2.5). Let R s be the immediate quadratic trans/orm o/ R along w. Assume that 

w(y)  >--_ w(x).  Let xs = x and Ys = (y/x) - ~ with o~ C k such that w(ys) > 0. 
For 0:4: F '  E R let q be the greatest integer such that qp  ~= o r d ~ F ' .  Let F s 
= Xlq~ F '  ~ R s. Let 

F ' = ~ F ' ( i , j )  x i y  ~ and F s = ~ F  1(i,?)" x l y  i 

be the expansions o/ F" and F 1 in the completions ]¢ [Ix, y]] and k [[Xl, Ys]] O/ R 
and R 1 respectively (where F '  (i, j) and F s (i, j) are elements in It). Assume  that 
there exist integers a, b such that: F '  (a, b) =4= O, and F '  (i, j) = 0 lot  all (i, j) =-- 
----~ 0(p) with i + j ~ a + b. Then there exist integers as, b I such that: a s < p, 
b ~ g a + b ,  (al, b l ) ~ 0 ( p ) ,  F~(al, b~):4=O, and F l ( i , j ) = O  lot  all i < a  r I /  
F '  (i, J) = 0 /or all i < .a  then we can choose al, b s so that /urthermore b s ~_ b. 

Proo/. Let  d = ordRF' .  Le t  al = d - qp. Then  a 1 < p. Since F '  (a, b) =~ 0 
we get  d _~ a + b. Le t  b s be the  grea tes t  integer  such t h a t  F '  (d - b 1, bs) =~ 0. 
Then  b s _~ d g a ÷ b. Since F '  (i, j) = 0 for  all (i, j) ~ 0 (p) wi th  i + j _-< a + b, 
we m u s t  have  (d - b 1, bl) m 0 (p). Hence  (a s, bs) ~ 0 (p). I f  F '  (i, j) = 0 for  all 
i < a ,  t h e n a ~ d - b l ,  i . e . , a + b  l g d ,  and  h e n c e a W b  s ~  a + b , i . e . , b ~ g  b. 
Le t  

F = F ' -  ~ F ' ( i , i ) x i y  ~. 
i ÷ i = d  

a) In  Theorem 6 of U we proved (2.2) only when w is ra¢ional. This is the only ease 
nee<led in the proof of (1.1). 
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Then 

,-~ ~F' (i, i) (Yl + ~)~. ÷ 
Now F C Mg+I and hence by (2.3) 

xi-qp F E x~ '+1 R1. 
Therefore 

Z ~ I ( i , i )  i 2" = X a, Z F '  x l y  1 (i, i) (Yl-~ a) i .  
i~a~ l i  ÷ i = d  

Consequently F 1 (i, ~) : 0 for all i < al, and 

F 1 (ax, bl) = F '  (d - bl, bl) =~ 0 .  

§ 3. Proof of Theorem (1.1) 

Using (2.2) we shall now prove (1.1). By  definition, w can be uniformized 
means there exists a projective model of K/k on which the center of w is at  
a simple point. Let  R" be the quotient ring of this point. Since K* is a Galois 
extension of K of degree p, there exists a primitive element z' of K* over K 
such tha t  the minimal monic po lynomia l / '  (Z) of z' over K is of the form 

/ ' ( Z ) = Z ~ + G ' p - I Z + F  ' ,  O 4 G ' E K ,  F ' C K .  

Upon multiplying z' by a suitable element in R"  we can arrange tha t  G' a~ad 
F '  are in R". By Proposition 3 of U, there exists a quadratic transform (R', M')  
of R"  along w and a basis (x', y') of M '  such tha t  G' equals a unit in R '  times 
a monomial in (x', y,)6). By (2.2) there exists a quadratic transform (R, M) 
of R'  along w, a basis (x*, y*) of M which is canonically obtained from (x', y'), 
and elements r and t in R where t equals a unit in R times a monomial in (x*, y*), 
such tha t  0 < ordR/* (Z).< p where /* (Z) = t - ~ / ' ( t Z  + r) CR [Z]. Let  
z* = (z' - r)/t. Then z* is a primitive element of K* over K , / *  (Z) is the minimal 
monic polynomial of z* over K, and 

/* (Z) = Z~ + GP-1 Z + F*  

where F*  C R, and G equals a unit in R times a monomial  in (x*, y*). Since 
w* is the only extension of w to K*, there is only one local ring (R*, M*) 
in K* lying above R. Let  (R*, M*) and (R, M) be the completions of R* and R 
respectively and let E* and E be the quotient fields of R* and R respectively, 
where we are regarding E and K* to be subfields of E*. Since there is only 
one local ring in K* lying above R, by  Proposition 1 of U it follows t h a t / *  (Z) 
is irreducible in R [Z]. I f  G were a unit in R then /*  (Z) would factor modulo M 
into eoprime factors and then by  HE~SEL'S lemma ]* (Z) would factor in R [Z]. 
Therefore G is a nonunit  in R and hence ordR(Z~÷ G ~ - I Z ) ~  p. Let 
n = ord R/* (Z). Since 0 < n < p, we must  have ordRF* = n. Let  A* (X, Y) 
be the form of degree n in indeterminates X, Y with coefficients in k such that  
F * - A * ( x * , y * ) E M  "+1. Take ~ E k  such tha t  A* (1, (~) =~ 0. Let  x = x * ,  
y = y * - ~ x * ,  A ( X ,  Y ) = A * ( X ,  Y T O X ) .  Then (x,y) is a basis of M, 
A (X, Y) is a form of degree n in X, Y with coefficients in k, A (x, y) = A*(x*, y*), 
and A (X, 0) =~ 0. 

s) Also see Theorem 2 of the paper cited in Footnoim 3. 
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Now R =  k[[x,y]] and E =  k((x,y)).  By a theorem of CHEVALLEY~), 
k((x, y)) and k(x, y)ll~ are linearly disjoint over k(x, y). Since K is a subfield 
of E, we get tha t  K and k (x, y)l/p are linearly disjoint over k (x, y), and hence K 
is separable over k (x, y). Therefore K* is separable over k (x, y), i.e. (x, y) is a 
separating transcendence basis of K*/k, and hence (dx, dy) is a K*-basis of the 
vector space W of all simple differentials of K*/k. In  particular dz* = ~ dx  ÷ 
÷ fl dy  with ~ and fl in K*. Take ~ E k such tha t  ~ ÷ ~ =~ 0. Let  z = z* ÷ 7x. 
Then dz = (o~ + ~) dx + fl dy and hence (dy, dz) is a K*-basis of W. Therefore 
(y, z) is a separating transcendence basis of K*/k. Also z is a primitive element of 
K* over K. Let  /(Z) = / *  (Z - ~ x). Then [ (Z) is the minimal monic polynomial 
of z over K and 

/(Z) = Z~ + G~-I Z + F 

where F - A (x, y) E Mn +1 and hence 

ordR/(Z) : ordRF : n .  

Since A (X, 0) ~= 0 and / (z) : 0 we get 

x~ E R* f~ (y, z) -~* = (y, z) R* . 

Now (x, y) R* is pr imary for M* and hence (y, z) is pr imary for M*. 
Let  (S, N) be the quotient ring of k[y, z] with respect to the maximal 

ideal generated by  y and z. Then S is the quotient ring of a simple point on 
a projective model of k (y, z)/k and the restriction of w* to k (y, z) has center in S. 
Now N R *  is pr imary for M* ad hence by  ZARISKI'S "Main Theorem" R* 
is a local ring in K* lying above SS). Consequently the completion S =  k[[y,z]] 
of S can be regarded as a subring of R*. Let  

GP-I= X G ( i , j )  x~y ~ and F =  XF( i ,~ )x~y  j 

be the respective expansions of G p-1 and F in k[[x, y]] where G(i,j)  and 
F (i, ~) are elements in k. Let  

B ( X ,  Y, Z) = Z ~' ÷ (2:a(i, i) x~ Y~) z ÷ XF( i ,  i) X~ ys C k [[X, Y, Z ] ] .  

Then 
B ( X ,  O, O) - ,~X n E X'~+l k[[X]] where 0 : ~ 2 E k .  

Therefore by  the Weierstrass preparation theorem 

B (X, Y, Z) -- C (X, Y, Z) D (X, Y, Z) 

where C(X,  Y , Z )  and D(X,  Y , Z )  are elements in It[IX, Y,Z]]  such tha t  
C(X,  Y, Z) is a monic polynomial of degree n in X with coefficients in k [[Y,Z]] 
and D (0, 0, 0) ~= 0. Then 

0 = / ( z )  = B(x,  y, z) =: C(x, y, z) D(x, y, z) 

and D ( x , y , z )  is a unit  in R*. Therefore C (x, y, z) -- O. Consequently 
[k((y, z ) ) (x ) :k ( (y ,  z))] g n. Let  H be the integral closure of ]c[[y, z]] in 

~) See Prope6itioa 1.5 in: C. 0~Ev~r.~Y, "Some properties of ideals in rings of power 
serieu", Trans. Am. Math. Soe., vol. 55 (1944), pp. 68----84. 

s) See the proof of Proposition 1 of the paper cited in Footnote 1. 
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k((y, z)) (x). Then  H is a complete  local r ing and  i t  is a subspace of R*.  Also 
x E H  and  y ~ H .  Therefore  R = k [ [ x , y ] ] C H  and z EH. Consequent ly  
k((x, y)) (z) C k((y, z)) (x). Now z is a pr imi t ive  e lement  of K*  over  K and  hence z 
is a pr imi t ive  e lement  of E*  over  E b y  Proposi t ion  1 of U. Therefore  
k((x, y)) (z) = E* and  hence k((y, z)) (x) = E*.  Consequent ly  d ( R * :  S) 
= [E* : k((y, z))] -<. n < p. Therefore  w* can be uniformized b y  Corollary 2 
on p. 510 of Ug). 

§ 4. Proof  of Theorem (2.1) 
Let. 

F =  Z F ( i , j )  x~y ~, F ( i , j )  Elc, 

be the  expansion of F hi the  complet ion k [Ix, y]] of R. 
B y  assumpt ion  F ¢ k[[x~, y~]]. Le t  d be the  smallest  integer  such t h a t  

/(a,  b) =~ 0 for some (a, b ) ,  0 (p) wi th  a + b = d. Le t  q be the  grea tes t  integer  
such that. qp <= d. Let  

r =  ~ '  F ( ip ,  i p ) l /~x~yJER ,  
i + t ~ q  

let F '  - F - r ~, and  let Z F'  (i, j) x~y j be the  expansion of F '  in k [[x, y]]. Then  
F' (a, b) ~= O, F'  (4, j) = 0 for all (i, j) ~ 0 (p) wi th  i ~- ?" g a ~- b, and  q is the  
grea tes t  integer such t h a t  qp ~ ordnF ' .  Relabel  x and  y so t h a t  w (y) ~ w (x). 
Le t  x 1 = x and  Yl = (y/x) - ~ with ~ E k such t h a t  w (Yl) > 0. Le t  R 1 be the  
immedia te  quadrat ic  t ra l l s form of R along w. Le t  F 1 = x~qpF' and let 

• i i XF1 (I,]) xl Yl be the  expans ion  of F 1 in k [[Xl, Yl]]. B y  (2.5) there  exist  integers 
al, b 1 such t ha t :  a 1 < p, (al, bl) * 0(p),  Fl(al, bl) ~ 0, and  FI(I ,~)  = 0 for all 
i < a 1. Now 

h(z) = x V ~ P / ( x ~ Z  - r) = Z~  + F~ 

is an  JR1, xl, y l ] - t rans la te  of [(Z) and  hence i t  is enough to  show t h a t  ([1, R1, 
xa, y~} can be resolved. U p o n  replacing {1, R, x, y} b y  {1~, R1, Xl, Yl} i t  thus  
suffices to  p rove  the  following. 

(4A). Assume that there exist integers a, b such that: a < p, (a, b) 2~ O(p), 
F(a,  b) ~ O, and F( i ,  ~) = 0 /or all i < a. Then (], R, x, y} can be resolved. 

Proo/. Let  q' be the  grea tes t  integer  such t h a t  q ' p  g a + b. Le t  

r = ~ F( ip ,  ip ) l /~x ty  ~ E R ,  
i+i~q" 

let F ' =  F -  r' ,  and let  Z F ' ( i , ~ ) x t y  ~ be the  expans ion  of F in It[Ix, y]]. 
Then  F' (a, b) = F(a,  b) :~ O, F '  (i, j) = 0 for  all i < a, and F' (i, ~) --- 0 for  all 
( i , j ) ~ 0 ( p )  wi th  i + ~ - ~  a + b .  Since a + b ~ O ,  we have  F ' ( 0 , 0 ) = 0 ,  
i.e., ordn F" > O. 

We shall p rove  (4.1) b y  induct ion on b. I f  b = 0 then  0 < ord R F '  g a + b 
= a < p and  we are done. Now let  b > 0 and  assume t h a t  (4.1) is t rue  for all 
values of b smaller  than  the  g iven one. Le t  Rx be the  immedia te  quadrat ic  
t rans form of R along w. 

~) This is the only place in the proof of (I.1) where we are using the a s s u m p t i o n  t h a t  w 
is rational. 
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(I). Suppose w (y) < w (x). Let  Yl = Y and x 1 = x/y. If  ordRF'  < p then  we 
are done. Now assume tha t  F '  E M~. Le t  

h (Z) = y~-~ / (y l  z - -  r )  = Z p -}- F 1 . 

T h e n F  I = y l P F  ' ER 1. Let  Z F I ( i , i )  x~yJ 1 be the  expansion of F~ in k [[x~, yl]]. 
Le t  b 1 ----- a + b - p. Then  b 1 < b and (a, bl) ~ 0(p). Computing in ]c[[xl, Yl]] 
we get  

F~ = y ~  ~ F( i , i )  ~YJ = ~ F( i ,  i) xlYl +j-~'. 
i W j > p , i > a  iT j>p, i~_a 

Therefore  F 1 (a, bl) = F '  (a, b) =~ 0, and F 1 (i, ]) = 0 for all i < a. Since b 1 < b, 
(/1, R1, xl, Yl} can be resolved by  the  induct ion hypothesis.  

(II.) Suppose w ( y ) >  w(x). Let  x 1 - - x  and Y l = ( y / x ) - ~  with ~ k  
such tha t  w(yl) > 0. Le t  q be the greatest  integer  such tha t  qp ~ ordRF' .  Let  

/1(2) = x~q~ / ( x [ Z  - ~) = z ~  + F~ 

where F1 = Xlq~'F" ER 1. Le t  27F~ (i,i) x~y~ be the  expansion of F~ in k [[x~,y~]]. 
B y  (2.5) there  exist integers al, b~ such tha t :  a x < p, bl g b, (a~, b~)~ 0 (p), 
F~ (ax, bx) 4 0, and F~ (i, i) = 0 for  all i < a 1. I f  b~ < b then  {/x, R ,  x~, y~} can 
be resolved by  the  induct ion hypothesis.  So now assume tha t  b~ = b. 

I f  w (yx) < w (xl) then  {h, R~, xl, y~} can be resolved as in (I) with/1, R~, x~, yl, 
a 1 r ep lac ing / ,  R, x, y, a. If  w(y~) >= w(xl) t hen  proceed as in (II) with ]~, R1, 
x~, y~, ax replacing ], R, x, y, a. B y  (2.4) this cannot  happen indefinitely. 

§ 5. Proof  of Theorem (2.2) 
Recall t ha t  now 

/(Z) -~ Z ~ ÷ (x'~y~) ~-1 ~ Z ÷ F 

where u and v are nonnegat ive  integers, ($ is a un i t  in R, and F C R. Le t  

F =  Z F ( i , i )  x~y j, F( i , i )  Elc, 

be the  expansion of F in the  complet ion k [Ix, y]]  of R. Consider the following 
conditions. 

A ' .  There  exist integers a, b such tha t :  a + b < n p ,  F(a, b) 4: O, and 
F (i, i) = 0 for all (i, j) ~ 0 (p) with i + j ~ a + b. 

B~. max(u ,  v) ~ n. 
C~. u > 0 and there  exist integers a, b such tha t :  a < p, b < np, (a, b) 

0(p), F(a, b) :4: O, and F ( i , i )  = 0 for all i < a. 
Le t  A n (resp. : B, ,  C,) be the s ta tement  t ha t  {/, R, x, y} can be resolved 

if condit ion A~ (resp. : B~, C~) is satisfied. In  (5.5, 5.6, 5.7) we shall respect ively 
prove t h a t  for  all n ~ 0 : An ~ Bn, Bn ~ Cn+l, Cn+l ~ An+r Since A~ is never  
satisfied, i t  would follow tha t  B .  is t rue  for all n -- 0. Then  upon taking 
n _~ m a x  (u, v), by  B ,  it. would follow tha t  (f, R, x, y} can always be resolved. 
The  special considerations needed in the proof of (5.5) when w is irrat ional  are 
/nude in (5.2', 5.4', 5.4",  5 .4 '") ;  the  proof of (2.2) when w is rat ional  does no t  
depend on (5.2', 5.4', 5.4", 5.4'").  
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I n  (5.1, 5.2, 5.2 ' ,  5.3) we shal l  cons ider  t he  ex i s tence  of su i t ab le  [R, x, y]- 
t r a n s l a t e s  of ] (Z), a n d  t he r e  for a n y  G ~ R b y  G (i, ~) we shal l  d e n o t e  t he  coeffi- 
c ient  of x iy  j i n  t h e  e x p a n s i o n  of G i n  k [Ix, y]] .  

(5.1). Assume  that u > O. For r E R whose existence is asserted below let 
F '  = / ( r ) .  

(5.1.1). Given n there exists r ~ R such that: F '  (O, j) = F(O, ~) /or all i ~ O(p), 
and F '  (0, ]p) = 0 / o r  all ~ ~ n. 

(5.1.2). Given n there exists r C R such that: F '  (i, ~) = F (i, ~) /or all i < p, and 
F'  (ip, ~p) = 0 whenever 0 < i < u and ] -<- n. 

(5.1.3). There exists r ~ R such that: F ' ( i , ] ) = F ( i , ~ )  ]or all i < p, and 
F '  (ip, ]p) = 0 whenever i + ] < u ÷ v and i > O. 

(5.1.4). There exists r 5 R such that: F ' ( i ,  ~ ) =  F( i ,~)  /or all i < p, and 
F" (ip, ]p) = 0 whenever i + ] < m a x ( u ,  v) a n d  i > 0. 

(5.1.5). There exists r ~ R such that: F '  (0, i) = F(O, i ) / o r  all ~ ~ O(p), and 
F'  (ip, ~p) = 0 whenever i ÷ ] < m a x ( u ,  v). 

Proo/ o/ (5.1.1). T a k e  r = - ~.," F ( 0 ,  ]p)~/pyJ. 
j g n  

Proo /o f  (5.1.2). B y  i n d u c t i o n  on  ra (0 < m < u) we shal l  f ind  r m E R such  
t h a t  for F,n = / (r~) we have  : F m (i, ]) = F (i, ]) for al l  i < p, a n d  F m ( ip ,  ?'p) = 0 
w h e n e v e r  0 < i ~ m a n d  ] ~ n ;  i t  will  t h e n  suffice to  t a k e  r = r u _ r  F o r  m = 0 
t ake  r o = 0. Le t  m > 0 a n d  suppose  we h a v e  f o u n d  r ~ _  1. T a k e  

r m == r m _  1 -  ~.-~ F m _ l ( m p ,  ]p)l/~xmy~. 

Proo/ o/ (5.1.3). B y  i n d u c t i o n  on  m (0 < m < u + v) we shal l  f ind  r~  C R 
such t h a t  f o r F  m = ] (r~) we h a v e :  Fro(i, j) = F (i, j) for all  i < p, and F ~ ( i  p,] p) 
= 0 w h e n e v e r  i + ] < m a n d  i > 0;  i t  wil l  t h e n  suffice to  t a k e  r = ru+~_ 1. 
For  m = 0 t a k e  r 0 = 0. Le t  m > 0 a n d  suppose  we h a v e  f o u n d  r ~ _  1. T a k e  

r~ = r m_l -- ~ F , t_  1 (ip, ip)S/vx~y ~ . 
i + ~ = m , i > O  

Proo] o/(5.1.4).  I f  v # 0 t h e n  m a x ( u ,  v) < u ÷ v a n d  we e a r  a p p l y  (5.1.3). 
Now suppose  v = 0. T h e n  m a x ( u ,  v) = u. T a k i n g  n = u in  (5.1.2) we f ind  s ~ R 
such t h a t  for  F *  = / ( s )  we h a v e :  F*( i ,  ]) = F( i ,  ~) for  al l  i < p, a n d  F * ( i p , ] p )  
= 0 w h e n e v e r  0 < i < u a n d  j < u. S ince  k is a lgebra i ca l ly  closed, t he r e  
exists  a ~ k such  t h a t :  a n + ~a  + F * ( u p ,  O) ~ M .  T a k e  r = s + a x  ~. 

Proo] o] (5.1.5). T a k i n g  n = m a x ( u ,  v) i n  (5.1.1) we fred s C R such  t h a t  for  
F *  = ] (s) we h a v e :  F *  (0, j) = F (0, j) for al l  j ~ 0 (p), a n d  F *  (0, j p )  = 0 for  all  
j ~ m a x  (u, v). L e t  ]* (Z) = / ( Z  + s). T h e n  

/*(g)  = Zv + (x~,y~)v-l~Z + F *  . 

H ence  b y  (5.1.4) t he re  exis ts  t E R such  t h a t  for F ' = / * ( t )  we h a v e :  F ' ( i ,  ~) 
= F*(i ,~)  for al l  i < p,  a n d  F ' ( i p , ~ p )  = 0 w h e n e v e r  i -4- ~ < m a x ( u ,  v) a n d  
i > 0. T a k e  r = s + t a n d  n o t e  t h a t  F '  = ]* (t) = / (r). 

(5.2). Assume that u > 0 and there exist integers a, b such that: a < T, (a,b) 
O(p), F(a,  b) # O, and F(i ,~)  = 0 / o r  all i < a. Then there exists r E R such 
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that ]or F '  -- ](r) we have: F '  (a, b) + O, F '  (i, j) = O /or all i < a, and F '  (i, j) = 0 
/or all (i, j) ~ 0 (p) with i + j < p m a x  (u, v). 

Proo]. I f  a =~ 0 t hen  a p p l y  (5.1.4), and  if  a = 0 t h e n  a p p l y  (5.1.5). 
(5.2'). Assume  that ra in(u ,  v ) >  0 and there exist integers a, b such that: 

a < p, b < 2p,  (a, b) ~ O(p), F(a ,  b) ~= O, and F( i ,  j) = 0 /or all i < a. Then 
there exists r E R such that/or F '  = ] (r) we have: F '  (a, b) ~ O, F '  (i, j) = 0 / o r  all 
i < a, and F '  (i, ~) = 0 / o r  all (i, ~) ~ 0 (p) with i + j < a + b. 

Proo]. B y  (5.2) there  exists  s E R  such t h a t  for  F * = / ( s )  we have :  
F*(a,  b) ~= 0, F * ( i , j )  = 0 for all  i < a, and  F * ( i p ,  jp )  = 0 whenever  i + } =< 

max(u, v). 
B y  as sumpt ion  a + b < 3 p ;  hence if  m a x ( u ,  v) _>-- 2 t hen  we m a y  t a k e  

r =  s. Aga in  b y  a s sumpt ion  m a x ( u ,  v ) ~  1; also if  a =  0 t hen  a +  b < 2 p ;  
hence if  a = 0 then  we m a y  aga in  t a k e  r = s. 

W e  are  now left  wi th  the  case when a ~= 0 a n d  m a x  (u, v) = rain (u, v) = 1, 
i.e., when a > 0 and  u = v = 1. L e t / * ( Z )  - ~ / ( Z  + s). Then  

]*(Z) = g~ + (xy )~- lOZ + 2'* . 

Le t  ~ be the  unique  e lement  in k such t h a t  ~ - / ~  ~ M. Since k is a lgebra ica l ly  
closed, there  exis ts  a E k such t h a t  

1°). ~ + ~ ~ + F *  (p, p) = 0. 

L e t  r = s + t where 

2°). t = a x y  - -  F * ( 2 p ,  O)~/~x ~ . 

Then  

3°). F '  = ](r) = / * ( t )  = t ~ ÷ ( x y ) p - i ~ t  + F*  . 

B y  2 o ) and  3 o ) we ge t  

F '  ~ F *  mod x~R 
i.e., 

F ' ( i , ~ ) = F * ( i , j )  for  all  i < p .  

I n  pa r t i cu l a r  F'  (a, b) = F* (a, b) ~= O, a n d  F '  (i, i)  = F *  (i, j) = 0 for al l  i < a. 
Since a > 0 we ge t  t h a t  F ' ( 0 ,  0) = F ' ( 0 ,  p) =- F ' ( 0 ,  2p)  = 0. B y  1°), 2 °) a n d  3 °) 
we ge t  

F '  ~ F*  - F*  (p, p)x~y~ - F*  (2p, 0)x  ~ - F *  (2p, O)l/pSx~+ay ~-1 m o d M  ~p+I. 

Therefore  F ' (p ,  p) = F ' ( 2 p ,  0) --- 0, and  F ' (p ,  0) = F * ( p ,  0) = 0. Thus  
F ' ( i p , ~ p ) = O  whenever  i + i ~ _  2p. Since a + b < 3 p ,  we conclude t h a t  
F '  (i, j) = 0 for  all  (i, j) ~ 0 (p) wi th  i + j ~ a + b. 

(5.3). There exists r E R such tha t /or  F '  = / ( r )  we have: F ' ( i ,~)  = 0 / o r  all 
(i, i) ~ O(p) with i + j ~_ p m a x ( u ,  v). 

Proo]. I f  m a x  (u, v) = 0 t hen  we can  t a k e  r E/¢ such t h a t :  r~ + Or + F E M.  
I f  m a x ( u ,  v) > 0 t hen  u p o n  re labeI l ing x and  y we m a y  assume t h a t  u > 0, and  
t hen  we can  a p p l y  (5.1.5). 

(5.4). I~ u = v = 0 then {], R,  x, y} can be resolved. 
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Proo/. B y  (5.3), /(Z) a lways has  an JR, x, y] - t rans la te  

/ ' ( Z ) = g ~ + ( x " y ~ ) ~ - l ~ g + F  ' with F ' E M .  

I f  u = v = 0 then  0 < ordR]'  (Z) < p and hence {/, R, x, y} can be resolved. 
(5.4'). Assume that w(x) and w(y) are rationally independent and u + v = 1. 

Then {], R, x, y} can be resolved. 
Proo/. Upon  relabelting x and  y we m a y  assume t h a t  

[(Z) = Zp + y~- l~Z  + F .  

By (5.3), / (Z)  has  an JR, x, y] - t rans la te  

] ' ( Z ) = Z  p + y ~ - I ~ Z + F '  with F ' E M .  

Let  R 1 be  the  immed ia t e  quadra t ic  t r ans form of R along w. 
(I). Suppose w(y) < w(x). Let  x 1 -~ y, yl : x/y. I f  F '  ¢ Mp then  0 < 

< ordR/ ' (Z  ) < p and  we are done. Now assume t h a t  F ' E  Mp. Le t  / t(Z) 
= x~P]' (xlZ). Then  

h ( Z ) = Z  ~ + ~ Z + F ~  with  F ~ E R ~ .  

Now {h, R1, xl, Yl} can be resolved b y  (5.4). 
(II) .  Suppose w(y) > w(x). Let  x 1 = x, Yl -~ y]x. Then  w(xl) and  w(yl) are 

ra t ional ly  independent .  I f  F '  ¢ M~ then  0 < o r d n / ' ( Z  ) < p and  we are do~e. 
Now assume t h a t  F '  C M~. Le t  h (Z) = x'~p]' (xlZ). Then  

h(Z)  = Z~ + y~- I~Z  + F1 with F1C R1. 

I f  w(yl) < w(xl) t hen  {/1, R1, xl, Yl} can be resolved as in (I). I f  w(yl)>w(xl)  
then  proceed as in (II) .  This cannot  happen  indefinitely; namely ,  (II)  can recur  
at  mos t  d t imes where d is the  grea tes t  integer  such t h a t  d <= w (y)/w (x). 

(5.4"). Assume that w (x) and w (y) are rationally independent, rain (u, v) > O, 
and there exist integers a, b such that: a < p, b < 2p, (a, b) ~ 0(p), F(a, b) 4= 0, 
and F(i ,  j) -- 0 /or  all i < a. Then {/, R, x, y} can be resolved. 

Proo/. We shall p rove  this b y  induct ion on b. B y  (5.2'), ](Z) has an  [R,x,y]- 
t rans la te  

/ '(Z) = Z~ + (x~'y~)~-~Z + F'  

such t h a t  for the  expansion w F' (i, j) x t yt of F '  in k [ [x, y] ] we have :  F '  (a, b) 4= 0, 
F '  (i, j) = 0 for all i < a, and  F '  (i, j) ---- 0 for all (i, j) ~ 0 (p) with i + j ~ a + b. 
I f  b = 0 then  0 < o r d R f  (Z) ~ a + b < p and  hence {/, R, x, y} can be resolved. 
Now let b > 0 and  assume t h a t  (5.4") is t rue  for all values  of b smaller  t h a n  the  
given one. Le t  R 1 be the  immedia te  quadra t ic  t r ans form of R along w. 

(I). Suppose w(y) < w(x). Le t  Yl = Y, xl = x/y. Then  w(xl) and  w(yl) are 
ra t ional ly  independent .  I f  F '  ~ M ~ then  0 < o rdRf  (Z) < p and  we are done. 
Now assume t h a t  F '  E M~. Then  a + b _~ p. Le t  b 1 = a + b - p. T h e n  (a, bl) 

0 (p) and  b~ < b. Let  ]1 (Z) = y ~ / '  (ylg). Then  

[~ (Z) = Z~ + (x~ Yl ) ~Z + F~ wi th  $'1 ~ R1,  

where u~ = u > 0, v x = u + v - 1 > 0. Le t  S F~(i,j)x~Y~ be the  expansion 
of F~ in k[[x~, y~]]. Comput ing  in k[[x~, yl]] we get  

F~ = y ~ F '  = Z F ' ( i , i ) ~ Y ~  +~-~. 
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Therefore  F 1 (a, bl) ~-- F '  (a, b) =~ 0, and F 1 (i, j) = 0 for  all i < a. Since b 1 < b, 
{[1, R1, xl, Yl} can be resolved b y  the  induct ion hypothesis .  

(II).  Suppose  w ( y )  > w(x ) .  Le t  x 1 = x,  Yl = y/x .  Then  w ( x l )  and w ( y l )  are 
ra t ional ly  independent .  Le t  q be the  grea tes t  integer  such t h a t  qp  ~ ordRF' .  
Then  q _~ a + b < 3 p  and  hence q ~ 2. L e t  [1 (Z) = x~qp / '  (xqZ).  Then  

Ul Vi ~ -- 1 ]i (Z) = Z ~ ÷ (x 1 Yl ) ~Z + F 1 

where F 1 = x l q P F '  ~ R 1 ,  u 1 : U -~ V --  q ~ O, v I = v > O. I f  u 1 = 0 t hen  v 1 = 1 
and  hence {/1, RI, xl, Yl} can be resolved b y  (5.4'). Now assume t h a t  u I > 0, 
i.e., min(u i ,  v l ) > 0 .  L e t  ~ F l ( i ,  " i j } ) x l Y  1 be the  expansion of F 1 in lc[[xl, Yl]]. 
B y  (2.5) there  exist  integers al, b 1 such t h a t :  a 1 < p, b 1 g b, (al, bl) ~ 0 (p), 
FI (a~, bi) =~= 0, and  F 1(i, ]) = 0 for  all i < a r I f  b x < b then  {/i, Ri, xi, Yl} can 
be resolved b y  the  induct ion hypothesis .  So now assume t h a t  b I = b. 

I f  w ( y l )  < w ( x l )  t hen  {/1, R1, xl, Yl} can be resolved as in (I). I f  w ( y l )  > w ( x l )  
t hen  proceed as in (II) .  This  cannot  happen  indefinitely;  namely ,  (II)  can recur  
a t  fnost d t imes where d is the grea tes t  integer  such t h a t  d ~ w (y)/w (x). 

(5.4'").  Let  n > 0 be given. S u p p o se  that A n  is true and also suppose  that:  
(D) i / m i n ( u ,  v) < m a x ( u ,  v) = n then {[, R ,  x ,  y}  can be resolved. N o w  assume  
that:  w (x) and w (y) are rat ionally  independent;  u = v = n;  and  1 < w (y) /w (x) < 2 
or 1 < w (x) /w (y) < 2. T h e n  {1, R ,  x,  y} can be resolved. 

Proo]. Upon  relabelling x and  y we m a y  assume t h a t  1 < w (y)/w (x) < 2. 
Let  (Ri,  M i )  be the  i th quadra t ic  t rans form of R along w. Le t  x I = x, Yl = y/x ,  
Y,  = Yl, x ,  = x l / y  1. Then  (xi, Yi) is a basis of M~ which is canonically obta ined  
f rom (x, y) for i = 1, 2 ; also w (xz) and  w (y2) are ra t ional ly  independent .  

B y  (5.3) , / (Z)  has an [R, x,  y]- t rans la te  

]*(Z)  = Z v  + ( x ~ y n ) v - l S Z  + F *  with F *  C R ,  

such t h a t  for the  e x p a n s i o n ~  F*  (i, ~) x lyJ" of F*  in k [ [x, y]] we have  : F*  (i, j) = 0 
for all ( i , j ) ~  0(p) wi th  i + ~ ~ n p .  For  a m o m e n t  suppose t h a t  o rdnF*  => 

(n ÷ 1)p. Le t  ] ' (Z)  = x ~ ( n + l ) ~ / * ( x ~ + l Z ) .  Then  

] ' (Z)  = Z v  + ( x ~ ' y ~ ' ) v - ~ S Z +  F '  with F '  C R , ,  

where u '  = n - 1 ~ 0 and  v' = n. I n  par t icu lar  min (u ' ,  v') < max(u ,  v) = n 
and hence {[', R1, xx, Yl} can be resolved b y  (D). Now assume t h a t  ordRF* < 
< (n + 1)p. Take  integers a, b such t ha t :  F * ( a ,  b) # 0, and  F * ( i , j )  = 0 
whenever  i + ] < a + b. B y  the  previous condit ions on F *  (i, ~) we then  have :  
a + b < ( n + l ) p ,  ( a , b ) ~ 0 ( p ) ,  and  F * ( i , ~ ) = 0  for  all ( i , ~ ) ~ 0 ( p )  wi th  
i ~- ~ g a + b. I f  a + b < n p  t hen  {]*, R, x, y} can be resolved b y  A~. So also 
assume t h a t  a + b ~ n p ,  i.e., ord/~F* ~ n p .  L e t  [I(Z)  ~- x '~'~'J*(x~Z).  Then  

h(z) = z ~ +  (x~y~)~-~z + ~ with ~ ~ R~. 
L e t  Z F " " ~ (~ , } )x iY  1 be the  expans ion  of F~ in k[[x~, Yl]]- Le t  a~ = a + b -  n p ,  
b~ = b. Then  a 1 < p, b~ = b ~ a + b < (n + 1) p, and  (a~, bl) ~ 0 (p). Comput ing  
in k [[x~, y~]] we get  

F~ = x~-n~F * = ~ F*~i, , ~x~+~-nv"~ v~ • 
i + i > n p  

Therefore  F~(a~, b~) = F * ( a ,  b) 4 O, and F~(i,  ~) = 0 for  all i < a r 
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Since n > 0, by  (5.2) , / (Z) has an  [R1, xl, yl]- translate 

I*(Z) = Z v + (x~y~)~-l~Z + F*  

such tha t  for the expansion ~ F ~ ( i , "  i i ?)x ly  1 of FI* in k[[xl,  Yl]] we have :  
F* (al, bl) 4 0, F~* (i, j) = 0 for all i < a 1, and FI* (i, ?') = 0 for all (i, j) ~ 0 (p) 
with i ÷ ] <= np.  For  a momen t  suppose t h a t  ordR1F* ~ (n + 1)p. Le t  f ' ( Z )  
: y~ (n+ 1)v/* (y,~ + 1Z) ' Then 

U" V'" ~--1 .~t ,  F "  / "  (Z) = Z ~ + (x~ Y2 ) ~Z ÷ with E R2,  

where u"  = n and v" = n - 1 >= 0. I n  part icular  min (u" ,  v") < m a x ( u ' ,  v") 
= n and hence ( f ' ,  R~, x2, y~) can be resolved by  (D). Now assume t h a t  
ord~ F* < (n ÷ 1)p. I f  F*( i ,  j) =4= 0 for some i, j with i + i < n p  then  
(/*, R1, xl, Yl) can be resolved by  A~. So also assume t h a t  F*  (i, j) = 0 whenever  
i + ] < np ,  i.e., ordR F*  ~ rip. Then in part icular  a 1 + b I >= np.  Le t  ]~(Z) 
= y~nv/*  (y~Z). Then 

/~(Z) = Z~ + (x~y~)~-~(~Z + F~ with _~ ~ R 2 .  

Let  ~ F2(i, j)x~y~ be the expansion of F 2 in k [Ix2, yg]]. Le t  a 2 = al, b~ = a I ÷ 
÷ b I -  np .  Then a~ < p, b 2 < p + (n ÷ 1 ) p -  n p =  2p,  and  (a~, b~).~ 0(p). 
Computing in k [Ix 2, y~]] we get  

F~ = U~nVF * = X F*  (i, ] ) 4 y l  + i - * ~ .  
~ + j ~ n p ,  i ~ a l  

Therefore F2(a~, b2) ~- F~(al ,  bl) :4: 0, and F2(i,~) = 0 for all i < a 2. Conse- 
quent ly  {/2, R2, x~., y~} can be resolved by  (5.4"). 

(5.5). For any n ~ 0 : An ~ Bn. 
Proo/. We make  induct ion on n. B o is t rue by  (5.4) and hence (5.5) is trivial 

for n = 0. Now let n > 0 and assume tha t  An-1  ~ B , , - r  Note  t h a t  for all 
m g n : A~  ~ A~ and hence A ,  ~ Am. I n  particular,  now A~ ~ A~_I ~ B ~ - r  

Thus we m a y  assume t h a t  An and B~_ 1 are true. We are given tha t  
max (u, v) ~ n, (n > 0). We want  to  prove t h a t  {/, R, x, y} can be resolved. 

Le t  (Ri,  M i )  be the ith quadrat ic  t ransform of R along w. We define xo, Y0, 
x~, y~ . . . .  as follows. Let  x 0 = x, Yo = Y. Suppose we have defined xo, Yo . . . . .  xi, 
Yi, (i ~_ 0). I f  w(yt)  >= w(xt) then let zi+ 1 : Xi ,  Yi+l = (yi/x~) -- ~i with a~ ~ k 
such t h a t  w(y~) > 0;  if w(y~) < w(x~) then  let x~+ I = y~, y~+~ = x dy  ~. Then 
(xi, y~) is a basis of M~ which is canonical ly obtained f rom (x, y) for all i ~ 0. 
Nex t  we define integers u0, vo, ul, v I . . . .  b y  the  following recurrence equat ions 
where we t ake  u o = u, v o --: v. 

1°). ut+~ = u~ + v~ -- n. 

0 if w(y~) = w(x~) 

20). v i + l =  v~ if w(y~) > w(x~) 
u~ if w(y~) < w(x~). 

For  a momen t  suppose tha t  m ax  (u~, v~) = n for  all i ~ 0. Then  by  1 °) 
and 2 o) we get  t ha t  min(u~, v~) ~_ 0 for all i _~ 0. Le t  if possible ~ ~ 0 be such 
tha t  min(u~, v~) <: n. Then  u~+l<  n by  1°); hence v~+ 1 --- n because max(u~+l,  
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vj+l) = n. Thus min(uj,  v~.) < n implies t h a t  uj+ 1 = min(ui+l ,  Vj+l) < n = Vj÷l, 
and this in tu rn  implies t h a t  u~+ 2 = min(uj+2, vj+~) < n = v~+s, and so on. 
I n  other  words we now have u e < v e = n for all e > )'. Consequently b y  2°), 
w(ye) > w(x , )  for all e > ~. Whence f rom the  definition of xi+l, Yi+i we get t ha t  
for all e > ~ : w(y , )  > w(x~), x~+ 1 = xe, Y~+I = y~/x~. By (2.4) this contradicts  
the  fact  t h a t  w is real nondiscretel°). Thus  we have proved 

(I). I f  max  (ui, vi) = n for all i ~ 0 then ui = v~ = n for all i _~ 0. 
I f  w (x~) and w (Yt) are rat ional ly dependent  for some i ~ 0, then  for some 

_~ i we mus t  have w(yj)  = w(xj)  and hence vj+ 1 = 0 by  20). Therefore by  (I) 
we get  

(II) .  I f  max  (ui, vi) = n for all i ~ 0 then  w (xi) and w (Yi) are rat ional ly 
independent  for all i ~ 0. 

Hav ing  made these two observations we proceed to  prove tha t  {/, R, x, y} 
can be resolved. 

I f  max  (u, v) < n then we are done by  Bn-1. Now assume tha t  max  (u, v) = n. 
B y  (5.3), /(Z) has an [R, x, y]- t ranslate  

/ '  (g) = Zv  + (x~,y,)V-l(~Z + F '  

such tha t  for the expansion ~ F '  (i, ~) x i y  ~ of F '  in k [[x, yJ] we have:  F '  (i,j) = 0 
for all (i, ~) ~ 0 (p) with i + ] ~_ np.  I f  F '  (a, b) ~ 0 for some a, b with a ÷ b < 
< n p  then {/', R,  x, y} can be resolved b y  An. Now assume tha t  F '  (a, b) = 0 
whenever  a + b < n p ,  i.e., o rdRF'  ~ np.  Let  ]I(Z) = x-~n~/'(x~Z). Then 

/l(Z) = z~ + (~pyp)~-i~lZ + F1 

where F 1 ~R1, ~1 is a uni t  in R1, max(u1, vl) ~ n, and min(ul ,  vl) ~ 0. I f  
max  (ul, vl) < n then  we are done by  Bn_l.  Now suppose tha t  max (Ul, Vl)= n. 
Thus  either {], R, x, y)  can be resolved, or ](Z) has an [RI, xl, yl]- translate 

h (Z) = Z~ .~ (x[ 'y~')v-l~l  Z + .F 1 

where F 1 E R:, ~1 is a uni t  in R1, m ax  (ul, vl) = n, and rain (Ul, Vl) ~ 0. 
Upon  rep lac ing/ ,  R, x, y b y  ]1, R1, Xl, Yl in the above a rgument  we deduce 

t h a t  either {/1, R1, xl, Yl} can be resolved or fl (Z) has an [R2, x2, y2]-translate 

l~l Vl i0 --  1 /2 (Z) = Z v + (xs Ys ) ~2 Z + 2'2 

where F~ E R~, ~ is a uni t  in R2, max  (u~, vs) = n, and min (u2, v2) ~ 0. 
Repeat ing  this procedure we conclude the following: 
(III) .  Ei ther  {/, R, x, y} can be resolved or for all i ~ 0 we have : max  (us, vi) 

= n, min(u~, v~) ~ 0, a n d / ( Z )  has an [Rt, xi, y~]-translate 

where F~ ~ R~ and ~ is a uni t  in R~. 
I n  view of (I) and (II),  b y  ( I I I )  we get  (IV) and (V): 
(IV). I f  mill (u, v) < max  (u, v) = n then  (/, R,  x, y} can be resolved11). 

~a) Actually it even contradicts the fact that w is real. 
n) We are assuming A~ and B~_ ~. 
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(V). E i the r  {], R, x, y} can be resolved or 30): for  all i >- 0 we have  t h a t  
w (xi) and  w (Yi) are ra t ional ly  independent  and  t (Z) has  an [R i, xi, yi] - t rans la te  

ti (Z) Z~ + (x, Yi) ~tZ + F i  

where F i  { Ri and  ~i is a uni t  in R~12). 
We m a y  now assume t h a t  3 °) prevails.  I f  w (y) > w(x) t hen  let  d be the  

greatest  integer  such t h a t  d + 1 ~ w (y)/w (x), and if w (y) < w (x) then  let  d 
be the  grea tes t  integer  such t h a t  d -k 1 ~ w (x)/w (y). Then  d ~ 0, and  ei ther  
1 < w(y~)/w(x~) < 2 or 1 < w(x~)/w(y4) < 2. Therefore  in view of (IV), 
{/e, R~, x d, ye} can be resolved by  (5.4'").  

(5.6). For any n ~ 0 : B n ~ Cn+t. 
Proo I. We are assuming Bn. We are given t h a t  G~ + 1 is satisfied. B y  induc- 

tion on b we shall show t h a t  {1, R, x, y} can be resolved. B y  (5.2), 1(Z) has an 
[R, x, y] - t rans la te  

/ ' (a)  = Zp + (xUy~)p-l~Z + F'  

such t h a t  for the  expansion ~ F '  (i, j )x  tyj of F '  in k [[x, y J] we have  : F '  (a, b) 4 0, 
F'(i ,  j) = 0 for  all i < a, and  F ( I ,  j) = 0 for all (i, j) ~ 0(p) wi th  i + j < 

p m a x ( u , v ) .  I f  b = 0  then  0 < o r d  R l ' ( Z ) _ ~ a + b = a < p  and hence 
{l, R, x, y} can be resolved. Now let b > 0 and assume tha t  {1, R, x, y} can be 
resolved for all values of b smaller  t han  the given one. Le t  R 1 be the  immedia te  
quadrat ic  t rans form of R along w. 

(I). Suppose w ( y ) < w ( x ) .  Le t  Y l = Y  and x l = x / y .  I f  F ' ¢ M  ~ then  
0 < ord~1 ' (Z ) < p a n d  we are done. N o w a s s u m e  t h a t F '  E M~. T h e n a  + b & p. 
Let  b 1 = a + b - p. Then  bl < b and  (a, bl) ~ 0 (p). Le t  11(Z) = Y-1~1' (YlZ) • Then  

(xlYl ) ~ Z + F  I wi th  F 1ER1 h(Z)  = Z~' + . . + ~ - 1  ~-1 

Let  ~ F~ (i, j)x{y~ be the  expansion of F 1 in/c [[x~, Yl]]. Comput ing  in k [[x~, y~]] 
we get  

F1 = yF~'F" = ~ F ' ( i ,  j)x~y~+S -~'. 

Therefore F 1 (a, bl) = F '  (a, b) 4 0, and  F 1 (i, j) = 0 for  all i < a.  Since b 1 < b, 
{11, R1, xl, Yl} can be resolved b y  the  induct ion hypothesis .  

{II). Suppose w ( y ) ~  w(x). L e t  x~ = x and  y~ = ( y / x ) -  :¢ with  ~ { k 
such t h a t  w(y,) > 0. L e t  q be the  grea tes t  integer  such t h a t  qp  ~ o rd~F ' .  Then  
gp  ~ a + b < p + (n q- 1)p = (n + 2 )p  and  hence q ~ n + 1. I f  m a x ( u , v )  =< n 
then we are done b y  Bn. So assume t h a t  m a x  (u, v} >- n q- 1. N o w  a q- b < 
< (n + 2)p,  and F '  (i, j) = 0 for all (i, j) ~ 0(p) wi th  i + j ~ (n + 1)p. There-  
fore F '  (i, j) = 0 for all (i, j) --_= 0 (p) wi th  i + j < a + b. Le t  h (g) = x~q*' 1' (x~Z). 
Then 

1~(Z) = Z~ + ( x ~ ' y ~ * ) ' - ~ Z  + / ' 1  

where F~ = x'~q~F' ~ Rz, ¢}1 is a uni t  in R~, u 1 --- u + v - q & O, and  0 ~ v~ _~ v. 
l)x~y~ be the  expansion of F 1 in ]¢[[x~, y~]]. B y  (2.5) there  exist  

integers a~, b 1 such t h a t :  a~ < p, b 1 ~ b, (aa, b,) ~ 0(p), F~(a,, bl) ~= 0, and 

~) Thia eomple~  the proof of (5.5) when w is rational. 
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F 1 (i, j)  = 0 for  al l  i < a 1. I f  m a x  (ul, Vl) ~ n t hen  {fl, R1, Xl, Yl} can be resolved 
b y  Bn. So assume t h a t  m a x ( u l ,  vl) ~ n + 1. I f  v ~ n t h e n  v 1 ~ v =< n and  
hence u l ~ _ n + l > 0 ; i f  v : > n t h e n u l - ~ u + v - q ~ l ÷ ( n + l ) - ( n + l )  
= 1. Thus  in  e i ther  case u 1 > 0. I f  b 1 < b t hen  (fl, R1, xl, Yl} can  be resolved  b y  
the  induc t ion  hypothes is .  So now assume t h a t  b I = b. 

I f  w(yl)  < w(xl)  t hen  (h ,  R1, xl, Yl} can be resolved as in  (I). I f  w(yl)  
:> w(xl)  t hen  proceed as in  (II) .  B y  (2.4) th is  cannot  h a p p e n  indefini te ly .  

(5.7). For any n > 0 : Cn ~ An. 
Proof. W e  make  induc t ion  on n. Since A 1 is obv ious ly  t rue ,  (5.7) is t r iv ia l  

for  n = 1. Now let  n > 1 and  assume t h a t  Cn-1 ~ A~_I.  F o r  all  m g n : C~ -~ Cn 
and  hence C ,  ~ Cm. I n  pa r t i cu l a r  5~ ~ C~_ r Also b y  (5.5), A n_1 ~ B~- I .  

Thus  we m a y  assume B~_ 1 and  C~, (n > 1). W e  are  g iven  t h a t  A~ is satisfied,  
i.e., t he re  exis t  in tegers  a,  b such t h a t :  a ÷ b < np,  t z (a, b) ~ O, and  F (i, ]) = 0 
for  al l  (i, ~) ~ 0 (p) w i th  i + ] g a ÷ b. W e  w a n t  to  show t h a t  {f, R, x, y} can  
be ' reso lved .  U p o n  re label l ing x and  y, we m a y  assume t h a t  w(y) :> w(x) .  Let  
x, ---- x and  Yl = (y/x) - ~ with  ~ E k such t h a t  w(yl)  > 0. Le t  R 1 be the  imme-  
d ia te  quad ra t i c  t r ans fo rm of R along w. I f  m a x  (u, v) < n then  we are done b y  
Bn_I.  Now assume t h a t  m a x  (u, v) ~ n. Le t  q be the  g rea tes t  in teger  such t h a t  
qp ~ ordRF .  Then  qp <= a +  b < n p  and  hence q ~ n -  1. L e t  f l(Z) 
= x~-q~f ( ~ Z ) .  Then  

Ul Vl $~--1 h (Z) = Z ~ ÷ (x 1 Yl ) 6~Z + F1 

where  F 1 = x~q~F, ~1 is a un i t  in  R1, u 1 = u + v - q _>-- m a x ( u ,  v) - (n - 1) 
n ( n - l )  1, a n d v  l ~ 0 . L e t ~  " " ~ J - = FI(~, ~)xly  1 be the  expans ion  of F 1 in 

k[ [x l ,  Yl]]. B y  (2.5) there  exis t  in tegers  al ,  b 1 such t h a t :  a 1 < p, b 1 ~ a ÷ 
-{- b < n p ,  (al, b~) ~ 0 (p), F~ (e h, bl) ~= 0, and  F 1 (i, i) = 0 for all  i < e h. Therefore  
(f~, R~, x~, y~} can be resolved  b y  C,.  
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