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A pseudo-time integral method for non-isothermal viscoelastic flows 
and its application to extrusion simulation 
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Abstract: A pseudo-time integral scheme based on a finite streamline element 
method is developed to combine variable temperature with viscoelasticity. A 
specific KBKZ integral model for isothermal flow is transformed to its non-iso- 
thermal version by introducing a pseudo-time and applying the Morland-Lee hy- 
pothesis. The coupling between momentum and energy equations is through the 
time-temperature shifting factor by which the pseudo-time is defined. The observer 
time and the pseudo-time are simultaneously calculated when tracing the strain 
history for the stress calculation in a non-homogeneous temperature field. Using 
this scheme, a full non-isothermal numerical simulation of some IUPAC extrusion 
experiments is carried out. Results show that while the temperature distribution 
near the die exit plane is an important factor controlling extrudate swell, either 
self-heating inside the die tube or external cooling on the free surface dominantly 
determines the temperature distribution near the die exit when the wall tempera- 
ture is kept constant, depending on whether the Ptclet number is large or small. 
The hot layer effect predicted by the inelastic swell mechanism is confirmed and 
well illustrated by the computation. Calculations with reasonable thermal boundary 
conditions further convince us that the isothermal assumption in our earlier 
numerical simulation is a good approximation in this particular case. 
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1. Introduction 

It is well known that the effects of  temperature 
change are often very important  in many polymer 
processing processes [1]. Thermally-induced extrudate 
swell and the film blowing process are two well- 
illustrated examples. Phuoc and Tanner [2] investigated 
the swelling of  Newtonian extrudates where the viscos- 
ity varies with e - ~ r .  Energy dissipation created a hot 
fluid near the centreline while the d ie  wall was main- 
tained at constant temperature. Ambient  temperature 
was lower than wall temperature and caused a heat loss 
from the extrudate. The swelling was remarkably high 
(~  70%) compared with the isothermal case and a good 
correlation with the results of  the inelastic swelling 
mechanism [3] was obtained. This result was latter 
qualitatively confirmed by other work [4]. In a numer- 
ical simulation of  film blowing experiments, Luo and 
Tanner found [5] that the inclusion of  temperature 
225 

modelling was a great improvement over the iso- 
thermal case. The isothermal calculation resulted in 
bubbles not close to observed shapes, while by defining 
a proper heat transfer coefficient to take care of  heat 
losses by convection and radiation from both sides of  
the film the bubble shapes as well as the temperature 
profiles obtained were very close to experimentally 
observed ones. 

In Newtonian cases, the coupling between momen- 
tum and energy equations is directly through tem- 
perature-induced variations of  viscosity, while in non- 
Newtonian cases the matter is in general more com- 
plicated and the time-temperature shifting concept is 
often very useful. Suppose the rate of  a rheological 
process of  a material is determined by an internal time- 
scale (or clock) within the material. As temperature 
rises, so does the amount  of  molecular motion occuring 
in one unit of  an observer's time; the material 's internal 
time scale shortens so that the process proceeds faster. 
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Let us consider a material undergoing stress relaxation. 
Suppose the material time-scale changes so that one 
unit of material time is now equivalent to a (T) units of 
observer time; a (7) is a decreasing function of tem- 
perature iv. Let G (t, 7) be the stress relaxation modulus 
at temperature T, and let G (t) = G (t, To) be the stress 
relaxation modulus at a reference temperature To. 
Applying the time-temperatur e shifting concept, we 
have 

(1) 

where the factor (oT/eo To) is usually nearly unity and 
can often be ignored in practice. In addition to the relax- 
ation modulus, other characteristic linear viscoelastic 
quantities can be dealt with in the same manner. Al- 
though time-temperature shifting enables one to deter- 
mine fluid properties at a temperature T given a master 
curve at To one still has to consider situations in which 
a particle in a flow will encounter a continuous 
temperature variation. Morland and Lee [6] showed 
how to incorporate time-temperature shifting into 
linear viscoelastic boundary-value problems. In this 
case a pseudo-time ~ can be introduced where ~ is the 
time measured by the particle's own internal "clock". 
The amount of time that elapses during an interval d~ 
of pseudo-time is given by dt/a (T) where a (T) is the 
time-shifting fator. Then we define 

t 

= S a-1 (T(t')) dt" (2) 
0 

and reformulate the problem in terms of ~. 
The Morland-Lee hypothesis can clearly be applied 

to the non-linear single integral models, which is the 
main goal of the present paper. In the next section we 
will describe in detail the pseudo-time integral scheme 
for non-isothermal problems. It will be seen that the 
time-temperature shifting is in principle a straight- 
forward way of obtaining the non-isothermal form for 
the particular KBKZ integral model and our stream- 
line element integral scheme [4, 7, 10], initially 
developed for isothermal problems, can be modified to 
combine variable temperature with viscoelasticity 
without major program changes if we work with both 
the observer time and the pseudo-time when integrat- 
ing the non-isothermal stresses. In Section 3 a full non- 
isothermal simulation of some IUPAC extrusion 
experiments, for which a thorough isothermal simu- 
lation has already been done [7, 10], is carried out. 
Some interesting aspects such as the proper thermal 
.boundary conditions, the factor of self-heating, the rule 
played by the P6clet number and the hot layer effect are 

discussed in the process. Our conclusions are given in 
the last section. 

2. Pseudo-time integral scheme 

Before describing our time-temperature shifting 
technique, we need to sketch the main iterative features 
of the present program [4, 7]. For a particular non- 
isothermal viscoelastic flow problem, we first solve the 
corresponding Newtonian creeping flow problem, start- 
ing with a proper initial temperature field. With the 
known velocity and temperature fields, the differential 
or the integral constitutive equations are solved for the 
non-Newtonian stresses by integrating along stream- 
lines. These non-Newtonian stresses are then applied as 
pseudo-body forces to the next iteration for new velocity 
and temperature fields and this process is repeated until 
both velocity and temperature fields converge. This 
non-isothermal iteration scheme was first tested by 
solving the thermally-induced extrudate swell problem 
for Newtonian fluid with exactly the same kinematic 
and thermal boundary conditions as those used by 
Phuoc and Tanner [2]. The two results turned out to 
agree very well [4]. We also did the problem of viscous 
heating in capillary flow for a power-law fluid with 
viscosity-temperature dependence, in which informa- 
tion on both velocity gradients and temperature ob- 
tained from the previous iteration has to be used to 
calculate the power-law stress for the new iteration: 

,rm = ze-~T~_l(]f~ tr(e2) )n-1 em_i (3) 

where m and m - 1  denote the iteration indexes and e is 
the rate-of-strain tensor. For Newtonian liquids, Kearsley 
[8] obtained an exact, solution to this problem. To 
further check the accuracy of our non-Newtonian and' 
non-isothermal iteration scheme, we let the power-law 
index n equal 1.0 and treat the Newtonian stress as 
a pseudo-body force, i.e., as a real non-Newtonian 
problem. Eq. (3) was actually used and every part of 
the entire streamline element scheme for non-iso- 
thermal and non-Newtonian problems was tested. With 
5 x 15 elements and four iterations our finite element 
results showed relative errors of less than 5 x 10 .5 and 
7x  10 .5 in temperature and axial velocity fields 
respectively. 

For the differential type ot constitutive equations, 
including the generalized Newtonian models, once we 
have-the correct non-isothermal version of the model, 
the non-isothermal stress calculation imposes little 
extra difficulty, for only instantaneous temperature 
values are required locally and are readily provided in 
a similar manner to the velocity gradients. The non- 
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isothermal stress calculation for an integral model in 
general turned out to be more complicated. Consider a 
special form of the integral model 

t 

rij(t) = S M ( t -  t') Hij( t ' )  dt' (4) 
- -  0 0  

where M ( t - t ' )  is the time dependent memory func- 
tion and Hij(t ' )  is the kernel function depending on 
strain tensors and their invariants. From (4) we have, 
in an isothermal case, that the contribution to the stress 
at time t is M(t  - t') Hij( t ' )  dt '  due to strain at t '  and 
in the interval dt'. In the non-isothermal case, the stress 
contribution is, using the Morland-Lee hypothesis and 
ignoring the near-unity factor (0 T/Qo To), 

dvij = M ( ~  - ~') H,j (t ')  d~'  (5) 

where ~ is the pseudo-time defined by eq. (2). Hence 
the total stress at time t is 

(0 
zij = ~ M ( ~  - ~') Hi i ( t ' )  d~' .  (6) 

--OO 

Note in (5) and (6) d~' instead of dt' should be used 
and the upper limit should be changed from t to ~ (t) 
accordingly; this can easily be checked by calculating 
the simple shear stress of the Maxwell integral model 
with a constant time-temperature shifting factor. Eq. (6) 
simply tells us that in terms of the pseudo-time, visco- 
elastic laws for a nonhomogeneous temperature field 
take the same form as for a uniform temperature field. 
The specific isothermal form of eq. (4) we have been 
working on is that proposed by Papanastasiou et al. 
[9, 7], 

ak [ t - - t ' ~ ]  
• (t)=_coi Z ~ k e x p l -  ) - ~ k  }] 

C( 
C t  1 (t') dt' (7) 

(c~- 3) + f l i t - l +  (1 - f l )  II~-~ 

where 2k and ak are the relaxation times and relaxation 
modulus coefficients at a reference temperature To re- 
spectively, and C; -1 (t') is the Finger strain tensor. This 
model form was latter modified by us [10] to take into 
account the second normal stress and to improve its 
elongational predictions for low-density polyethylene 
melts. For simplicity, we will use the original form to 
describe our pseudo-time integral scheme; the formu- 
lation for the modified form follows the same pattern. 
The non-isothermal version of (7), following eq. (6), 
can then be written as 

( t )= ~ ~ ak exp (8) 
-oo 2k 2k 

C( 
(~ - 3)  + flI~-~ + (1 - fl) II~-~ C~l¢) (t" (~')) d~'. 

To see that the a (T) appearing in the definition of 
pseudo-time is a time-shift factor we may calculate the 
mean relaxation time of model eq. (8) with a constant 
value of a ( r ) ,  

i ~_~, ake ~ ( t - t ' ) d t '  
2 ( T ) = - o ~  t ¢-¢' 

Z ak e '~ dt" 
- - 0 9  

Here the integral variable is t '  since the mean relaxa- 
tion time is defined in terms of observer time. Now 
from (2) t - t ' = a ( T ) ( ~ - ~ ' )  and d t ' = a ( T )  d~', 
using this variable transformation the above equation 
becomes, 

2 (T) - (T) _ 
a (T~  I- ~ - -  - -  -~----¢'--- - | '  

[ I Z a k e  '~ de '  J 
--CO 

the expression in the square parenthesis is immediately 
recognised as the mean relaxation time at reference 
temperature T 0. So we have 2 ( r )  = a (T) 2 (To). 

It should be noted that the viscoelastic law (8) is on 
the whole expressed in (x, ~) coordinates, while the ex- 
pression for strain tensors in (8) as well as the usual 
conservation laws are expressed in (x, t) coordinates. 
It is this mixed feature that causes extra difficulties in 
non-isothermal stress calculations for integral models 
of the present type. 

One alternative way to calculate (8) is to work with 
the observer time t' by taking definition (2) as the 
suitable integral variable transformetion. Thus d~' 
becomes a ( T ) d t '  and the isothermal strain kernel 
function is recovered. Unfortunately the expression 

exp 2k becomes so complicated in terms 

of t and t '  that it inhibits the use of the existing ef- 
ficient Laguerre integration scheme [7] in our program, 
and so we decided not to take that alternative. The ad- 
vantage of working with pseudo-time ~' is that the ex- 
ponential part of the integral function takes exactly the 
same form as in the isothermal case and the existing 
Laguerre integration scheme for the isothermal case 
can be directly employed. However it should also be 
kept in mind that in our existing streamline element 
scheme [7] the calculation of the Cauchy strain tensor 
is through the relations Ct (t ') = Ft r (t ') Ft (t ') and 
dFt ( t ' ) /dt '  = L (t') Ft (t') which are completely ex- 
pressed in (x, t) coordinates. Now the key matter is to 
calculate C ~ ) ( t '  (3')) at the right points required by 
the Laguerre rule in terms of pseudo-time. Because the 
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solution of the velocity and temperature fields are 
provided in terms of streamline element coordinates 
which are directly connected with (x, t) coordinates, 
the most convenient way to calculate strain tensors in 
non-isothermal cases is still to work with the observer 
time t' as in isothermal cases. Considering the k-th 
relaxation time, the Laguerre points for it are given by 

_ ~;m = 2k s m (9) 

where s~ is the m-th abscissa for the n-point Laguerre 
quadrature. The corresponding value of observer time 
is then, from (2), 

;,k s'~' 
t (~) - t' (U) = S a [T ( t "  (~'))]  d ~ ' .  (10) 

0 

Unfortunately, T ( t " ( ~ ' ) )  is unknown to us since 
solution of the temperature field is in terms of observer 
time t" and before calculation of (10) we do not know 
the function t" (3"). Now we see from a computational 
point of view that the inverse function of pseudo-time 
cannot be evaluated by a simple integration. To avoid 
calculating the inverse function of pseudo-time, we 
found the differential form of eq. (2) was more useful, 

d~ = a -~ ( T  (t')) dr'. (11) 

Let All be the length of a typical streamline segment 
described in [7], Vi and Ti be the magnitudes of aver- 
age velocity and temperature along the streamline seg- 
ment. The residence time or observer time of the par- 
ticle can then be approximated by 

All 
3 t l  = - -  (12) 

Vi 

From (11) the pseudo-time is readily evaluated as 

~ , -  - -  ( 1 3 )  
v~ a(T3 

where the values of 3li ,  Vi and T/ can easily be cal- 
culated by using the natural element interpolation 
functions. As described in [7], the observer time t -  t '  
is calculated backwards through a piecewise summa- 
tion. Obviously the same procedure applies equally to 
the pseudo-time, i.e., during the strain history tracing 
process, we simultaneously calculate the two time sys- 
tems and keep recording both of them. In this way we 
have numerically established a one-to-one correspon- 
dence between observer time and pseudo-time. With 
this one-to-one correspondence, the rest of the task is 
simple and most of the routines for strain tensor cal- 
culation in the isothermal case are directly employed 
with little change: the pseudo-time points ~(m) defined 
by (9) are located in exactly the same way as the ob- 

server time points for the isothermal case, then we can 
find the corresponding observer time through the one- 
to-one correspondence between the two parallel time 
systems. With the locations of Laguerre points known 
in terms of observer time, the strain tensor calculation 
is exactly the same as described in [7]. Finally, the 
same Laguerre integration scheme is employed to cal- 
culate the non-isothermal stresses. 

3. Non-isothermal modelling of extrusion experiments 

Non-isothermal extrusion calculations for Newtonian 
and power-law fluids have been done by Phuoc and 
Tanner [2, 11]. It was found that under the thermal 
boundary conditions being used, increasing the Nahme- 
Griffith number Na causes an increase in swelling and 
so does increasing the power-law index. The tempera- 
ture distribution near the exit plane was found to be a 
critical factor determining whether the extrudate would 
swell or contract relative to the isothermal case. Here 
we shall attempt a full non-isothermal and non-New- 
tonian extrusion calculation using the KBKZ integral 
model and the pseudo-time stress integral scheme de- 
scribed in the previous section. The extrusion experi- 
ments to be modelled were carried out by one of 
the IUPAC groups and the results were reported by 
Meissner [12]. Our isothermal simulation of these ex- 
periments were presented in [7] and [10]. 

3.1 Nondimensionalization and thermal boundary 
conditions 

For simplicity, only the energy equation is discussed 
here, 

ST 82T 
Q C V i ~ i  - z ~OX) - aiJ eij = 0 (14) 

with possible convection boundary conditions on some 
surface Sq , 

a T  
~-a-~n = - h ( v -  v~) (15) 

where 0, C, z are the fluid density, thermal capacity 
and thermal conductivity respectively, h is the local 
heat transfer coefficient and Too is the surrounding 
temperature. The constitutive equation is modified 
from (8) with fl replaced by /?k and the Ct (t') term 
added [10]. In this case each relaxation mode has its 
own value of /?(ilk), and C71(t ') is replaced by 
( 1 -  0) -1 {C7 l(t ')  + 0 Ct(t ' )};  where 0 is a constant 
(0 =< 0 < 1). These modifications permit much better 
modelling of the elongational behaviour and the sec- 
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ond normal-stress difference [10]. Define the basic non- 
dimensionalised variables as 

x?= xj r * =  r - T 0  vj o * -  ~R 
R' T0- r ~ '  v?=~ ,  q0~' 

where R is the die radius, r/0 is the zero-shear-rate 
viscosity of the model at reference temperature To, 
~/0 = ~ ak 2k, and I/V is a characteristic velocity in the 
flow which will be defined later. With these basic non- 
dimensionalised variables (14) and (15) can be re- 
written as 

Pe V 7 ~T* ~ 2 T *  
~x* ~x ,2  Brcr~e*=O,  (16) 

~T* 

~tt* 
where 

P e - - -  

- -  = - N u  ( T *  + 1) (17) 

~ C R I~/ 

is the P~clet number indicating the ratio of heat con- 
vection to conduction, 

Br t] 0 ~ 2  

z(ro-  To~) 
is the Brinkmann number indicating the importance of 
self-heating versus external heating, and 

h 
Nu = R - -  

is the Nusselt number. A number closely related to the 
P6clet number is the Graetz number G z = P e ( R / L )  
which can be understood to be the ratio of the time 
required for heat conduction from the centre of the die 
tube to the wall and the average residence time of par- 
ticles in the die tube. This number is usually larger 
than the die length/radius ratio in extrusion process 
which means the fully developed temperature is rarely 
achieved. The coupling between the momentum and 
the energy equations is through the time-temperature 
shifting factor a (T) which appears in the definition of 
pseudo-time ~. For low-density polyethylene (LDPE) 
the following form for a (T) is adequate [1], 

1)] 
a(T)  q0 [ - - ~ 0 \ T - ~ 0  ' (18) 

where Eo is the activation constant and Ro the gas con- 
stant. The temperature coefficient of the material at 
reference temperature To can be determined from (18) 
by expanding Eo/Ro T around To, 

E0 
a(To) = Ro T 2 '  

Thus the Nahme-Griffi th number is given by 

~/g2/~0 (x (To) H Z2 t/0 E0 
Na z R  x R R o T  2" (19) 

A large Nahme-Griffi th number indicates a strong 
coupling between momentum and energy equations. 
Regarding the thermal extrusion problem, five dimens- 
ionless groups can be formed so that the swelling ratio 
is a function of them all, 

Z = Z ( Wi, Pe, Nu, Br, Na) (20) 

where Wi is the Weissenberg number. A thorough in- 
vestigation into the numerous combined effects of all 
five dimensionless groups under different boundary 
conditions is no doubt a tremendous task and it was 
found [11] that a simple linear superposition of two 
separated non-Newtonian and non-isothermal results 
does not in general give the combined effects. How- 
ever, it is feasible and of practical interest to numeri- 
cally estimate the thermal effects of some well-defined 
actual extrusion experiments, especially when a suc- 
cessful isothermal but non-Newtonian modelling has 
already been carried out [7, 10]. The isothermal modell- 
ing of the IUPAC extrusion experiments [12] gave re- 
sults in close agreement with experiment data except at 
high apparent shear rate 13 = Q/4R  3 = 10 s -1. Our iso- 
thermal calculation much overpredicted the swelling 
ratio at I3= 10 s -1. One possible explanation to this 
disagreement would be a "hot layer" effect: although 
the wall temperature in the experiment was kept at 
constant value Tw = 150 o, the self-heating at the die 
wall might become significant a t /5  = 10 s -1 and a hot 
layer may form near the die exit. This hot layer, ac- 
cording to the inelastic swelling mechanism [3], would 
cause the extrudate to swell less than under true iso- 
thermal conditions. To qualitatively investigate this 
possibility a full non-isothermal modelling is needed 
and this in fact was the initial motivation of this 
numerical work. Thus the following LDPE material 
parameters and IUPAC experimental data [12] were 
used in our calculations: 

Q = 918 kg/m 2, C = 2.302 • 103 m2/s 2 K, 
= 0.26 kg m/s 3 K, ~/0 = 5.5 • 10 4 kg/ms, 

R = 1.5 mm, E0 = 57.7 kJ/mole, To = Tw = 150 °C, 

and the parameters ak, ,tk and flk are the same as for 
constant temperature To = 150 °C, see [7] and [10]. The 
extrusion experiment was basically an isothermal one 
and it is difficult, if not impossible, to find out and 
impose the exact experimental thermal boundary con- 
ditions in numerical modelling. To start with, the ther- 
mal boundary conditions shown in figure 1 were con- 
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sidered to be reasonable. Note from figure 1 that the 
inlet temperature is assumed uniform and here we 
anticipate a thermal developing flow in the inlet 
region. As we will see later the fully developed tem- 
perature profile was never reached because of  the very 
limited inlet length and the cooling effect down stream 
on the free surface. 

3.2 Results and discussion 

We first did the calculation for /5 = 1.0 s -1 where 
our isothermal simulation [10] predicted the swelling 
ratio to be X = 1.51 compared with experimental value 
of  1.52. This good agreement indicates that unless the 
thermal boundary conditions used were very close to 
experimental conditions which were basically iso- 
thermal, non-isothermal simulation at / 5 = l . 0 s  -1 
would be worse than the isothermal one. For  con- 
venience, we used i f ' =  R ?~w/4 as the characteristic 
velocity of  the flow, where 7w is the shear rate on the 
die wall upstream [7]. In the Newtonian case, I~ is 
simply the average velocity. While the proper value of  
the Nusselt number  R h / x  still remains a question, in 
the first instance we adopt the value Nu = 0.72, as used 
in other works [2, 4]. This value was obtained by 
Acierno etal. [17] from melt spinning measurements 
for polyethylene. As we will see later from the resulting 
cooling effect this value is too large for the present ex- 
trusion problem, which is clearly due to the fact that 
the motion involved in the extrusion experiments is 
much slower than that in the melt spinning process and 
the same heat transfer coefficient will cause excessive 
cooling to the extrudate. We found, however, that a 
much more appropriate value Nu = 0.023 could be cal- 
culated from the heat transfer coefficient hc obtained 
from our own film blowing calculation [5], where an 
inverse method was used to find hc by matching the 
experimental temperature at the freezing line [5, 18]. 
When using the value 0.72 for Nu, the non-isothermal 
calculation for /5  = 1.0 s -1 gave Z = 1.42, not as good as 
the isothermal prediction. The reason for the failure of  
non-isothermal simulation a t / 5  = 1.0 s -1 can easily be 
found out by checking the solution for the temperature 
field: the minimum temperature on the free surface 
was down to about 55 °C which was 95 °C less than the 
wall temperature and well below the LDPE melting 
temperature. This is certainly far away from actual ex- 
perimental reality and simply means the value 0.72 for 
the Nusselt number  was too large and therefore the 
cooling was unrealistically strong. Note in a similar 
non-isothermal calculation for the Newtonian case 
[2, 4] with the same Nusselt number  value, the maxi- 
mum temperature decrease was about the 65 °C at an 

CENTRELIklE 0T=0 
-z 0 / ar 

T =0 

\FREE SURFAEE 

Fig. 1. Geometry and thermal boundary conditions for extru- 
sion calculation (T is dimensionless) 

Fig. 2. Dimensionless temperature contours for/3 --- 1 s -1 case 
with Nu = 0.72. Contour values are given by T* =-0 .76  + 
0.06 ( I -  1), where I is the contour number 

I I I 
I I I 

1 2 3 ~  

Fig. 3. Temperature profiles for L) = 1 s -l case with Nu =0.72. 
A much larger scale is used for profile No. 3: AT 1 =2.7. 
10-3C, AT2 = 1.5.10 .3 C, A T 3 = - 4 ° C  

average velocity 1 ~-- 1 mm/s,  and also the smaller the 
average velocity was, the larger the temperature de- 
crease was as could be expected. In the present case at 
/5 = 1.0 s -1 the average velocity was ~'-- R/5/4 = 

0.375 mm/s. Also note in the Newtonian case the same 
LDPE data were used and the P6clet number  defined 
in terms of average velocity was 6.324 when V= 1 mm/s 
while in the present case a t /5  = 1.0 s -1 the P6clet num- 
ber is 4.568. So with the same dimensionless heat trans- 
fer coefficient the temperature decrease in the two 
cases are qualitatively compatible. Figure 2 shows the 
dimensionless temperature contours for / 5 = l . 0 s  -1, 
this contour is very similar to that obtained in the 
Newtonian case at f ' =  1 mm/s. Note in figure 2 the 
free surface far down-stream is not completely parallel 
to the centreline, which is probably due to the fact that 
before the free surface becomes 'flat', the melt under 
excessive cooling gets too stiff to deform. 

Although the non-isothermal calculation at / 5 =  
1.0s -1 with N u =  0.72 was not realistic because the 
temperature solution was well out of  the possible prac- 
tical range, it very well illustrated the hot layer effect. 
Figure 3 plots temperature profiles at three sections 
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within the die tube, among them No. 3 is right at the 
exit plane. Initially the temperature is uniform through- 
out, for very short times there is no heat conduction 
and the temperature rises directly in proportion to the 
dissipation rate of  mechanical energy. As shown by 
profile No. 1 in figure 2 the maximum temperature rise 
is near the wall since the shear rate is highest there. 
Further downstream profile No. 2 shows that the heat 
conductivity of the melt has acted to smooth out the 
temperature profile, causing the maximum point to 
move towards the centreline. If  the tube length is long 
enough the conduction will in the end balance genera- 
tion and the temperature will be highest at the centre 
when fully developed. But such is not the case in the 
present problem: before the temperature is fully de- 
veloped the thermal boundary condition as well as the 
kinematic boundary condition changes and the heat 
loss at the free surface affects the temperature profiles 
near the die exit inside the die tube through conduc- 
tion. Here we have a very strong heat loss at the free 
surface and a very weak self-heating since the Brink- 
man number in this case is in the order of  10 -4 . The 
consequence is that the heat loss on the free surface 
becomes the dominating factor in determining the tem- 
perature profile near the die exit and thus the self- 
heating is unimportant  to die swell in this problem. In 
fact we did the same calculation without self-heating 
and the swelling ratio was virtually the same. Profile 
No. 3 shows the temperature distribution at the exit 
plane. We see the pattern of  this profile is totally dif- 
ferent from that of  the two in the upstream region. As 
a result of  heat loss the temperature at exit plane is 
everywhere lower than wall temperature and an effec- 
tive "hot layer" is formed near the die wall. It is this 
hot layer, according to the inelastic swelling mecha- 
nism, that caused the swelling ratio to decrease from 
51% to 42%. Note that the scale for plotting profile 
No. 3 is more than two orders larger than that for the 
other two profiles, which means even if one linearly 
superimposes the fully developed temperature profile 
due to self-heating onto profile No. 3, it will have no 
noticeable change at all, schematically showing the un- 
importance of  self-heating in this particular case. 

For a more realistic non-isothermal modelling, we 
next used the heat transfer coefficient hc obtained from 
our own film blowing calculation for calculating the 
Nusselt number. This time with Nu = 0.023 the pre- 
dicted swelling for /5 = 1.0 s -1 was up to 50%, very 
close to isothermal prediction and the experimental 
value. The maximum temperature decrease on the free 
surface was about 8 °C, much more realistic than the 
previous calculation with Nu = 0.72. The 'flat' free sur- 
face condition far down-stream is now satisfied by the 

solution and the temperature contour and the develop- 
ment of  temperature profiles were qualitatively very 
similar to those shown in figures 2 and 3, due to using 
the same P&let number, Brinkman number and Nahme- 
Griffith number, as shown in figures 4 and 5. However, 
the cooling effect on the temperature distribution at 
the die exit as well as inside the die tube was so much 
weaker than in the previous case that no effective hot 
layer was formed: at the die exit plane the maximum 
temperature difference was only about 0.2 °C, thus the 
rheological process up to die exit could be considered 
as a basically isothermal one, as the predicted swelling 
ratio suggested. We note again in figure 5 a different 
scale is used for plotting profile No. 3. To see the sepa- 
rate effect of  self-heating we also did a calculation for 
the same/5  = 1.0 s -1 case but with a zero heat transfer 
coefficient, i.e., with an insulated free surface. This is 
an extreme case but is believed to be closer to experi- 
mental reality than using the value Nu = 0.72 for heat 
transfer on the free surface. Results with zero Nu value 
showed that the temperature profile at the die exit 
plane was similar to those developing ones upstream 
and the calculated swelling ratio was back to the iso- 
thermal value. This is not unexpected since the tem- 
perature variation due to self-heating is small and the 
whole rheological process inside and outside the die 
tube is essentially isothermal. 

At high apparent shear rate / 3 - -10  s -1, the P~clet 
number in terms of  average velocity is 10 times as large 
as a t /3  = 1.0 s -1, where the average velocity is given by 
V= R/3 /4  from the definitions of  Vand /3 .  This larger 

Fig. 4. Dimensionless temperature contours for/5 = 1 s -~ case 
with Nu = 0.023. Contour values are given by T* =-0 .06  + 
0.08 (I - 1), where I is the contour number 

~r2 

Fig. 5. Temperature profiles for /5= 1 s -1 case with Nu = 
0.023. A larger scale is used for profile No. 3: AT1=2.8. 
10-3C, AT2=4.0 . 10 -3C,AT3=-0 .18°C  
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P6clet number  will bring some new features to the 
solution since we know in general terms that the effect 
of  the heat  transfer boundary  condit ion is greatly af- 
fected by the P6clet number.  The Nahme-Gr i f f i t h  
number  at i3 = 10 s -1 is about  0.19. Fo r  comparat ion,  
we did the non-isothermal  calculation for 13 = 10 s -1 
with the Nusselt  number  Nu = 0.023, i.e., the one cal- 
culated from the fi lm blowing heat  transfer coefficient, 
as for the 13 = 1 s -1 case. Wi th  this value the calculated 
swelling ratio showed a negligible difference from the 
isothermal predict ion (Table 1). This result at first 
seemed to be a little surprising to us since in this case 
we expected a much stronger coupling between mo- 
mentum and energy equations and an effective outer 
hot layer to bring the swelling ratio down. However,  
with a little study of  the tempera ture  field for 13 = 
10S -1, a satisfactory explanat ion can be found by 
noting the following two new features in the solution: 
firstly the temperature  dis t r ibut ion at the die exit is not 
affected any more by the cooling on the free surface; 
secondly with the same Nusselt  number  as at 13 = 
1 s -1 the cooling itself at 13 = 10 s -1 is much weaker  
due to a larger P6clet number.  In figure 6 is shown the 
dimensionless tempera ture  contours for the 13 = 10 s -1 
case. Compared  with figures 2 or 4, immedia te ly  we 
note the pat tern of  the contours in figure 6 is very dif- 
ferent. The contours for 13 = 10 s -1 show that  the axial 
temperature gradient  is very small, much smaller  than 
the /3 = 1.0 s -1 case, clearly indicating that the axial 
convection dominates  and the axial conduction is rela- 
tively very weak, as it can be expected from the larger 
P6clet number.  Under  this axial convection domina-  
tion, heat  transfer on the free surface will have very 
little effect on the tempera ture  distr ibut ions at the die 
exit and upstream inside the die tube. The heat  loss on 
the free surface only causes a large temperature gradient 
in the radial direction near the free surface. Figure 7 
plots the temperature profiles for 13= 10 s -1 case at three 
sections, one at the exit plane and two inside the die 
tube. Note this t ime one single scale is used for all 
three profiles. Compared  with figures 3 or 5 for the 
13 = 1 s -1 case, the developing tempera ture  profiles in 
figure 7 are sharper  because of  a higher tempera ture  
concentration near the wall due to a larger Brinkman 
number and a slower temperature development due to 
the larger P6clet number. A qualitative difference be- 
tween the two cases is seen near the die exit. In the 13 = 
1.0 s -1 case (figures 3 and 5) where the P6clet number  
is not so large the cooling on the free surface greatly 
affects temperature  distr ibut ions near the die exit 
through conduction. Despi te  the weak self-heating the 
average temperature  begins to decrease near the die 
exit until the tempera ture  becomes much lower than 

the wall tempera ture  everywhere and a hot layer forms 
at the die exit due to the constant wall temperature.  In 
the b = 10 s -1 case (figure 7) the P6clet number  is 10 
times as large, the tempera ture  developing process is 
little affected by the cooling on the free surface due to 
convection dominat ion:  the m a x i m u m  temperature  
point  moves very slowly towards the centreline and the 
average temperature  across a section increases all the 
way down to the exit plane. At the exit plane, the tem- 
perature is still basically a developing one similar  to 
those upstream, showing little cooling effect from the 
free surface, the tempera ture  var ia t ion due to self- 
heating alone is still very small (Br = 0.04) and no ef- 
fective hot layer is formed in the outer  layer. Thus it is 
not surprising that the non-isothermal  calculation pre- 
dicted a swelling ratio not much different  from the 
isothermal value if  we also note that  the max imum 
temperature  decrease on the free surface as the result 
of  cooling in this case is only about  2°C.  Final ly,  we 
d i d r a  calculation with a zero Nusselt  number  for the 

Table 1. Results for LDPE swelling with various thermal 
boundary conditions for two values of 8 f/D: 1.0 and 10 s -1. 
The second column gives experimental results 

/5 (s-l) IUPAC isothermal non-isothermal prediction 
data prediction 

Nu=0.72 N,=0.023 Nu=0.0 

1.0 1.52 1.51 1.42 1.50 1.51 
10 1.56 1.84 - 1.85 1.84 

6 5 

Fig. 6. Dimensionless temperature contours for /5= 10S -1 
case with Nu = 0.023. Contour values are given by T* = 
-0.014 + 0.002 ( I -  1), where I is the contour number 

I 

1 2 3 ~ ~  

Fig. 7. Temperature profiles for / )  = 10 s -1 case. Same scale is 
used for all three profiles: ATI=3.5"10-3C, AT2=5.3- 
10-2C, z/T3 = 8.6 . 10-2C 
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b = 10 s -1 case. As the temperature variation through- 
out is caused by self-heating alone which is very weak, 
again the isothermal swelling ratio value resulted. The 
calculated swelling ratio values for all the cases re- 
ported in this paper are given in table 1, along with the 
isothermal predictions and experimental data. 

4. Concluding remarks 

In this work the Morland-Lee hypothesis is applied 
to a specific form of the KBKZ model and a pseudo- 
time integral scheme based on the streamline element 
method [4, 7] has been developed to combine variable 
temperature with viscoelasticity. The simultaneous cal- 
culation of both the observer time and pseudo-time is 
essential to simplify the procedures of dealing with the 
mixed feature of the time-temperature shifting for- 
mulation. The conclusions that can be drawn from the 
non-isothermal modeling of extrusion experiment are 
as follows: 

a) The temperature variation may not be considered 
as the main reason for the disagreement between iso- 
thermal calculation [7, 10] and experiment at high ap- 
parent shear rate /3 = l0 s -1. Unless more exact ther- 
mal conditions are known the isothermal assumption is 
a good approximation throughout the experimental 
range. 

b) The self-heating in these particular IUPAC extru- 
sion experiments is not important. Although the ap- 
parent shear rate reached in the experiments is not 
small, the average velocity is always very small due to 
the small radius of the die tube used. This is why self- 
heating is insignificant even at significant shear rates, 
which is an important factor to be considered in 
achieving thermal similarity in model experiments of 
extrusion. 

c) The heat transfer boundary condition on the free 
surface may or may not be important in controlling the 
temperature distribution near the die exit plane, de- 
pending on whether the P6clet number is small or 
large. Only when the P6clet number is not large can the 
cooling on the free surface have a dominant control on 
the temperature distribution near the die exit. 

d) The hot layer effect was confirmed by our full 
non-isothermal and non-Newtonian finite element 
simulation. The formation of the effective outer hot 
layer is not necessarily through self-heating at the die 
wall. 

The numerical simulation of non-isothermal and 
non-Newtonian flow is just at its beginning [1, 13] and 
much remains to be done to gain a better understand- 
ing of the interaction between variable temperature 
and viscoelasticity. As a final remark, we need to be 
cautious over the too-enthusiastic use of the time- 
temperature shifting idea [1, 14-16]. 
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