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Abstract. This paper demonstrates the importance of jointly considering financing and technology choices when
making manufacturing investments. We show that considerable value can be added to investments through financ-
ing decisions, and that the gains due to financing are sensitive to technology choice. A model of financing and
technology choice is presented that considers differences in cost structure and product flexibility, and applies
it to an example involving flexible manufacturing systems (FMSs). Three main results emerge. First, optimal
financing decisions are different for different technologies and the choice of technology can change when financ-
ing and technology decisions are made simultaneously. Second, if one technology’s fixed and variable costs are
lower or its initial investment higher than another technology’s the former has higher value added due to financ-
ing. Since empirical data shows that FMS and conventional technologies have this pattern, ignoring the benefits
of debt financing leads to undervaluation of new technology. Third, product flexibility can add considerable value
through its effect on financing decisions because product flexibility reduces variability of cash flows. A major
conclusion is that financing and technology choice are long-term strategic decisions that should be made jointly.
Firms that make these decisions separately, not considering the effect of one on the other, may make suboptimal
technology decisions.
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1. Introduction

This paper demonstrates the importance of jointly considering financing and technology
choices when evaluating major manufacturing investments. By financing decisions we mean
the mix of debt and equity used to finance the investment. We show that considerable value
can be added through financing and the gains are sensitive to the choice of technology.
Major investments requiring substantial amounts of capital are studied. These investments
might be for a plant or expensive production equipment such as flexible manufacturing
systems (FMSs), robotics, or computer-integrated manufacturing (CIM).

There are many factors that differentiate technologies. This paper focuses on technology’s
cost structure, product flexibility, and lifetime. When comparing technologies it is impor-
tant to consider the eftect of these factors on the cash flows and financing. We argue that
new manufacturing technologies, such as FMSs, have very different characteristics than
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conventional systems such as labor-intensive job shops and automated but inflexible equip-
ment. These differences change the way a firm finances investments and make new
technologies more valuable.

This paper develops a model of financing and technology choice that considers differences
in technology, corporate tax advantage of debt financing, costs of bankruptcy, and probability
of bankruptcy. Our analysis results in three major conclusions. First, optimal financing
decisions are different for different technologies, and the choice of technology can change
when financing and technology decisions are made simultaneously. Second, if one
technology’s fixed and variable costs are lower or its initial investment higher than another
technology’s, the former has a higher value added due to financing. Empirical data shows
that FMS and conventional technologies can have this pattern. Hence, ignoring the benefits
of debt financing may lead to undervaluation of FMS. Third, product flexibility can add
considerable value through its effect on financing decisions because product flexibility
reduces the variability of cash flows.

The major managerial implication of this work is that financing and technology choice
are long-term strategic decisions that should be made jointly. We show that firms that make
these decisions separately, not considering the effect of one on the other, may make subop-
timal decisions. Firms that delegate technology decisions to operations managers who choose
technology ignoring its effect on financing, may ot select the technology with the highest
value. A conclusion is that general managers who desire to maximize firm value must unders-
tand technology, financing, and their interaction.

Several other results are derived. Not surprisingly, the value of a technology rises with
its expected lifetime. It is also shown that the value of an incremental investment increases
with diversification. This is because the value added by financing opportunities rises with
diversification of cash flows.

The rest of the paper is organized as follows. Section 2 briefly reviews the literature
on the economic evaluation of manufacturing investments in new technologies. It concludes
with a review of the literature on the costs and benefits of debt financing, and the inter-
action between financing and investment decisions. Section 3 presents the model and
discusses the effect of cost structure and financing on the value of technology. Section 4
presents examples to illustrate the main results of the paper. The concluding section sum-
marizes, and suggests directions for future research.

2. Literature review on the economic evaluation of investments in new technologies

Many researchers have suggested improvements in the framework and models for evaluating
manufacturing investments in new technologies. Most have focused on the interaction of
technology with the firm’s costs. Gaimon (1985) formulated models for the optimal ac-
quisition strategies of automated technology considering the impact of automation on labor
productivity. Lederer and Singhal (1988) showed how the appropriate discount rate for
evaluating a technology depends on the technology’s cost structure. Porteus (1985), Kar-
markar and Kekre (1987), Vander Veen and Jordan (1989), and Keller and Noori (1988)
studied interactions among technology investments, inventories, and setup reductions.
Another major stream of research examined flexibility and how it affects profitability; see
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for example, Hutchinson and Holland (1982), Fine and Li (1988), Graves (1988), and Fine
and Freund (1990). Finally, several papers have considered the option structure of in-
vestments; see for example, Monahan and Smunt (1989) and Andreou (1990). Burstein
(1988) studied how modular adoption of FMS systems affects investment strategies. However,
no papers have addressed how the interaction between technology and financing decisions
affects technology choice.

2.1. Literature review on the determinants of financing policies

The source of the interrelationship between the economic evaluation of investments and
financing is the interaction between the costs and benefits of debt financing. Modigliani
and Miller (1958), under restrictive conditions, demonstrated that the market value of the
firm is independent of the amount and kind of debt and equity used. This result followed
from the assumption that capital markets are perfect, including that there are no taxes.
Many authors have studied how financing policies would be affected when this assumption
is relaxed. Modigliani and Miller (1963) showed that when interest payments are tax deduct-
ible, the firm’s value rises as it uses more debt. However, this implied that firms should
be financed entirely by debt, which is inconsistent with observed practice.

It has been noted that the corporate tax advantage of debt is offset by direct and indirect
costs of bankruptcy, and the probability of bankruptcy. These costs reduce the tax advant-
age of debt financing and encourage firms to use both debt and equity. Direct costs include
the out-of-pocket costs associated with the administrative expenses of bankruptcy, such as
fees to lawyers, trustees, appraisers, etc.! Indirect costs include lost sales; lost profits; lost
tax shields and credits; losses due to restrictions on a firm’s production, investment, and
financing decisions; increased costs due to renegotiation of contracts of employees and
suppliers; and the loss in value from liquidation of the firm’s assets below its economic
value. Kraus and Litzenberger (1973), Scott (1976), Brennan and Schwartz (1978), Kim
(1978), Turnbull (1979), and DeAngelo and Masulis (1980), among others, consider the
issue of optimal capital structure by trading off the advantage of interest tax shields against
various bankruptcy costs while considering the probability of bankruptcy.

Jensen and Meckling (1976) argue that while tax advantages and bankruptcy cost trade-
offs provide a theory of optimal capital structure, this theory is incomplete since it cannot
explain the use of debt when interest payments were not tax deductible. They use the agency
theory framework to study the effect of conflicts of interest among managers, bondholders,
and stockholders on investment and financing decisions, and the benefits of bondholders
monitoring managers. Their analysis helps explain various aspects of the capital structure
problem including why an optimal capital structure exists and why debt agreements in-
clude restrictive covenants (also see Myers (1977) and Smith and Warner (1979)).

Several authors explore how investment decisions are affected by financing decisions.
Hite (1977) develops a single-period investment model with the debt-related tax shields
and shows that the optimal level of capital and labor and the output are affected by the
amount of risk-free debt issued by the firm. Dotan and Ravid (1985) present a single-period
model for determining capacity as a function of debt used. These two papers consider how
investment choices are affected by changes in financing, but do not seek joint optima of
investment and financing decisions.
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Dammon and Senbet (1988) study the joint choice of investments and financing. They
show how loss of tax shields in bankruptcy affects choice of production rate and financing
in a single-period model. The technology is very simple, for example, the production rate
does not affect operating costs. The effect of financial parameters, such as depreciation
and tax rate, on financing decisions is studied, but not the effect of these parameters on
technology choice.

3. A model for technology and financing decisions

This paper presents a multiperiod model of simultaneous financing and technology choice
that more realistically considers the characteristics of manufacturing technologies. Our model
is different from previous work in three ways. First, the cost structure assumed for in-
vestments is more detailed. Technology investments require an initial cash investment and
incur fixed operating costs and per unit variable costs. Most previous work assumes an
initial investment and per unit variable costs but ignores fixed operating expense. Fixed
operating costs should be considered because manufacturing technologies have large fixed
operating costs. Second, we consider a finite multiperiod model instead of the single-period
approach of previous work. This allows analysis of the effect of the lifetime of an invest-
ment on its value. Third, the multiperiod approach introduces significant bankruptcy costs
not present in a single-period model. In the event of bankruptcy, the firm loses the cash
flows and tax credits expected to be generated in future periods. Stockholders declare
bankruptcy when the value of their claims from continuing operations is negative. At the
same time, bondholders claims may have a positive expected value if the firm continues.
When stockholders declare bankruptcy, the value of the bondholders’ claims can decrease.
This conflict of interest between stockholders and bondholders introduces agency costs.
The following assumptions are made:

1. The firm can exist for N periods, denoted ¢t = 1, ..., N. The firm manufactures and
sells a single product at a known fixed price, P, in each period. The product’s demand
in each period, D, is assumed to be stochastic, stationary, independent, and normally
distributed with mean D and standard deviation op.

2. The firm chooses and invests in a technology at the beginning of period 1. After the
investment, the firm does not change its technology. The cost structure of the technology
is as follows. At the beginning of period ¢ = 1, there is an initial investment of /. Each
period the firm incurs fixed operating costs of £, and for every unit produced and sold
it incurs a variable cost of C. Fixed and variable costs are paid at the end of each period.
The demand for the product is revealed at the end of each period. Production is instan-
taneous and the quantity produced equals the quantity demanded. Revenues are real-
ized at the end of each period. The technology is depreciated for taxes over N periods
using straight-line depreciation method, so that at the end of period ¢, the book value
of the asset is (N — )I)/(N).

3. The firm finances the initial investment, I, by issuing debt and equity. The terms of
debt are that bondholders will receive payments equal to R at the end of each period
for N periods. The firm issues debt only at the beginning of period r = 1. The payment
R is assumed constant for all periods and is not changed.
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4. If at the end of any period the firm is unable to pay bondholders the amount R, the
firm is declared bankrupt. At bankruptcy, the assets of the firm are sold to meet obliga-
tions. It is assumed that the firm pays its obligations in the following order:

1. Unit variable costs paid to workers and suppliers

2. Fixed operating costs paid to managers and salaried personnel
3. Interest and principal payments to bondholders

4. Any remaining cash flows are paid to stockholders

S. If the firm goes bankrupt in period ¢, the liquidation value of the assets is a fraction
v of the book value of the assets, (y(N — 0)I)/(N), with v < 1. The assets cannot be
sold unless the firm goes bankrupt.

6. Corporate profits are taxed at a constant rate, 7, and IN7}, the interest payments made
by the firm to the bondholders in period #, are deductible for corporate tax purposes.

7. The risk-free rate of return, ry, is the same for all periods. Investors are assumed to
be risk neutral. Personal taxes of stockholders and bondholders are ignored.

Many of the above assumptions can be generalized. Assumption 1 can be generalized
to many products by aggregating the cash flows for multiple products and also many in-
vestments. This is done in section 4.1, where product flexibility is discussed and in section
4.3, where the incremental value of technology to a diversified firm is considered. The
assumption that the demand distribution is stationary and independent simplifies computa-
tion of cash flows and the value of debt and equity. It can be generalized at some cost
of computational complexity, without qualitatively changing the results of the paper.

The importance of assumption 2 is that the firm selects a technology, utilizes it, and
does not change it over a fixed period. Given that the development of a new technology
can take years and the initial investment is large, the assumption that technology is utilized
for at least a fixed period is a good first approximation.2 The cost structure described is
the one used by Lederer and Singhal (1988) to contrast the costs of FMSs and conven-
tional technologies. The timing of costs and revenues are easily generalized. The assump-
tion that production is instantaneous and equals demand can be generalized by allowing
the firm to hold enough inventory to almost always satisfy demand. The effect of holding
inventory is that the firm has higher per period fixed cost and higher liquidation value.
Both of these factors can be easily added to the model. Any other tax depreciation schedule
can be used instead of straight line.

Assumption 3 reflects restrictive covenants typically found in debt contracts which restrict
firms from issuing additional debt unless some minimum financial ratios are maintained
(see Smith and Warner (1979)). Assuming that the firm cannot issue any additional debt
is a good first approximation which accords to the reality that firms do not issue bonds
very often.? In fact, it is possible to generalize the model of this paper to allow early pay-
ment of debt or additional borrowing in each period. This change will add to the complex-
ity of the model, but not change the basic trade-offs demonstrated here. We note that although
issuing additional debt is forbidden, our model allows issuing additional equity when it
is in the interest of shareholders to avoid bankruptey* The assumption that the firm can
issue only straight debt and equity is very common in much of the literature, and consis-
tent with the fact that in practice straight debt and equity are the primary methods of rais-
ing capital 3
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Assumption 4 reflects the usual priority conventions in the event of bankruptcy. Assumption
5 reflects that the liquidation value of technology is some fraction of its book value. This
can be generalized to assume that liquidation value is any arbitrary function of its time
in service. Therefore, the book value of an investment and its liquidation value need not
be related. We also assume that the technology cannot be sold except in the event of bank-
rupicy; in many debt contracts assets purchased with borrowed funds are held as security
and cannot be sold without permission. Assumption 6 reflects current tax codes.

Assumption 7 about the risk-free rate and risk neutrality simplifies the analysis and avoids
confounding issues of risk aversion with financing. Ignoring personal taxes similarly
simplifies the model. All of these assumptions could be generalized with some cost of com-
putational complexity, but basic results which follow will be unchanged. These assump-
tions are standard in the literature (see Hite (1977), Dotan and Ravid (1985), and Dam-
mon and Senbet (1988)).

Next, these assumptions are used to derive an expression for the value of equity and
debt for a given technology and fixed promised payment to the bondholders.

3.1 The value of equity

Let VE, and VD; be the value of equity and debt, respectively, at the beginning of period
t. VE, is a function of the expected cash flows to be received at the end of period ¢ and
all following periods. The cash flow available for distribution to the stockholders in period
tis:

X, = Revenue — Costs — Taxes — Payment to Bondholders, or, using our notation,

)~(,=PD~—(CD~+F)—r[(P—C)ﬁ—F—Al,—INT,]——R. (1)
Simplifying, X, can be written as:
X =0 -7n[P-0CD-F + Tﬁ + 7INT, — R. 2

The first term, 1 — 7)[(P — C)li — F], is the net operating income ignoring tax shields.
The second term, 7(I/N), and the third term, 7INT;, are the tax shields from depreciation
and interest payments, respectively. The final term, R, is the promised payment to
bondholders.

)Z', > 0 means that the firm can meet all its obligations during period 7, and distributes
X, as dividends to stockholders. It is optimal for the firm to distribute X, as dividends
because if it does not and the firm goes bankrupt in the future, then the stockholders may
partially (or fully) lose their claims on these funds. Hence, at the end of period ¢, the value
of stockholders’ equity is )?, + VE,,, the sum of the dividends received in current period
and the value of the equity in the next period.
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On the other hand when X, < 0, the firm is unable to meet all its obligations from the
cash flows generated in the current period. In such a situation, stockholders have two op-
tions: (a) They can contribute additional cash; or (b) they can declare bankruptcy. In
evaluating thse two options, stockholders trade off the value of contributing additional cash
in period ¢ against the expected cash flows they hope to receive in future periods. If the
first option is taken, stockholders contribute additional cash equal to —)N(,. Clearly it is
optimal for the stockholders to contribute additional cash if X; + VE,,; = 0. The value
of stockholders’ claim at the end of period ¢ is then equal to X, + VE.,.

But when X’, + VE,; < 0, it is optimal for the stockholders to declare bankruptcy in-
stead of contributing additional cash. The probability of bankruptcy in period ¢ can be ex-
pressed in terms of a critical demand level, a4,, such that if the demand in period ¢ is less
than q,, it is optimal for the stockholders to declare bankruptcy. Using equation (2) and
the condition that bankruptcy occurs when )?, + VE,; < 0, the value of g, is:

_R—7IN-sINT, - VE,, , F

: G)
(1 = 7P~ C) P -0

a;

The following observations can be made about the probability of bankruptcy from equa-
tion (3). First, a,, and hence the probability of bankruptcy, is an increasing function of
the fixed costs per period, F, and the promised payment to bondholders, R. Second, tax
credits on depreciation, 7(I/N), and on interest payments, 7/NT,, and the value of equity
next period, VE,,,, reduce the value of a,. Thus, an increase in the tax credits available
to the firm and/or an increase in VE, ., reduces the probability of bankruptcy. Intuitively,
stockholders have less of an incentive to declare bankruptcy when tax credits and VE,,
are high since, in the event of bankruptcy, the tax credits are lost and VE,,; equals zero.
Third, since the interest payment, INT,, and the next period’s equity value VE,. | decrease
over time, a, increases over time. Hence, the probability of bankruptcy increases over time.

In the event of bankruptcy the firm loses all its tax credits. The liquidated value of the
firm at the end of period ¢, l_,,, after the assets are sold and the fixed and variable costs
are paid is

I:,=(P—C)15—F+M—;ﬁ—1. “4)

The bondholders must be paid before stockholders. If the firm goes bankrupt in period
t, the amount due to the bondholders at the end of period ¢, BD,, is equal to R plus the
value of the outstanding principal at the beginning of period ¢ + 1.

The value of the outstanding principal at the beginning of period 1 + 1 can be computed
as follows: suppose for a promised payment of R in each period, bondholders are willing
to contribute VD, the market value of debt at the beginning of period ¢t = 1 (the next
section shows how VD is determined). Given VD; and R one can determine the implied
interest rate i * demanded by the bondholders by solving the following equation:

R 1
VD = |1 - ——— |
! i*[ (1+i*)N:] ©
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Equation (5) states that the market value of debt is the present value of equal payments
of R over N periods, discounted at a rate equal to i* Once i* is found, the outstanding
principal at the beginning of period ¢ + 1 is the present value of the remaining N — ¢
payments of R discounted at i* The interest and principal due to the bondholders at the
end of period ¢ are:

R 1

where the second term on the right-hand side of equation (6) is the outstanding principal
of the loan at the beginning of period ¢ + 1. We note that the interest payment in period
t, INT,, is the product of the implied interest rate i * and the principal outstanding at the
beginning of period .

In the event of bankruptcy, stockholders will receive I; — BD, if E, > BD,, otherwise
they receive nothing. Let b,, be the demand level such that E, = BD,. Then using equa-
tion (4), b, can be written as:

_BD, + F = y(N — )IIN

b,
P -0

O

Hence, in the event of bankruptcy, stockholders will receive L - BD, if demand during
period 7 is less than a, but greater than b,.

Let YE, be the uncertain value of the equity at the end of period ¢. Then f’TE, can be
written as:

L, - BD,, ifb, < D < q,
X + VE.,, ifDz=a 8)

The value of equity at the beginning of period ¢, VE, is the expected value of YE, discounted
at the risk-free rate of return:

EYE) , _

.., N. 9
(1 +r ’ ©

VE, =

where E( ) is the expectation operator. Appendix A gives the expression for £ (I_/-'E,) and
shows the function dependence of VE, on VE,,,. Note that VEy., is equal to zero because
the firm ceases to exist at the end of period # = N. The value of equity in each period
can now be found by backward recursion of VEy, VEy_q, ..., VE; if VD; is known.

3.2. The value of debt

If the firm is not bankrupt at the end of period 7, the value of debt by bondholders is
R + VD,,;: the sum of the payment received at the end of ¢ and the value of debt in the
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next period. If the firm is bankrupt, the amount due to bondholders is BD,. When the liqui-
dated value of the firm, L,, exceeds or equals BD,, bondholders are paid the amount due.
But, when the liquidating value of the firm is less than the amount due, bondholders receive
the liquidating value. Let ¢,, be the demand level such that L = 0. Then using equation
(4), ¢, can be written as:

o = P oW = 0IIN. a0
@ -0

Hence, bondholders will receive the liquidating value of the firm if demand during period
t is less than b; but greater than c;.

Let YD be the uncertain value of the debt at the end of period ¢. Then YD can be
written as:

_ L ifc, =D < b,
YD, = { BD, ifb, <D < a
R+ VD,,, ifD = a,. (11)

The value of debt at the beginning of period ¢, VD, is the expected value of I7Dt dis-
counted at the risk-free rate of return:

vp, = EID)  _ N (12)
a+ 7

The expression for £ (I—’.'D,) is given in Appendix A and shows the functional dependence
of VD, on VD,,,. Note that VD, is equal to zero because the firm’s debt obligation is
over at the end of period N. The value of debt in each period can now be found by backward
recursion of VDy, VDy_y, ..., VD, if VEy, VEy.4, ..., VE; are known.
We now have a system of equations in variables VE,, VE,, ..., VEy and VD,, VD,,
, VDy given by equations (9) and (12), respectively. Appendix B uses the Brouwer
fixed point theorem to show that a solution to the system of equations exists if and only
if a solution to the fixed point problem ¢(VD;) = VD, exists. Sufficient conditions for
the solution to be unique are also stated. Appendix B describes an algorithm to calculate
the value of debt and equity. For sample problems, the algorithm converges rapidly.

3.3 The value of technology

Suppose the firm has chosen its technology and has decided to offer debt with promised
payments of R. At time ¢ = 1, bondholders contribute the market value of debt, VD, in
exchange for promised payments of R. Hence, the stockholders contribute I — VD, the
difference between the initial investment and the amount received from bondholders. The
value of technology to the stockholders is just the difference between the stockholders claim
(VE,) and their original contribution (I — VDy):

VT = VE, — (I — VD)) = VE, + VD, — L (13)
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We refer to the expression in (13) as the value of the technology, V7T, which is the net pres-
ent value (NPV) of the technology, i.e., the difference between present value and initial
investment.

Managers of the firm work for the stockholders and, therefore, their objective is to choose
the technology and the mix of debt and equity that maximize V7. Holding technology fixed,
the optimal financing decision from the stockholders’ perspective is made by maximizing
VT with respect to R. Let VI(R) be the value of technology as a function of R, and let
R* be the promised payment, that maximizes VI(R). The optimal decision from the
stockholders perspective is to choose the technology with the highest FVT(R*).

A technology can be parameterized by its cost structure, (7, F, C). The next two theorems
analyze the effect of cost structure on the value of technology and the firm’s optimal financ-
ing decision. These theorems demonstrate results under sufficient conditions that can be
weakened. Each of the conditions is defined with respect to a fixed cost structure and a
fixed value of R.

Condition A: VE, .1 = (1 — 7)vI

N — ¢t 1
( N )+R—TN—TINT,f0I‘aHt=1, ..., N

2
Condition B: 4 NN + D R <1
a+ rfN+2 2 VD,

Condition C: @, < D + op, forallz =1, ..., N

2
Condition D: T NNFD RN
a + rph+2 2 VD,

2
dVI® _
dR2

Condition E:

Condition A implies that if bankruptcy occurs, there are no funds left to pay bondholders.
In particular, for (8) and (11) cash flows occurring when D < g, are zero. Condition B
implies that the firm expects to avoid bankruptcy for at least a few periods because the
ratio of R to VD, is a fraction less than 1. Condition C implies that the probability of
bankruptcy is less than 84 % for each period, and this condition is consistent with condi-
tion B. Condition D is a stronger version of condition B; the firm expects to avoid bankruptcy
for several periods. Condition E suggests that locally, the value of technology is a strictly
concave function of the promised payment to bondholders. Conditions A, B, C, and D
are not very strong. For realistic problems, these conditions hold at R* Numerical examples
performed in the next section satisfy the conditions for all values of R less than R* Condi-
tion E is expected to hold at R*

Theorem 3.1: (a) Suppose conditions A and B hold, then,

dvTl

ers 1
dC<O (14a)
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avr

— <0 14b
iF (14b)
avr

— - 14
T > -1 (14¢)

(b) Further, suppose that R*, the promised payment to bondholders that maximizes the value
of technology, is greater than zero, and at R* Conditions C, D and E hold. Then,

dR*

— < 0 15
iC (152)
dR*

T <0 15b
AF < (15b)
dR¥*

— >0 15

I (15¢)

Proof. See Appendix C.

The first part of the theorem in (14a) reports that as the variable production cost per
unit increases, the value of the technology declines. Result (14b) makes a similar state-
ment about per period fixed cost. These results are expected because as the firm earns
more from operations, the value of technology rises. However, matters are complex with
financing because operations cash flow and interest tax shields are inversely related. For
example, as F decreases, the interest rate, and, therefore, the interest payment, decreases.
Under conditions A and B, the decrease in the value of the interest tax shields does not
exceed the gains due to lower costs. Result (14c¢) states that as [ increases, the value of
the technology plus the initial investment (V7 + I) rises. This is because an increase in
investment raises the value of the depreciation tax shield. Under conditions A and B, the
value of the interest tax shield falls, but not enough to offset the rise in the depreciation
tax shield. Another way to state (14c) is that the derivative of VT + I with respect to [
is positive.

Results (14a) and (14b) imply that the derivative of VT + I with respect to C and the
derivative of VT + I with respect to F are both negative. A corollary result easily follows:
Consider a fixed value of R and two technologies such that the first has lower variable
production cost, lower per period fixed cost, and higher initial investment than the sec-
ond. Then, the first has higher value of technology plus the initial investment, (VT + I).

The second part of the theorem reports that if C falls, or F falls or [ rises, then R* rises.
Intuitively, as cash flow generated by operations and depreciation tax shields rise, the prob-
ability of bankruptcy falls and the firm can increase its interest tax shields by raising its
promised payments to bondholders. This result may not hold if conditions C, D, and E
do not hold.
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Different technologies have distinct values for two reasons: production costs differ and
financing opportunities differ. Theorem 3.1 showed how changes in production cost affect
the value of technology. The next results shows how financing opportunities affect the value
of technology.

To measure the effect of financing on a technology’s value, the valued added by financ-
ing, Vi, is defined as the difference between the value of the technology at the optimal
bondholder payment and the value of technology with no debt: VY, = VI{R*) ~ VT(0).
The next theorem shows that the value added by financing increases as variable cost per
unit decreases, per period fixed cost increases, or the initial investment increases.

Theorem 3.2. Consider two technologies, with different cost structures, (I', F, C?), i =
1, 2, such that I' = I*, F! < F?, and C' < C* Fori = 1, 2, let R” be the optimal
payment to bondholders for technology i, let Viy be the value added by financing for
technology i and let VT'(R) be the value of technology i for promised payment R. If con-
ditions A, C, and D hold for technologies 1 and 2 and all R such that 0 < R < R%, then,

Vi > VI'®R*) — VTY(0) > Vi > 0.
Proof. See Appendix C.

The theorem concludes that the value added by financing is positive. Holding the prom-
ised payment to bondholders constant, as production cost declines or the initial invest-
ment increases, the interest tax shield adds value to the firm. This occurs because the prob-
ability of bankruptcy falls and the interest tax shield is valuable for more periods. Also,
theorem 3.2 shows that with a favorable cost structure, the optimal promisd payment to
the bondholders can be increased. This raises the firm’s value further due to additional
interest tax shields.

The general conclusion of theorems 3.1 and 3.2 is that changes in cost structure can
increase the value of technology for two reasons: operations cash flows increase because
of lower costs or higher tax shields, and the value added by financing increases as well.
The theorems help to clarify the economic benefits of modern production technology. The
next section uses these results to analyze the effect of FMS’s cost structure and flexibility
on its value.

4. Optimal financing and technology choice: Examples

This section presents several examples of how cost structure affects financing and the value
added by financing. The examples are based on data inferred from several empirical studies
reported in Lederer and Singhal (1988). That paper presents a case study and summarizes
published studies by Hartley (1983), Hollingum (1983), Sloggy (1984), Kaplan (1986),
Jaikumar (1986), and Palframan (1987) on the economic evaluation of an FMS. The studies
compare conventional, labor-intensive job shops with FMS systems designed to produce
the same mix of parts. Lederer and Singhal (1988) conclude that the studies provide evidence
that FMSs have a lower fixed operating cost per year (ignoring depreciation), and lower
variable cost per unit, but require higher initial investment than conventional systems.
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This conclusion is somewhat surprising. It is to be expected that variable costs are lower
for less labor-intensive automated technology. What is unexpected is that FMSs have lower
fixed cost per period. This is because the number of machines, number of operations, number
of setups, number of support staff, and floor space all decrease. This observation is not
definitive for all FMSs, but is a pattern observed in these studies. If these conclusions
are correct, C and F are lower and [ is higher for FMS compared with conventional systems.
If some technical conditions hold, theorems 3.1 and 3.2 imply that R* and VY, will be
larger for FMS, so the firm can offer bondholders a larger promised payment and the value
added by financing is larger for FMS than conventional technology. This implies that if
financing opportunities are ignored, traditional economic evaluation procedures undervalue
FMS.

This section presents a comparative economic evaluation of two technologies, labeled
“FMS” and “Conventional” with respective cost structures described in table 1. These
cost data are a variation of the data found in Lederer and Singhal (1988) for a system that
fabricated 2,000 different metal parts. In that study the conventional technology was a labor-
intensive job shop made up of numerous stand-alone machines. The FMS utilized new
technologies such as laser metal cutting, robotics, automated material handling, and direct
computer control. Consistent with our conjectures on cost, the per unit variable cost and
the annual fixed operating cost are chosen to be lower for FMS than conventional technology,
and the FMS’s initial investment is much larger. The table also reports expected annual
demand and the standard deviation of demand. The selling price of parts is assumed to
be $12.00 per unit.

In addition the following are assumed: (1) In the event of bankruptcy, the liquidation
value of the technology is 50.0% of the book value (i.e, v = 0.5); (2) the useful life of
both the technologies is 10 years; (3) the corporate tax rate is 50.0% (i.e., 7 = 0.5); and
(4) the risk-free rate of return, ry, is 6.0%.

The optimal value of each technology was found by varying the value of R. For each
value of R, the values of debt and equity that solve the system of equations in (9) and (12)
was obtained by using the algorithm described in Appendix B. Summary results are presented
in table 2 and in figures 1 and 2.

Table 1. Assumptions about the cost structure of conventional technology and the flexible manufacturing system.

Comparison Conventional Technology Flexible Manufacturing System
Variable cost/part $ 3.68 $ 3.0
Annual fixed operating costs $ 4.16 million $ 3.2 million

(excluding depreciation)
Initial investment $ 1.5 million $ 10.0 million

Expected annual demand for parts: 544,000/year
Standard deviation of demand: 136,000/year
Selling price per part: $12.0
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Table 2. Financing and technology choice using data of table 1.

Flexible
Conventional Technology Manufacturing System
Value of technology with no debt (R = 0) $ 0.5 million $ —0.08 million
Optimal annual payment, R¥ to bondholders $ 0.19 million $1.2 million
Value of technology at R* $ 0.65 million $ 1.0 million
Value added by financing at R* $ 0.15 million $ 1.08 million
Value of debt at R* $ 1.03 million $ 8.28 million
Interest rate on debt at R* 12.6% 7.4%
_Di__ i g 0.48 0.75
VD, + VE;
Probability of Bankruptcy at R* 0.80 0.56
Choice of technology without debt financing: conventional technology
Choice of technology with debt financing: FMS
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Figure 1. The behavior of the value of technology as a function of the annual promised payment to the bondholders,
for the examples of table 1.
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Figure 2. The behavior of the value added by financing as a function of the annual promised payment to the
bondholders, for the examples of table 1.

Table 2 gives the value of the FMS and conventional technology without debt financing
and with debt financing. It can be shown that conditions A, B, C, and D hold for all
R < R* With no debt (R = 0), the FMS has a negative value and the conventional tech-
nology a positive value; $—0.08 million versus $0.5 million. At the optimal financing levels,
the value of the FMS is $1.0 million and the value of the conventional technology is $0.65
million. As predicted by theorem 3.1, if R = 0, the value of technology plus the initial
investment is larger for FMS than for conventional technology; —$.08 million + $10 million
versus $0.5 million + $1.5 million. Consistent with theorem 3.1, the optimal promised
payments to bondholders are higher for FMS than for conventional technology; $1.2
million/year versus $0.19 million/year. As expected from theorem 3.2, the value added by
financing is larger for FMS than for conventional technology; $1.08 versus $.15 million.
What is unexpected is the size of the difference.

The value of debt at optimal financing levels is greater for FMS than for conventional
technology; $8.28 million versus $1.03 million. This means that bondholders are willing
to pay more for their claims for the FMS. Furthermore, the interest rate is lower for the
FMS than the conventional technology; 7.4% versus 12.6%. A common measure of the
relative use of debt and equity is the ratio of the market value of the debt to the sum of
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the market value of debt and equity (VD;)/(VD; + VE;). In this example the ratio is 0.75
for FMS and 0.48 for the conventional technology. Thus technologies with different cost
structures have different financing mixes. Note that debtholders contribute a significant
portion of the capital required. Shareholders need to contribute only (I — VD,), which
equals $1.72 million for the FMS and $0.47 million of the conventional technology.

The probability of bankruptcy is higher with conventional technology than with FMS;
0.80 versus 0.56. Using equation (3) it is possible to calculate the probability of the firm
going bankrupt in each period. While the probability of bankruptcy is high for both
technologies, bankruptcy for FMS is more likely to occur in periods closer to the final
period. The expected life of the firm using FMS is 8.96 years and for conventional technology
it is 7.06 years.

Finally, note that technology choice changes when financing is considered. If financing
is not considered, the optimal choice is to invest in conventional technology. On the other
hand, if financing is considered, the optimal choice is to invest in FMSS$

Figure 1 depicts the behavior of the value of the conventional technology and FMS as
a function of R, the annual promised payments to the bondholders. The value of each
technology is a quasi-concave single-peaked function of R and has a finite nonzero optimal
value of R. Note that for very large values of R, the value of technology declines and ap-
proaches an asymptotic value. This is because for very large values of R, the firm is almost
certain to go bankrupt in the first period.’

Figure 2 depicts the behavior of value added by financing for conventional technology
and FMS as a function of R. The figure dramatically shows that the value added by financ-
ing is greater for FMS than for conventional technology because of differences in the cost
structure.?

4.1. Effect of product flexibility on the value of technology

Manufacturing technologies that allow firms to produce a portfolio of products are said
to be product flexible. Product flexibility can be beneficial for three reasons. First, it can
allow firms to increase profits by raising output or changing product mix to sell products
with larger per unit contribution. Second, it can enable firms to introduce new products
quickly, without incurring additional investment. Third, it can lower the variability of
revenues faced by the firm because of the pooling effect of selling products that are not
perfectly correlated. Lower variability of revenues decreases the probability of bankruptcy
and the value of debt. Lower variability of revenues also allows a higher amount of debt
financing, that is, an increase in the promised payment to bondholders. This, in turn, in-
creases the value added due to financing.

Some qualitative insights about the third aspect of product flexibility can be obtained
from our model by looking at the behavior of the value of the technology as the variability
of demand changes. For this purpose, we hypothesize a production technology that can
produce m different products. Each product has independent and identically distributed
demand with mean of D/m units and standard deviation of op/m. The selling price per
unit, P, and the variable cost per unit produced, C, are constant and same for all the prod-
ucts. The technology to produce the m products requires an initial investment, I, and per
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period fixed cost F. Note that although the expected total demand per period, contribution
margin, investment, and fixed cost are independent of the number of products, the variance
of total demand declines as 1/m with the number of products.

For the FMS example of table 1, figure 3 shows that the value of the technology at the
optimal debt financing increases with a fall in the variance of demand. This happens because
the probability of bankruptcy is a decreasing function of demand variability, and the firm
is likely to last longer. Furthermore, because the probability of bankruptcy is lower, the
firm can raise more money from bondholders at more favorable terms. These factors together
increase the value of the technology as the variance of demand decreases. For example,
when the firm produces 81 products (6p = 15,111), the value of the FMS technology is
57.0% higher than when the firm produces a single product (6p = 136,000), even though
the expected revenues in each period are identical for both cases. It seems that product
flexibility can substantially increase the value of the technology merely by reducing the
revenue uncertainty and, thereby, increasing the value added by financing.
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Figure 3. The behavior of the value of the FMS at optimal debt financing when the number of products, and
thus the variability of total demand is varied. The FMS example is from table 1.
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4.2. Effect of the lifetime of investments on the value of technology

The length of time an investment is expected to be in use will affect the value of the invest-
ment and the way it is financed. The lifetime assumed in cash flow calculations is a func-
tion of the way the technology wears out and how long the products it produces are ex-
pected to remain viable in the market. There is often an interaction between technology
and products that affects an investment’s useful life. For example, a product flexible
technology can have an extended life compared with a less flexible technology because
it can be used for future products.

All other things held constant, the longer the lifetime of an investment, the higher its
value, and the larger the value added due to financing. This is because longer life yields
more periods from which to collect cash flows. This raises the value of both debt and equity
as larger future cash flows are forecast. Stockholders have more incentives to keep the
firm from bankruptcy, lowering the probability of bankruptcy. This increases the value of
debt, and encourages the firm to issue more debt, raising the value added by financing.

For example, table 3 reports the effect of different lifetimes (L), on the investment deci-
sion for the FMS described in table 1. Table 3 shows that as L increases, the value of the
technology (VT¥) at optimal financing levels increases, as does the value added by finan-
cing (V&4). Note that the value added by financing increases by a factor of 9 as the lifetime
increases from 35 to 25 years (a factor of 5). The table also reports the capital structure,
measured by the ratio of the market value of the debt to the sum of the market value of
debt and equity (VD,)/(VD; + VE,), as a function of L. As expected, the ratio increases
as L increases because the firm uses relatively more debt financing as the lifetime increases.

4.3. Diversified firms and the value of an incremental investment in technology

Typically, firms produce a number of products and make new investments to expand or
supplement existing activities. The value of an incremental investment has two sources:
the net present value of the cash flow from the investment plus additional financing oppor-
tunities provided by the new cash flow. The first source of value is almost always con-
sidered in investment decisions, but the second is not, especially when technology decisions
and financing decisions are made separately.

Table 3. The effect of different lifetimes (L) on the value of the technology (VT3), value added by financing (V7,),
and the capital structure as measured by the ratio of the market value of the debt to the sum of the market value
of debt and equity (VD,)/(VD, + VE,). The values given in the table are for the optimal level of promised pay-
ment, R The data used is the FMS example from table 1.

L VTt Vi o, Brr,
(years) ($ millions) ($ millions) 1 !
5 -1.82 0.395 0.697
10 1.0 1.08 0.753
15 3.35 1.87 0.772
20 5.31 2.71 0.805

25 6.95 3.56 0.857
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If the cash flow from the incremental investment is not perfectly correlated with existing
cash flows, the variability of the firm’s cash flow can be reduced. This is because a com-
bination of investments with less than perfectly correlated cash flows can reduce average
cash flow variability per investment. Reduction of cash flow variability allows the firm
to increase its borrowing, and raise the value added by financing. Because of this effect,
diversification of activities is valuable. A diversified firm values an incremental project
more highly than an undiversified firm, because of the value added by financing.

We apply our model to illustrate this. Consider a firm that produces M products where
each product has independent and normally distributed demand with mean D and standard
deviation op, and sells it for P per unit. Each product requires a different technology
which costs 7 to acquire, and has variable production cost per unit of C and fixed operating
costs per period of F. The value of these M technologies and optimal financing can be found
using equations (9) and (12). The total project has an initial investment of M/, fixed operating
cost per period of MF, variable cost per unit of C, selling price per unit of P, normally
distributed demand with mean MD and standard deviation of VMoyp,. The firm considers
acquiring an additional technology with the same cost structure as the existing ones to pro-
duce a new product. The product’s selling price is P with normally distributed demand
having mean D and standard deviation o, that is independent of the other products. We
are interested in the value of acquiring this additional (M + 1)™ technology as a function
of M.

Using the FMS example from table 1, table 4 gives the value of the incremental invest-
ment in as a function of M, the existing number of investments already made. The table
also gives the optimal capital structure of the firm (the ratio of the market value of debt
to the sum of the market value of debt and equity) with M and M + 1 investments. Two
observations can be made. First, diversification increases the value of the incremental in-
vestment. The table shows that at the optimal level of debt financing, the value of an in-
cremental investment is an increasing function of the number of existing investments, and
is always larger than the value of the technology when evaluated separately ($1.0 million
from table 2). This is because the increased diversification of cash flows allows an increase
in optimal debt financing, and value added by financing. Without additional debt financing
opportunities, the incremental value of technology would be constant.

Table 4. Value of an incremental investment, the capital structure of the firm as measured by the ratio of the
market value of the debt to the sum of the market values of debt and equity (VD,)/(VD, + VE,), the amount
of debt raised from the incremental investment, when the degree of diversification (M) is varied. The values
in the table are for optimal level of debt. The data used is the FMS example from table 1.

Value of in Incremental VD, VD, Value of debt raised
Investment VD, + VE, VD; + VE, from Incremental Investment
M ($ millions) M M+ 1 ($ millions)
1 1.20 0.7534 0.7945 9.35
9 1.38 0.8646 0.8680 10.23
25 1.58 0.8931 0.8952 10.98
49 175 0.9142 0.9142 10.75

64 1.84 0.9236 0.9236 10.95




352 P.J. LEDERER AND V.R. SINGHAL

Second, as M increases, the firm adds more debt to its capital structure. This is clear
as the ratio of the market value of debt to the market values of debt plus equity increases
as M increases down a column or as M increases across a row. When M is small, each
incremental investment adds significantly more debt to the firm’s capital structure. However,
as M becomes very large, capital structure of an incremental investment becomes close
to that of the firm as a whole.

In particular, the way an incremental investment is financed changes as the firm becomes
more diversified. For example when M = 1, the $10.0 million required for the FMS is
raised with $8.28 million in debt (see table 2) and the remainder is obtained from the
shareholders which is equal to (I — VD)), or $1.72 million. When M = 64, an incremen-
tal investment is financed entirely with debt, issuing $10.95 million in debt. The firm ac-
tually retains $0.95 million in cash in excess of investment needs.

5. Summary

This paper has developed a model for jointly considering financing and technology deci-
sions. It shows that considerable value can be added to a firm through financing decisions,
and that these gains are sensitive to the choice of technology. Cost structure, product flex-
ibility, lifetime of the investment, and firm diversification are shown to be important fac-
tors in financing and technology choice. An organizational lesson flowing from the results
is the importance of general management involvement in technology choice decisions. Con-
siderable value can be lost, if technology decisions are made by operations managers that
ignore the effect of technology on financing.

There are number of directions for future research. This paper focused on one type of
flexibility, product flexibility. The effect of volume flexibility and other technology-related
options on financing can be considered. Such options include the ability change technology,
add additional products, or change the cost structure. Aspects of risk that have been ig-
nored in this paper are appropriate research areas. For example, the effect of implementa-
tion risk on financing and technology choice can be studied.
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Appendix A. Expressions for E(YE) and E(YD)

This appendix derives the expressions for E(YEt) and E(Y~D,) (see equations (9) and (12)).
Using equations (2), (4), and (8), E(YE,) and be expressed as:

co

E(YE) = f

4

[(1 — (@ -CD - F) + 71\1] + 7INT, — R + VE,.HJ 2(D)dD

+ f “ [(P - OD —F + YW =Dl _ BD,} g(D)dD, (16)
B, N
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where g( ) is the probability density function of the demand. For normally distributed
demand, the partial mean of demand, D, is:

[" Deyap = BGX) ~ aped, an

where D is the expected value of demand; a}) is the variance of demand; and G( )_is the
cumulative distribution function of demand. Using the result of equation (17), E(YE)) is:

E(YE) = [(1 ~7)(®-CD-F + T-]{—] + 7INT, - R + VE,H] [1 — G(a)]

+ (1 =7~ C)opga)

yN—-n1
N

+ [ - OD - F+ — BD|][G(a) — G(b)

— (P - C)ohlga) — gb)l, (18)

where g, and b, are given by equations (3) and (7), respectively.
Using equations (4) and (11), E(YE,) can be expressed as:

YD) = f “IR + VD,,Je(D)dD + f b BD,g(D)dD

+ f & [(P -~ OD - F + ﬂ};—t)—l} g(D)dD, (19)

Using the result of equation (17), E(YD)) is given by:
E(YD) = (R + VD]l — G(a)] + BD[G(a) — G(b)]

N [@ - op - F+ 18D ] [Gb) ~ G(e)]

— (P = O) o} g — g, 20)

where a;, b, and ¢, are given by equations (3), (7), and (10), respectively.

Appendix B. Existence, uniqueness of a solution, and a solution algorithm

This appendix shows that a solution to equations (9) and (12) exists for all R = 0. We
can write the function in (9) as VE[VD,] and the function in (12) for + = 1 as VD,[VE,,
VE,, ..., VE\].

VE[VD),t =1, ..., N are continuous functions of VD, and VD|[VE,, VE,, ..., VEy]
is a continuous function of (VE|, VE,, ..., VEy). VD, is always nonnegative and bounded
from above by (R/rp/(1 — U1 + rf)N . Therefore VD, € [0, (R/rp(1 — 1/ + rf)N)].
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The composite function VD{[VE|[VD,], ..., VENVD,]] is continuous and maps the in-
terval [0, (R/rp(1 — /(1 + rf)N)] into itself. By the Brouwer fixed point theorem, the map-
ping VD{[VE|[VD,], ..., VEyN[VDi]] has a fixed point: VD{[VE|[VD?1, ..., VEyN[VDT]
= VD¥

(VE§, ..., V#, VD) solves (9) and (12) if and only if VD is a fixed point. Therefore
at least one solution (VEF, ..., VEf, VDY) to equations (9) and (12) exists. If there is
a unique fixed point then the solution is also unique. If

®(VD,) = VD\[VE\[VD,), ..., VEVD,]l — VD,.

there is a unique fixed point iff ¢(V'D;) = O has a unique solution on the set VD; € [0,
R/rpl — VA + rf)N)]. ¢(VD;) = 0 has a unique solution if ¢(VD;) is one to one on
the interval [0,(R/rp(1 — V(1 + rf)N)]. A condition sufficient for this to be true is that
¢'(VDy) < O for all VD, € [0,(R/rp(1 — V(1 + rf)N)].

Description of the solution algorithm

For any fixed R > 0, an approximate solution to the systems of equations in (9) and (12)
can be computed to any degree of precision ¢ > 0 by the following algorithm. Let i® be
the old interest rate on the debt, i€ be the current interest rate on the debt, and s, s >
0, be the adjustment factor that increments i° to i°.

Step 1: Initialize the value of s and set i’ = ry.
Step 2: Let i° = i° + s.
Step 3: Calculate the implied value of debt when interest rate equals i€ as:

g =R L 7.
ic (A + ioV

Now by backward recursion, compute VES, r = N, ..., 1 using equation (9) with
VD, = VD§. Then by backward recursion on equation (12) compute VD{, t =
N, ..., lusing VES,t =1, ..., N.If |VD; — VD{| < e then stop. The resulting
(VES, ..., VE§, VDS, ..., VDY) is the approximate solution. If | VD, — VDf{]
> € go to step 4.

Step 4: If VD, < VDS, then the current interest rate is low. Set i® = i, i = i + s,
and go to step 3. If VD, > VDj, then go to step S.

Step 5: If VD, > VDS, then the current interest rate is high. VD, equals VD] for some
interest rate in the interval (i°, i9). Set s equal to /2 and i = i — s and go to
step 3.
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Appendix C. Proofs of theorems 3.1 and 3.2
Proof of theorem 3.1

To show (14a) we demonstrate the result dV7/dC, < O for all ¢ where C, is the variable
cost per unit for period 7. Then, dVT/dC = L, dVT/dC, < 0 and (14a) is proved. Choose
t = 2. Let C be the variable cost for all periods, except ¢ = 2 where the variable cost
is C,. Changes in C, affects VT in two ways: it changes the cost of production and the
interest payments made: This implies that:

N
dvT _ oVT AVT OINT,
dc, 4G, t=21 JAINT, aC, @b
If condition A holds then V7T can be expressed as:
(1 = 7)Y(P—-C)D; — F) + 7I/N + 7INT, + VD, + VE, if D, = a,
VI = -I+E (L +r
0 otherwise,
(22)
and
(1 —7)(P — C)Dy — F) + 7I/N + 7INT, + VD; + VE; it B, = a,
VD, +VE,=E A+
0 otherwise,
(23)

where a, is given by equation (3).
By direct computation from equations (22) and (23):

oVE
(R + VD) g(ay) =
aVT"‘ 1 6C2 1 = oo
- - Gla(l — D,g(D,)dD
G (+nr 1 -7nFP -0 } (1+r? (@) =) fﬂz 28(D,)dD,
v l:é(al)(R + VD;) g(ay) __“Z__J , o4
(1 + rp? P - C)

where g( ) is the probability density function of the demand, and G ( ) is the cumulative
greater than distribution function of demand.

It must be that 0VE,/0C, < 0: the value of equity declines when variable cost rises.
Thus all three terms in the right-hand side of equation (24) are negative so that (3VI/3C,)
< 0



356 PJ. LEDERER AND V.R. SINGHAL

From equation (6) we have INT, = R[1 — (I/(1 + i*)¥~*y, Differentiating with respect
to i* we get (BINT,/0i*) = R(N — ¢t + 1)/(1 + )N Approximating i * from equa-

tion (5) as i* = (R/VD,), we have (0i*/dC,) = — (R/(VD))?) (3VD,/dC,). Therefore,
JINT, _ 3INT, di* _ _ R? (N—-t+1) ovD, 25)
0C, 9i* G, [VDl (A + i+ jC, ]

Now, (VTIAINT) = (r/(1 + RY) Ga,)G(ay). . ..G(a,). Therefore,

N

T, _ < s
VT IINT, 2 [ GlapGiay). . .

51 0INT, 3G, 1+ ry

_ 2 —
Ga) R W-r+1) VD7 26)
VD, ) (1 +inHW-ttD jC,

The right-hand side of equation (26) is > 0, since (dVDy/3C,;) < 0, but is less than

-7 NN + 1) ~ R ~ aVD,
(1 + rph+? 2 [VDJ aC,

But,
wp, 1| ®eae@ | |
L= - Ga(R + VDs) glay)
G, (I+rp 1 - 7P -~ C) (1+rf)2 P -G

@7

which is identical to the sum of the first and third term of the right-hand side of equation
(24). Therefore, by condition B:

dvT _ VT | v VT 9INT,
<0

i, 3G, |~ 3INT, 3G,

A similar argument can be repeated for all 7, (f = 2 is an example of the general case,
t = 1 and ¢ = N are much easier) and (dV7T/dC,) < 0 and (14a) is proved. A similar argu-
ment based upon the period-by-period changes in F and I can be used to show (14b) and
(14¢).

To show the second set of conclusions (15a), (15b), and (15¢), a similar argument is
used. Again we show (15a) first, by studying (8*VT/dC,d0R). We choose ¢ = 2 to
demonstrate the idea. If condition D holds, then (dVT/dC,) = (3VT/0C,). By direct com-
putation we have:

aVD2 aVE2
62 VT 1 ( 1)

3COR (1 +1p a - T)(P — C)

(28a)
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Bg(al) aal aVEz

1 3D 3R IC, R+ VD)
+ (28b)
Tty  @-DF-0
VE,

(R + VDy) gla) ——=
T " 9GIR (280)
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A+ rp aD P - C)
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1 = R .
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All these terms are negative (condition C, g, < D+ op, is a sufficient condition for (28b)
and (28h) to be negative) except for (28c), (28d), and (28e). However, it can be shown
that (28c) is smaller in absolute value than (28b); (28d) — (28a) and (28¢) — (28g) can
be similarly paired. Therefore, (3°VT{(R*)/dC, dR) < 0.

If R* is an interior optimum for VI(R), then dVT (C,, R*)/dR = 0. The implicit func-
tion theorem shows that since dVT/dR is a C? function of (C,, R),

_ VT (Cy, R¥)
dR* _ aC, R

dc, VT (R*)
R
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By hypothesis the denominator is less than zero, so dR*/dC, < 0. This argument can be
repeated for all ¢ = 2. Therefore, (15a) holds. In a similar fashion, (15b) and (15c) can
be demonstrated.

Proof of theorem 3.2

We demonstrate the result for C' < C2, F' = F?, I' = I”. In the proof of theorem 3.1
we showed that §° VI(C,, R)/dCAR < O if conditions C, D, and E hold. This implies that
?VI(C, R)/3C 3R < 0 as well. Then for any fixed R such that 0 < R < R%,

c? a2 2 1
f FVIC, R) ,n _ OVIC®, B _ OVI(C. B _
¢! 0COIR dR OR

Integrating again:

/

RZ*[ WTC:L R vIC, R
0

_ 2 p2% _ 1 p2%y 2 o 1
IR 9R } dR=VIT(C*,R")~VI(C",R") — [VI(C~,0) — VI(C", 0)]

i

VT (C?, R*y — vT (C?%, 0) — VT (C', R*) — vT (C?, 0)]

=V, - vr (', R*) - vT(C!, 0)] < 0.

But by (15a) from theorem 3.1 we have VT (C!, RY) > VT (C', R*"). Thus

1* 2
Vada — Viada > 0.

This result can be generalized for any C! < C2, F' < D? and I' = I

Notes

—

W

. Baxter (1967) and Stanley and Girth (1971) report that these costs can be as much as 20% of the value of

the firm, whereas Warner (1977) finds that for a sample of railroad firms the administrative expenses average
about 1% of the market value of the firm prior to bankruptcy.

. Note, that under this assumption, the valuation formulas developed in this paper can be used to explore the

value of a fixed sequence of technology investments. Also, the effect of the option structure of technology
on financing can be found. By using the valuation formulas developed here in backward recursion, the value
of a sequence of technology choices that are conditioned upon future uncertain events can be found.

. One explanation for this is the transaction costs involved in issuing debt.
. It is important to note that the financial structure of the firm as measured by ratio of the market value of debt

to the sum of the market values of debt and equity changes from period to period in the model. Therefore,
the financial structure of the firm is not constant even with assumption 3. Also note, that a model that forbids
additional borrowing gives a lower bound on the value of technology compared to the case when changes
in debt financing are permitted.

. Other types of hybrid securities such as convertible bonds and preferred equity shares can be used to finance

investments. Inclusion of these hybrid securities can affect the associated agency costs. However, agency costs



THE EFFECT OF FINANCING DECISIONS 359

cannot be completely eliminated, nor can the loss of interest rate and depreciation tax shields when bank-
ruptcy occurs. Therefore, an optimal capital structure will continue to exist.

6. In computing the numerical results presented in this section, the tax rate, 7, is assumed to be 0.5. A reduction
in tax rate will reduce both the optimal level of promised payment to the bondholders and the value added
due to financing. However, given the differences in the cost structure of the technologies, both the optimal
level of promised payment to the bondholders and the value added due to financing will be higher for the
FMS than the conventional technology even with a lower tax rate. Furthermore, the value added from financ-
ing can still change the technology choice.

7. If the firm goes bankrupt in the first period, the value of the technology is simply the discounted value of
the sum of the first period’s pretax operating profits and the salvage value of the technology, less the initial
investment, i.e.,

o yIN = 1)
P-OD-F+1——

VT = T+ - L

If I is much larger than the single-period pretax expected profits, the right-hand side of the above equation
is approximately equal to

,[v(zv— D _ 1],

N1+ rp
which is the loss to the firm for scrapping the technology after using it for a single period. The asymptotic
behavior of the value of the conventional technology is evident from figure 1.

8. For large values of R, the value added by financing is smaller for FMS than conventional technology. If R
is large enough so that the probability of bankruptcy in the first period is close to one for either technology,
the value added by financing is /(y (N — D/N(1 + rp — 1) minus the value of the technology with no debt.
Although the value of the FMS technology with no debt is lower than that of the conventional technology
($-0.08 miltion versus $0.5 million), the FMS requires a much larger initial investment ($10.0 million versus
$1.5 million). Therefore, the loss of scrapping the FMS at the end of the first period is much higher than
that of the conventional technology. This is true despite the fact that the scrap value of the FMS is higher
than that of the conventional technology. However, it is not optimal to issue so much debt that the probability
of bankruptcy is close to one in the first period itself.
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