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Abstract. Most asymptotic convergence analysis of interior-point algorithms for monotone linear 
complementarity problems assumes that the problem is nondegenerate, that is, the solution set 
contains a strictly complementary solution. We investigate the behavior of these algorithms when 
this assumption is removed. 
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1. In troduct ion  

In the monotone  linear complementarity problem (LCP), we seek a vector pair 
(z, y) E /R '~ x / R  '~ that satisfies the conditions 

y = M x + q ,  x > O ,  y > 0 ,  x T y = O ,  (1) 

where q E /R  n, and M E/R  n• is positive semidefinite. We use S to denote the 
solution set of (1). 

An assumption that is frequently made in order to prove superlinear conver- 
gence of interior-point algorithms for (1) is the nondegeneracy assumption: 

Assumption I. There is an (z*, y*) E S such that x~ + y* > 0 for all i = 1, ...~ n. 

In general, we can define three subsets B, N, and J of the index set 
{1 . . . .  , n}  by 

B = {i = 1, . . . ,  n ix*  > 0 for at least one (x*, y*) E S}, 
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N = {i = 1, . . . ,  n lY* > 0 for at least one (x*, y*) e S}, (2) 

J = {i = 1, . . . ,  n Ix; = y* = 0 for all (x*, y*) ~ S}. 

It is well known that B, N, and J form a partition of {1 . . . .  , n}. Another  useful 
result is the following. 

LEMMA 1.1. There is an (x*, y*) E S such that x* > 0 for all i E B and y* > 0 for 
all i E N. 

Proof. Choose IBI + INI members (x i, yi) of S (where [. [ denotes set cardinality) 
with the property that x~ > 0 for i E B and y~ > 0 for i 6 N. Define 

(x*, y*) - IBI + INI ~ (x', y~). i c B u N  

Since (xi)Ty j = (x j )Ty  i = 0 for any two solutions (x i, yi) and (xJ, yJ) of (1), it 
is easy to check that y* = Mx* + q and (x*)Ty * = O. Moreover,  x~ > 0 for all 
i E B and y* > 0 for all i E N, giving the result. [] 

Assumption 1 can be restated simply as J = 0. 
An infeasible-interior-point algorithm solves (1) by generating a sequence of 

strictly positive iterates {(x k, yk)}, k = 0, 1, 2 , . . . ,  while aiming to satisfy the 
two equality relationships in (1) in the limit as k ~ ~ .  Feasible interior-point 
algorithms require all iterates to satisfy yk = M x k +  q in addition to strict 
positivity (x k, V k) > 0. 

This paper starts with general results about infeasible-interior-point algorithms. 
In our presentation, "Q-superlinear convergence" always means Q-superlinear 
convergence of the complementarity gap (x~)Ty k to 0. In Section 2, we define 
the broad class of infeasible algorithms considered in this paper and show that 
no algorithm of this class can achieve Q-superlinear convergence when J # 0. 
Ye and Anstreicher [10] presented a trivial LCP for which J # 0 and observed 
that no feasible algorithm whose steps approach the primal-dual affine scaling 
directions can converge superlinearly for this example. Our result generalizes 
Ye and Anstreicher's observation to all instances of problem (1) for which J # 0 
and to a broader  class of algorithms that includes many infeasible algorithms. 

Section 3 proposes a scheme for estimating the index sets B, N, and J and 
shows that a finite termination scheme based on these estimates eventually yields 
an exact solution of (1). The results of this section generalizes the results obtained 
in Ye [9] for linear programs to the context of degenerate monotone LCPs. 

Feasible algorithms in which the step vectors asymptotically converge to the 
primal-dual affine scaling direction are discussed in Section 4. In this case, we 
are able to prove stronger results about  the asymptotic behavior of the steps 
( A x  k, A y  k) and to derive formulae for the linear rate of convergence of the 
complementari ty gap in terms of the current iterate and the current stepsize. 
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In Section 5, we analyze the two-step linear rate of convergence of the 
predictor-corrector algorithm. We show that this rate is linear with a constant 
of at most 1 - c/Q 1/4, where Q < min{IJI, n - ]JI) and c is not too small. This 
result shows that if IJI contains only a few indices, or it contains all but a few 
indices, then we can expect a linear rate of convergence that is not too slow. 

The following notation is used throughout the paper. Superscripts on matrices 
and vectors and subscripts on index sets and scalars denote iteration indices 
(usually k), while subscripts on matrices and vectors define components. The 
subvector xB denotes [xi]i~B, while the submatrix MBN is [M~j]i~B.j~N. Subvectors 
and submatrices corresponding to other index sets are defined likewise. We use 
#4 to denote the normalized complementarity gap #4 = (x4)Ty4/n. If w E /R  '~ 
then diag (w) denotes the diagonal matrix having the components of w as 
diagonal entries. The matrices X 4 and yk  are defined as X k = diag (x 4) and 
yk  = diag (y4). If u and v are two vectors of the same length and u E/R,  then 
uv denotes the vector whose i-th component is uiv~ and u ~ denotes the vector 
whose i-th component is u~'. The vector (1, . . . ,  1) T, regardless of its dimension, 
is denoted by e. For any vector x, the notation x+ is used for the vector whose 
i-th component is max(xi, 0). Unless otherwise specified, II o II denotes I1' 112. If 
{Sk} and {e4} are two positive sequences, we say 5k = O(ek) if lim sup4 64/e4 < c~ 
and 6k = o(ek) if lim4 5k/ek = 0. The distance function to the solution set S is 
defined as 

dist((z, y), S) = min t1(7, ~) - (z, Y)II. 
(~, ~) cs 

Throughout the paper we assume implicitly that (1) has at least ohe solution, 
that is, 

S r  

2. Infeasible algorithms: local convergence 

In this section we largely restrict ourselves to discussing interior-point algorithms 
that fit the following framework, which we refer to as the standard framework. 

(a) For all k > 0 we have (x k, yk) > 0 and 

II(x k, yk)ll~ _< c~, (3) 

for some constant Cb > 0. 

(b) There is a ~ E (0, 1) such that 

k k xlYl >'7#k for all i = 1, . . . ,  n and k > 0. (4) 

(c) The step has the form (x k+l, yk+l) = (x h, yk)+ak(Axk ' Ay4) with ak E (0, 1]. 
The search direction (Ax k, Ay 4) satisfies the equation 
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[M_,] f xk] r k 

- -xky  k + ~kl, Zke 
(5) 

where r k = y k - M z  k - q denotes the residual vector and crk E [0, 1] is the 
centering parameter. 

(d) There are constants _p_ and ~ such that 0 < _.p < ~ and 

I1 ~ IIr ll II ~ p _ _< ~ (6) 
- p0 pk # 0  

For feasible interior-point algorithms, we have r k = 0, k = 0, 1, . . . ,  and so (d) 
is trivially satisfied. 

Infeasible-interior-point algorithms that fit the standard framework include 
those of Zhang [11] and Wright [7].  This framework is broad enough to 
include most algorithms that have been proposed to date, including path- 
following and predictor-corrector algorithms (see, for example, Zhang [11] and 
Ji, Potra, and Huang [2]). Many algorithms use a central-path neighbor- 
hood different from (4); we use (4) partly because these alternative neigh- 
borhoods are usually subsets of our neighborhood when ~ is chosen suffi- 
ciently small. 

We note that the analysis of most algorithms does not require Assumption 1 
to hold in order to prove global linear convergence or polynomial complexity. 
It is usually needed only to obtain a local convergence rate that is faster than 
the global rate (which is usually Q-linear or two-step Q-linear). 

The following observation (see Zhang [11, Proposition 3.3]) will be needed in 
subsequent results. If we define 

k-1 

. o = 1 ,  vk>o ,  
j=0 

then, 

r k = v k r  ~ Vk>O. (7) 

The first few results of this section give upper and lower bounds on the 
k ,and y/k and their ratios. In Lemma 2.1, we show that (3) can be components z i 

a consequence of other frequently-made assumptions. 

LEMMA 2.1 I f  either 

(a) p_ > 0 or 
(b) there is a strictly feasible po in t  f o r  (1), and the sequence {#k} is bounded,  then 

(3) holds. 
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Proof.  For case (a), our proof uses techniques similar to those of Mizuno [4, 
L e m m a  3.3], Potra [6, Lemma 4.1], and Wright [8, Lemma  3.2]. Given any point  
(7, ~) with (7, ~) > 0, ~ = M ~  + q, and the starting point (x ~ y0), we have 

M(~k~ ~ + (1 - ~ k ) ~ -  ~) 
= u k M x  ~ + (1 - u k ) M ~  - M x  k 

= ~ , k ( y  ~ - q - r ~  + ( 1  - ~ , ~ ) ( ~  - q )  - ( ~ k  _ q _ , . k ?  

= vky  ~ + (1 - v k ) ~ -  yk. 

Hence,  by positive semidefiniteness of M, we have 

0 <_ ( v k x  ~ + (1 -- vk)'~ - x k ) T ( v k y  0 + (1 -- Vk)Y - y k ) .  

Rearranging this expression, we obtain 

uk (xOTy k -t- zkTy O) 

+(1 - ~ ) : ~ - ( 1  - ~) (~yk + x ~ ) .  (s) 

Since (7, ~) > 0, (x k, yk) > 0, and ( 1 -  uk) > 0, the last term on the right- 
hand side is nonnegative, so we can drop it without affecting the inequal- 
ity. Also, we can choose (~ ,y)  E 8 to ensure ~Ty = 0, and after some 
manipulat ion (8) becomes 

x OTyk q. xkTyO <_ ukxOTyO q. n lZ._..kk + (xoT~ q_ -~TyO) 
Vk 

< xOTy 0 -t- n #O -ZTyO) _ --~_ + ( x O T ~ +  , 

where the second inequality follows from (6). If we define 

{ 1 [ ( )]) 
Cb = m a x  n#0  1 + + x~ + STy 0 

,=1 ..... ~ min(x0, y/0) 

then (3) follows. 
For (b), we choose (7, y) to be a strictly feasible point, so that  (7, y) > 0. By 

rearranging (8), we obtain 

(l -- Uk) (~Ty k + zkT~) 

< ~'2xOTy ~ + x ~ r y  ~ + uk(1 -- L'k).(xoTy + -~TyO) 

+(1-  ~ ) ~ -  ~ ( J y ~  + y y o ) .  (9) 

Again, the final term is nonnegative, so we can drop it without altering the 
inequality. We also use t,k ~ [0, 1] and 
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1-vk_>l -v l - -aO>O,  V k > O  (10) 
to write 

-~Tyk .{_ xkT~ < 1 (xOTyO -{- xkTyk~ + xoT + -~TyO + -~T~. 
O~ 0 \ / 

Boundedness of xkTy k can now be used to obtain (3). [] 

Our next result gives bounds on components of x~ and yk N. 

LEMMA 2.2. There is a positive constant C1 such that for all k > O, 

k > ~/c,; (11) i E B ~ y~ < Cl#k, xi _ 
k < Cltzk, ykl > ~/C1. (12) i E N ~ x l  _ 

Proof. Again, we choose (~, ~) in (8) to be a solution of (1) for which ~i > 0 
for i E B and Yl > 0 for i E N. From (9) we have 

( 1 -  vk)(~Tyk q_ xkT~) 

_< ~y~0 + ~ + ~ ~ (~0~ + ~ 0 ) -  ~ (~0~ + ~ 0 )  

Dropping the (nonnegative) final term on the right-hand side and using v~ E [0, 1], 
we have 

~ -  ~ ( ~  + ~ )  _~ ~n.0 + ~ + ~ , -  ~ (~0~ + ~ 0 )  (13) 

Using (10), (13), and (6), we can write 

~Tyk + j ~  < • + ~ )  + ~ (~% + ~y0) 
c~ 0 

<_ 1-~-(n-fi#} + n#k) + Y-"#k (xOTy + -~TyO) 
CeO IZO 

< C1#k, 

where C1 is defined in an obvious way. The upper bounds on xkN and yk B follow 
when we define 

61 = C l m a x  m a x - -  max . 
\ ieB "Xi' ieN 

To prove the remaining inequalities, we use (4). Taking i e B, we have 

k k k > ~/z.__A > ~tz____L = 

The lower bound on y/k, i E N, is proved analogously. [] 

The following consequence of a result of  Mangasarian and Shiau [3] bounds 
the distance to the solution set in terms of #~. 
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LEMMA 2.3. There is a positive constant C2 such that for all k > O, 

f~ . 1/2 (14) dist((xk, yk), S) < ~2~k �9 

Proof. From Mangasarian and Shiau [3, Theorem 2.7], there exist positive con- 
stants C2a and C2b such that 

min II~--~kll~ 

<_ C2~ - M x  k - q + 

_ X  k 
+ 2 

L --x k + 

(15) 

In our case, M x  k + q = y k _  rk and (x k, yk) > 0, SO by (6), 

{ (xk)T(  M x k  + q ) } +  ~ [(Xk)T( M x k  + q)l < (xk)TY k + II~klltl~kll 

o 
I1( - M x k -  q)+ll = I1@-Yk)+ll--< IIr~ll--< llrkll--- cb~llr~ll/tk, 

/to 

II ( -xk)+  I1 = 0. 

Substitution of these inequalities into (15) indicates that 

min I1~ xkll~ , . ,  1/2 
~l (5 ,MS+q)e8  - -  = vl . .~k + P'k). 

=min [ ]1 N,M~+q)eS ( M ~  + q) - ( M x  k + q + r k) 

< min (1 + IIMII)II~- xkll + Ilrkll 71 (7, M'~+q)eS 

_< (1 + IIMII)v~ min I1~ - mklloo + ~llr~ 
71 (~, ~+q)eS 

/ 1/2 ) = o ~ / t k  + m , 

Now 

(16) 

giving the result. [] 
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The next two results give bounds on the ratios of components of x k to 
components of yk. 

LEMMA 2.4. I f  C2 is the constant from Lemma 2.3, then for all k > O, 

'7 , 1/2 k < t'~ 1 / 2  "Y 1/2 r'* .1/2 

and 

(17) 

k C~ (18) ff~-- < x-L < - ViCJ .  
c l  - "y 

Proof. We prove the bounds (17) only for x'k2, i E J, since the results for yk 
are similar. 

Since x* = y* = 0 for all i E J, we have 

* r-v . 1/2 k k < dist((xk, yk), S) < w2/Xk , X i ----- X i - -  X i _ 

which gives the upper bounds. For the lower bounds, we use (4) to write 

k > '~/.~k > ~/-*k - -  ff  , 1/2 

- -  - -  - -  C 2 / %  " 
z l  y~ r ,  .1/------7 

u , ' 2 ~  k 

The bounds (18) follow immediately from (17). [] 

k C 2 
x...L < ~--~Lpk, y/k-- 
yk C 2 
L--;< x l  - -  ~ l Z k ,  

LEMMA 2.5. / f  C1 is the constant from Lemma (2.2), then for all k >_ O, 

Vie  N, (19) 

Vi �9 S. (20) 

Proof. The proof follows immediately from (11) and (12). [] 

It is possible to prove global linear convergence and polynomial complexity 
for a number of algorithms that fit the standard framework without assuming 
nondegeneracy (see, for example, Zhang [11], Wright [7], and Ji, Potra, and 
Huang [2]). However, Assumption 1 is used to prove Q-superlinear convergence 
in Ye and Anstreicher [10], Ji, Potra, and Huang [2], and Wright [7]. We are 
therefore led to pose the question, Is nondegeneracy necessary for superlinear 
convergence? The following two results resolve this question in the affirmative. 

THEOREM 2.6. Suppose that J # O. Then there is a constant e > 0 such that 
Izk+l/Izk > e for all k sufficiently large. 
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Proof Suppose for contradiction that there is an infinite subsequence /C such 
that #k+l = o(tzk) for k 6 K. Taking any index i 6 o r, we have from (17) that 

k + l  < ~  . 112 [ l/Z'~ 0<~ -~2~'~+1=~ ), 
__ C 1/2 [ 1/2"~ 

0 < d +~ < ~,~+~ = o ~,~ ) .  

Now 

[ 1/2'~ 
:c i --~C i + :c i --  

a n d ,  similarly, 

[ 1/2~ 

From (5), we have 

k k x ~ a d  k k 
yi '  A x l  -t" = - - x i  Y i -I-6rklL k 

= --OLkXi Yi + O'k~ 

k k ( ,  1/2~ k ( .  1/:~ --2xiYi +~ ] x  i + o k ~  k ]yk i = k k --O~kXi Yi '1- ~kOZk#k . 

x k .  k If we divide this last expression by ~vl, we obtain 

[ 1/2"~ [ 1/2~ 

-2+~ ) + ~ = _ o , k +  

k and yk, we conclude that and using the lower bound in (17) for x~ 

-- tr-  o~ /Zk 2 - ak = k e_-g:Tf..k + o(1) < --ak~k/n + o(1). 
x i  Yi 

If we take the limit for k E/C, k + c~, 2 - ~k is bounded below by 1, while the 
right-hand side of  the above inequality will eventually be less than any positive 
constant. This gives a contradiction, and therefore we cannot have #k+l = o(/&). 

[] 

COROLLARY 2.7. When the assumptions of Theorem 2.6 hold, the sequence {#k} 
cannot exhibit g-step superlinear convergence to zero, for any integer g >_ 1. 

Proof The proof  follows from tzk+e//zk >__ e t for all sufficiently large k. [] 

As well as precluding Q-superlinear convergence of infeasible-interior-point 
algorithms such as the one in Wright [7], Corollary 2.7 shows that 2-step super- 
linear convergence is not possible for predictor-corrector algorithms such as the 
one in Ji, Potra, and Huang [2] applied to degenerate problems. 
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3. Infeasible algorithms: finite termination 

In this section, we propose a technique for estimating the index sets B, N, and J 
and for performing a projection from the current iterate onto the solution set ,5. 
We prove that finite termination can be achieved from any sufficiently advanced 
iterate (that is, when k is sufficiently large). The projection scheme is similar to 
that of Ye [9] for linear programming. 

In the interests of generality, we make a number of assumptions on the iterates 
(xk, yk) themselves, rather than on the algorithm used to generate them. This 
strategy allows the analysis of this section to be applied to algorithms such as 
the one in [8], in addition to algorithms that fall within the standard framework 
of Section 2. 

We require the following bounds to be satisfied for all sufficiently large k: 

~ -  X~ < C3 ' O < x k  < 2/xk ' O < Yi < ~ 2 P k  ' - -  C ' 1/2 k r v  . 1/2 (22a) 
i e J ~ G . 3  g y ~ - _ _ 

Y~ k > 6'5, (225) i E B =~ 0 < _'L--s <- C4lzk, x~ _ 
x i 

t e N , O <  ~ <C4#k, yki >C5, (22c) 

II(  k, yk)ll < (22d) 
Ilrkll=< IIr~ , (22e) 
/z~: #o 

lim #k = O, (22f) 
k ' 

where C3, C4, C5, Cb, and ~ are positive constants with C3 > 1 and C4 > 1. 
The inequalities (22a), (22b), and (22c) immediately suggest a scheme for 

estimating B, N, and J. We define estimates Bk, Nk, and Jk by 

Bk = { i  l Y~<x--~. k _ min (1/2, /.if2) } 

y~ <min  1/2,•k ] , 

Jk = 11, 2, . . . ,  n} \ (Bk  U Nk). 

LEMMA 3.1. For all k sufficiently large, we have 

B k = B ,  N k = N ,  J k = J .  

Proof. Choose a positive integer K1 such that for k > K1 the bounds (22) hold 
and, in addition, 

tzk < min(1/(2C42), 1/C~). 
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Then 

yk ( ) .  1/2 1/2 
i c B ~ ~ <_ C4~k <_ C4~/2 ~k <- ~zk , 

x i 

and, since C4 > 1, 

i c B ~ ~ < C4Uk <_ V(2C4) < V2. 

Therefore i E Bk. Similar logic shows that i E N =~ i E Nk for k _> /41. For 
i E J, we have 

XA~ > 1 1/2 

while 

y~ > 1 ,1/2 
---~ _ -~33 > ~k ~ i ff Bk. 
x i 

Therefore i E Yk, and the proof is complete. [] 

On later iterations, when the index set estimates Bk, N~, and Jk have stopped 
fluctuating from one iteration to the next, the following projection subproblem 
can be solved in an attempt to find an exact solution to (1). The problem is 
an equality-constrained quadratic program and hence is easier to solve than the 
original LCE 

Problem P(k): min �89 - x ~ l l  2 + �89 - YkN, II2 
X B k ~ Y N  k 

subject to 

0 = MBk, Bk XBk + qBk, 

0 = M&,BkXBk + q&, 

YNk = MN~,BkXBk + qNk. 

Let (~k ,  y k )  denote the optimal solution of this problem. A candidate solution 
(~k, ~k) of (1) is obtained by setting 

x~ = otherwise otherwise 

THEOREM 3.2. For all k sufficiently large, the solution o f  Problem P ( k )  and the 
construction (23) yield a solution o f  (1). 
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Proof. Assume that k is large enough that the bounds (22) and the result of 
Lemma 3.1 hold. (We can subsequently refer to Bk, Nk, and J~, as B, N, and J 
without confusion.) For any (x*, y*) ~ S, we have that (x~, y~) satisfies the 
equality constraints in Problem P(k),  so the feasible set for P(k)  is nontrivial. 
Using a change of variable 

we can reformulate P(k)  as 

min �89 2 + �89 2, (24) 
B' ~N 

subject to 

-MD, n ~  = qn + MB, Bxw 
- M j ,  B'~ k = qa + Mj, BXkB, (25) 

~r -- MN, B "~k = qN + MN, BXkB -- yk.  

Since the constraints (25) are consistent, Hoffman's lemma [1] implies that there 
is a sequence of vector pairs {(~B k, ~Nk)} such that (~k, ~k) is feasible for (25) and 

(1(11) 
I qB + MB, B xk 

[ ~Bk ] =(Q qj+MJ, BXkB . (26) 

qN + MN, Bx~ -- y~ 

Since ( ~ k _  x k, Y~V- yk) is optimal for problem (24)-(25), we have 

Now, using the bounds (22), we obtain 

[ , qB + MB, Bx~ 

qj + Mj, DXkj 

qN + MN, B ~  -- U~ 

_ k k < IIq + Mxk - y~ll + Mj, iVXkN + Mj, j x j  - y j  ] 

+ J 
= I1~11 + O(llx~vll + I1~11 + Ily~ll + Ily~ll) 

/ 1/2~ = O ~#k )" (28) 

It follows from (26)-(28) that there is a constant Cs > 0 such that 
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.1/2 ~ . 1/2 
I 1 ~  - 4 1 1  ___ ,-8~,k , [ l~v - y)r _< ~ s ~  �9 

Hence, we have 

~k ~> xk ~ 1/2 1/2 _ - - Cs/z k e, ws~h e > Cse 

- v s # k  e > Cse - _ _ ~81tk e, 

and for k sufficiently large, we conclude that (~kB, ~k) > 0. 
(23) then yields a vector pair (~k, ~k) that solves (1). 

The construction 
[] 

4. Feasible algorithms 

In this section we consider only feasible algorithms (r k -- 0) in which all iterates 
lie in the relative interior of the feasible region. Condition (6) of the standard 
framework of Section 2 becomes redundant. Theorem 2.6 shows that no algo- 
rithm from this framework can converge superlinearly when J ~ 0. Hence, the 
best we can hope to show is that the algorithm has a linear rate of convergence 
that is not too slow. Specifically, if we define 

x k + l T y k + l  
A ~ lira sup = lira sup #k+----L (29) 

k ~  x k T y  k k---,c~ l.tk 

then we hope that the value A E (0, 1) is not too close to 1. 
The main result of this sec t ion-Theorem 4 .1-assumes  that ak converges to 

0 and gives a formula for the linear rate of convergence in terms of just the 
current iterate and the current step size. 

THEOREM 4.1. A s s u m e  that r k = 0 f o r  all k >_ 0 and limk__,~ ak = 0. Then A 
defined by (29) satisfies 

x k T y k  1 
012 J J ] . A = lim sup 1 - ozk + (30) 

The proof of this theorem is postponed until we have proved several prelim- 
inary results. 

Note that if o~k converges to 1, then the rate of convergence becomes simply 

k T k 1 
a --lims . " 7 

This expression indicates a reasonably fast linear convergence rate, but we have 
not been able to design an algorithm that achieves this rate since it is difficult 
to enforce the condition limk--,oo ak = 1. 

We now derive lower and upper bounds on the linear rate of convergence. 
The following result is a consequence of Theorem 4.1. 
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COROLLARY 4.2. Assume that r k = 0 for all k > 0 and l imk-~  ak = 0. / f  
lim infk--,oo C~k = ~, then 

fek+lTyk+ 1 �88 
1 - ~ +  ~2L < l imsup < 1 - ~ +  ~2U, (31) 

-- k~co x k T y  k --  

where 

L=V IJI, u=vlJI+(1-V)<I. 
T~ T~ 

Proof. Using relation (4), we can easily show that 

xkT~ k 
J YJ  L<- x-'~yk <U" 

Hence,  

(32) 

We now concentrate  our efforts on the proof  of Theorem 4.1 

p LEMMA 4.3. Let a C 1RI++, b E 1t{++, and z E 1R p be given. Let  H c_ 117 2v be a 
subspace with the property that 

(u, v) E H ~ uTv >_ O. (33) 

Then, the relations 

au + bv = z, (u, v) E H, (34) 

have at most one solution (u, v). 

Proof. Assume for contradiction that (u 1, v 1) c / R  2v and (u 2, V 2) E J~R 2p are two 
solutions of (34). We have (u 1 - u  2, v I - v  2) c H since H is a subspace. Therefore ,  
in view of (33), we have 

(U 1 --  u 2 ) T ( v  I -- V 2) _~> 0. (35) 

On the other hand, we obtain 

a ( u  I - u 2) + b(v l - v z) -- 0, (36) 

xk+lTyk+l [ 1 2 ]  4 
limk_~sup xkTy ~ _<limk_~sup 1 - - a k + ~ c ~ k U  = 1 - - ~ +  ~2U, 

where  the last equality follows because the quadratic 1 -  o~ + (U/4)o~ 2 is decreasing 
on [0, 1]. We have therefore proved the second inequality of (31); the first 
inequality follows by a similar argument.  [] 
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which in turn implies 

v l _ v  2 = _ b - l a ( u  1 - u 2 ) ,  u 1 - u  2 = _ a - l l o ( v  ~ - v 2 ) .  

Combining these relations with relation (35), we obtain 

- [ l ( b - l a ) l / 2 ( u  1 - u2)11 _> 0, - [ ] ( a - l b ) l / 2 ( v  I - v2)l] ~_> 0. .  ~. 

It follows from these last two inequalities that u 1 = u 2 and v 1 = v 2, so our result 
is proved. [] 

LEMMA 4.4. There hold 

A x  k = O(izk), Ay~ = O(#k); (37) 
/ 1/2'X [ 1/2"~ 

zlz~ = O ~ k  ) ,  Ay~r = O ~#k ); (38) 
A x  k = ~, [ ~/2 

Proof. The proof  is a modification of earlier results of Ye and Anstreicher [10] 
and Wright [7, 8]. For completeness, we include it in the appendix. [] 

LEMMA 4.5. Assume that r k = 0 for all k >_ 0 and l imk~o ak = O. Then 

Ax~ 1 
i E J ~ lira =-$, lira 3Y/k - 1 

k-~oo y/k 2" 

Proof. It follows from Lemmas 2.4 and 4.4 that the sequence I.l,~.'fg[zk'l-lAa:kJ! J, (yjk)-I 
Aye)} is bounded. Let (w x, w y) be an accumulation point of this sequence, so 
that there is an infinite subsequence/C with 

lim((xkj)-lAzkj, k - 1  k (y j)  , yj) = (w 
kelC, (40) 

By further restriction of K: if necessary, we use Lemmas 2.4 and 4.4 again to 
deduce that there are vector pairs (V, l~) and (5 ~, 5 0 such that 

and 

~k k tim ( j ,  y j )  = ([ z, l y) > O, (41) 
kEK: ~k 

lim 1 (Axe ,  Aye) = (6 ~, 5.). (42) 
kE/C 

VOk 
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By using Lemma 4.4, the fact that limx,__.~ irk = 0, and the relations 

k k k k k k 
x j A y j  q- y d A x j  = O'kl~ke -- x j y j ~  

A y  k --  M A x  k = O, 

we can easily verify that 

l~5 u + lU5 ~ = - l ~ l  u, (43) 

I . j 6  u - M . j 8  ~ E Range[I .N,  -M.B]. (44) 

Let (~, y) be an arbitrary solution of (1). Then, we have 

0 = yk  _ M x  k _ q 

= yk  _ M x k  _ ( ~  _ M~) 
= ( y k  _ ~ )  _ M ( ~ k  _ .~). 

This relation and the fact that " ~ J u N  ---- 0 and Y B u J  ---- 0 then imply 

yk r y k - - M . j  ~! .  ~" x k  
i Range[  I.N , - M.B ]. (45) 

/~k ~k /~k ~k 

It follows from Lemma 2.2 that the first and fourth terms in the left-hand side 
of relation (45) converge to 0, so we obtain 

I . J l  y -- M j l  z E Range[1.N, --M.B].  (46) 

It is easy to verify that the subspace H of the vectors (u, v) E /R 21JI satisfying 
relation (46) (with (F', lU) replaced by (u, v)) has the property expressed by 
relation (33). Hence, by Lemma 4.3, the system defined by (43) and (44) has at 
most one solution. From (46), it is clear that 

(6L 6 ~') = ~ ~ 

solves (43) and (44) and is therefore the unique solution. Hence, from (40), 
(41), and (42), we obtain 

( ~ ,  ~o~) = ( ( e ) - ' 6  ~, (t~)-16~) = - �89 e). 

Since every accumulation point of s r ( x k ~ - l A x k  k -1 k --�89 I . \ \  J] j, (y j) Ayj)} is equal to e), 
the result follows. [] 

We are now in a position to give the proof of Theorem 4.1. 

P r o o f  o f  Theorem 4.1. From the standard framework of Section 2, it is straight- 
forward to see that 

x k + l T y k + l  
yjkTy k - -  1 - o~k + akak  + a 2 AxkT AykxkTy k (47) 
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Observe that relation (30), and therefore Theorem 4.1, follows immediately from 
(47) once we show that 

AxkT Ayk ~kT,, k oo j ~j 
- - -  + o(1). (48) xkTy k 4 xkTy k 

To show (48), define 

k k -1 k t k = ( x k )  -1AxkJ-�89 t u = ( y J )  A y j  �89 (49) 

k = o(1). Using (49), we have By Lemma 4.5, we know that t~ = o(1) and tu 

Ax~Ay~ k k tk (t~)~] - x~y~ [1 + q~], (50) 
= xiY' [�89 + (~ )~ ] [ �89  + 4 

where 

qk i = 2 [ (t k~)i + (tk~)i + 2(t,)i(ty)ik k ] = o(1). (51) 

From (50), we obtain 

AxkjT Ay~ k T k k k ,~kT~ k 
- ~J YJ + ~ q ~  ~'Y' - ~ ~ + o(1). (52) 

xkTy k 4 xkTy k ieJ 4xkTyk 4 xkTy k 

By using Lemma 4.4, we can easily verify that 

~a~ '~aY~ - o(1), Ax~FzaY~' = o(1). (53) 
xk Tyk xk Tyk 

Relation (48) now follows by combining (52) and (53). 

5. Convergence of the predictor-corrector algorithm 

In this section we use the results of the preceding section to analyze the two-step 
linear rate of convergence of the predictor corrector algorithm (see, for example, 
[2], [5], and [10]) when applied to degenerate LCPs. We show that this rate is 
less than or equal to 1 - c/Q 1/4 where Q < min{lJ[, n - IJI} and c is a positive 
constant that is not too small. This result shows that if IJ I contains only a few 
indices, or all but a few indices, then we can attain a linear rate of convergence 
that is not too slow. 

Although the predictor-corrector algorithm fits the standard framework of 
Section 2 (and can be described accordingly by letting predictor steps be taken 
at even values of k and corrector steps at odd values), it is more convenient 
to use the description below, which closely follows [2]. For a given constant 
/~ E (0, 1), define 

A/'(fl) = {(x, y) >__ 0 [ Y = M x  + q, IlXy - ~etl ___ ~ } ,  
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where, as earlier, # ------ xTy/n. For (x, y) > 0 with y = Mx + q, the following 
system defines a direction (Az,  Ay) which is used in the description of the 
predictor-corrector algorithm: 

M A x  - Ay = 0, (54a) 

yAx  + xAy  = ape -- xy, (54b) 

where ~r E [0, 1]. 

Predietor-eorreetor algorithm: Let the constants/3 C (0, 1/4] and "r E (0,/~], and 
a strictly feasible solution (x ~ y0) E A/'(/~) be given. Set k = 0, and go to step 1. 

(1) Compute the predictor step (Ax k, Ay k) by solving system (54) with (x, y) = 
(xk, yk) and ak = 0. 

(2) Compute the step size c~ > 0 by 

-k - max{ .  e [0, 1] I (x k + ~ Axk, yk + uz~yk) e X(/~ + ~), w e [0, ~]}, 

and set (~k, ~ )  = (xk, yk) + ~k( Axk, Ayk). 
(3) Compute the corrector step (A~ k, A ~ )  by solving system (54) with (x, y) = 

( ~ ,  ~ )  and ak = 1. 
(4) Compute the new iterate as 

(xk+l, yk+l) = (~k, ~k) 4- ( z ~  "k, A~k). 

Set k = k + 1, and go to step 1. 

We now state several properties of the predictor-corrector algorithm. The 
main properties of the centering steps are given by the following result. 

LEMMA 5.1. Let ~k =-- (~k)T~k/n for all k >_ O. The following statements hold for 
every k > 0 : 

(b) (zae~)~Ar ~ < ~ / 8 ;  

(c) (~k+l, yk+l) = ( ~ ,  ~ )  + (za~, A ~ )  e A;(~); 

(d) (zk+l)Ty k+l = (~k + A ~ ) T ( ~  + A ~ )  < [1 + 1/(8n)] ( ~ ) T ~ .  

Proof. Statements (a) and (c) follows f rom arguments similar to the ones used 
in Lemma 2.3 of Ji, Potra, and Huang [2], while (b) and (d) are based on 
Lemma 3.1 of [2]. [] 

As a consequence of Lemma 5.1, we have the following result. 
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COROLLARY 5.2. For all k >_ 0, we have 

(Xk+l)Ty k+l 

xkTyk  
-<(1+1)( 1-~k+~ ~-i-~j )2(zax~)~aY~ (55) 

Proof. The result follows immediately from Lemma 5.1(d) and the fact that 

( ~ ) T ~  = ( ~  + ~k~ax~)T(y~ + ~kAy~) = (1 -- ~ ) J y ~  + ~2(A~k)~Z~y k. [] 

For the predictor steps, we have the following result. 
"\ 

'LEMMA 5.3. The following statements hold for every k > 0 : 

(a) IIAxkAykll < (xk)Tyk/2; 
(b) ( A x k ) r A y  k < (xk)Tyt'/4; 

(C) The step size ak satisfies 

and 

2 
C~k > 

1 + v/1 + 411zkll/~ -' 

where 

1( Z k = ~ A x k A y  k 
#k 

(d) / f  T > 1/(16n), then 

xk+lTyk+l 

xkTyk  

(56) 

For a proof of Lemma 5.3, we refer the reader to Lemma 3.1, Lemma 3.2, 
and Theorem 3.1 of Ji, Potra and Huang [2] and Lemma 2.2 of Ye and Anstre- 
icher [10]. 

It is well known that Lemma 5.3(d) implies polynomial convergence of the 
predictor-corrector algorithm. Our final goal-s ta ted in the next t heo rem- i s  
to provide an upper bound on the ratio of successive elements of the sequence 
{(xk)Ty k} which is sharper than the one implied by relation (58). 

THEOREM 5.4. Assume that "r > 1/(8n) and 0 < [J[ < ru Then, 

zk+ lTy  k+l (.r/2)1/2 
lira sup < 1 

k . ~  x k T y  k -- 2QU4 ' (59) 
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where 

Q -_- (n  - IJI)lJI < min{IJI ,  n - I J I }  
n 

The proof of Theorem 5.4 is postponed until we have proved the following 
preliminary result. 

LEMMA 5.5. Assume that n > 2. For all k sufficiently large, we have 

Ilzkll _< Q1/2/2.  (60) 

Proof. Define w k E/R n as 

W k ~ W~ ~ 

44  
Using Lemmas 4.4 and 4.5, we can easily verify that 

AxkAy k )--~ Ayke wk (x j) y je  + o(Izk). ii~kzkll = (Ax k 1 k T k = ~  

Since (x k, yk) ~ A/'(fl), a simple argument shows that 

X d Y d  k T k k k (x J) YJ < IIx~Yks - ~kell < 3~k. 

Also, 

k T k  (xs) ys -< (1 + fl)lJl~k, 

so we obtain 

= xjys ~ e  + ( n - I J I )  

+ ( n - I J I )  ( x ~  ys 

( n -  IJ') u, kT k,2 + (n _ lJl) [ (xks)TY~ ~ 2 
< ( 3 ~ D  2+  nUlJ I tx j  ys) 

(61) 
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n- I J I ,  km k,2 
= (/3/zk) 2 + ~ l j ~  txJ Y J) 

< (fl/za) 2 + ~ ] J l Z ( 1  +/3)2/z2 

Hence, for all k sufficiently large, we have from (61) that 

#k 01/2 (1 -I- f l)[ /32+ Q]1/2 (1 q- /3)[/3 "k- Q1/2] < T "~ , II#kzkll < #k 4 + o(/*k) _< ,uk ' - - -~ - ' ~  _ 

where the last inequality follows from the fact that/3 < 1/4 and Q1/2 >_ l i v e .  
[] 

We are now in a position to give the proof of Theorem 5.4. 

Proof o f  Theorem 5.4. Using relations (56) and (60), we obtain 

2 2 v / ~  
c~k >_ > ~ - (62) 

1 + V/1 + 2Q' /2 /r  - 2 2V/~7~/r Q,/4 ' 

where the second inequality can easily be verified by using "r < 1/4 and Q1/: >_ 
1/v~. Using relations (55), (62), and Lemma (5.3)(b), we conclude that for all 
k sufficiently large, we have 

Xk+ITyk+I.< (1+ ~__~) (1 (~k)2 
xkTyk - 2 I 

< (1 (rl2)'12~ 
-- 2Q1/4 ) 

where the third inequality follows from (62) and the fact that r _> 1/(8n) 
and Q1/2 < n. [] 

Appendix 

We prove Lemma 4.4 for the infeasible case r k ~ 0, although a proof for the 
feasible case would suffice for the purposes of Section 4. Before doing do, we 
prove some useful auxiliary results. First, we recall a result due to Ye and 
Anstreicher [10]. 
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LEMMA A.1. Let M be a positive semi-definite matrix, and partition M as 

M =  ( M~,~ M~,Q ~ 
~,Mo.~ MQp.]' 

where the pair of index sets 79 c_ {1, . . . ,  n)  and Q C_ {1, . . . ,  n} forms a nontrivial 
partition of {1, . . . ,  n}. Then 

Range ( Mo ~'p M~Q ) = Range ( M~ M~I~' ) 

As a consequence of Lemma A.1, we obtain the following result which will be 
explicitly used in the proof of Lemma 4.4. 

LEMMA A.2. There holds 

Range(MoBB MBJo M n " )  =Range(  0 M~BO M~-~ n ) . (63) 

Proof. Applying Lemma A.1 with 79 = B t.J J and Q = N, we obtain 

f MBB MBj MBN~ [MTB M~B MTB 
Range tMjB M., O MIJN ) = Range l o~a M~aO Ms~J ) 

which in turn immediately implies (63). [] 

The following lemma is similar to Lemma 3.5 of Ye and Anstreicher [10] and 
Lemma 5.2 of Wright [7]. For this proof and the proof of Lemma 4.4, we drop 
the iteration index k on matrices and vectors for clarity, and define the diagonal 
matrix D = X-1/ZY 1/2. (The principal submatrices DN and DB are defined in 
an obvious way.) 

LEMMA A.3. The vector pair (AxB, AyN) is the unique solution of the convex 
quadratic programming problem 

_ 1 - 1  2 min �89 2 ~k~kcrX~l~o + ~IIDN zll -- <'~#~kc~Y~71z, (64) 
(w,z) 

subject to 

MBBW = rB -- MBjAxj  -- MBNAxN + AYB, 
MJB w = rj -- MjjZIxj - MjNAXN + Ayj, (65) 

MNB w -- z ---- r g -- MNjAx J -- MNNAXN. 

Proof. By the Karush-Kuhn-Tucker conditions, a candidate solution (w, z) is 
optimal if it is feasible with respect to (65) and, in addition, 
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( D2Bw-ak#kXBle~ ( MTB MTn MTB) (66) 
DN2Z aktZkYNle] E Range 0 0 - I  " 

We prove the result by showing that (AxB, AyN) satisfies this condition. Clearly, 
(AxB, AyN) is feasible with respect to (65). Using (5), we have 

D2B AX B -- gk#k X Bl e 
= --Yn -- AyB 
= --YB -- (MBBAXB -- rB + M B N A x N  + MBjZ~xJ)  

= --MBB(XB + AXB) -- MBN(XN + AXN)  -- MBj(:~j  + A x j ) :  

and 

DN2 AyN - ak#kY~rl e = --(XN + AXN). 

Therefore, 

DNZZ aklZkYNle ] E Range 
MBj MBN "~ (67) 0 I ] " 

[] From relations (63) and (67), it follows that (Axe, AyN) satisfies (66). 

We are now in a position to give the proof of Lemma 4.4. 

Proof of Lemma 4.4. First, we show that 

Oz 1/2\ 1/2 
IIDzazll = tt~k ), IID-1AYll = O(~k ). (68) 

We introduce vector pairs (~, 9) and (~, ~) that satisfy 

[M ~/]  [ : ]  = [~],  (69a) 

[M ~ ] [ ~ ]  [ = 0 , (69b) 
- xy  + CrklZke 

SO that 

(ax, ay) = (e, 9) + (~, V). 

It follows exactly as in [8, Lemma 3.3] that 

( ) ,,' ~/2, 
IID~II -- O ~ / 2  , IIO-avll = CO k~k ) . (70)  

If we use (6) and the boundedness assumption (3), minor modifications to the 
proof of [8, Lemma 3.4] can be used to show 
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{, t12~ { i/z~ 
IIO~ll = 0 k~k ] ,  IIO-i@ll = 0 ktzk 9. (71) 

The relations (68) follow from (70) and (71). 
We now prove (37) for AXN (the proof for AyB is similar). Taking i 6 N, we 

have from (68) and (19) that 

( Yi ] '/2 Ax i {, t/2~ - -  < ItDzazll = o k, % ] 

as required. 
To prove (38), we observe from (68) and (18) that for i ~ J, we have 

Axl [ 1/2~ 
\ x i /  

Xi { 1/2"~ [ 1/2'~ 

as required. The proof for Ayj is identical. 
For the remaining inequality (39), we use the result of Lemma A.3. Since the 

feasible set for (65) is nonempty, there is a feasible vector pair (~, 3) such that 

I1( ,  )11 = O(llrll) + O(llzazJII + IlzaxNIl + IlzayJII + IlzayBII) 
[ 1/2"~ 

) ,  

where the last equality follows from (6), (37), and (38). The remainder of the 
proof follows by using identical logic to that of Lemma 5.3 of Wright [~/], so we 
omit the details. El 
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