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Abstract. We prove regularity and decay properties for propagators connected 
with the renormalization group method in lattice gauge theories. These 
propagators depend on an external gauge field configuration, called a back- 
ground field. 

Introduction 

This is the third paper on propagators in renormalization group method for lattice 
gauge field theories. In the two previous papers [3, 4] we have investigated 
propagators for renormalization transformations applied to the simplest Abelian 
gauge field theory action 1/2 ~ tfl(0A)(p)l 2. This action is obtained by an 

p c  Tn 
expansion of Wilson's action for a general lattice gauge field theory. The reader 
is referred to the papers [9, 10, 7, 6, 1, 5] for definitions. Ira gauge field configuration 
U, with values in a compact Lie group G c U(N), is represented as U(x,x')= 
exp#lA(x,x'), where ( x , x ' )  is a bond of the lattice T and A is a configuration 
with values in the Lie algebra g of the group G, then 

A"(U) = ~ tf-4[1 - Retr U(@)] 
peT. 

= Z qdltr(OA(P)) z+ "'" =~½ Z qd[(•A")(p)12+ "'" 
p e T .  a p c  T~ 

where A~g is represented as A = ~ A " t , ,  t~ are generators of the algebra. We 
a 

assume that they are normalized, i.e. tr t~tb = 6~b. The above expansion may be 
viewed as an expansion of the action around the configuration identically equal 
to 1. In [t]  it was explained that in our method we have to consider operators 
obtained by an expansion around more general configurations, for example one 
of the minimal configurations Uk described there. Here we consider operators 
obtained by expansions around arbitrary regular configurations Uo. The averaging 
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operators and gauge fixing conditions depend on U 0 too. We will consider operators 
analogous to the operators Gk, Hk, G~,, R k introduced and investigated in the 
papers [3, 4]. Now they are much more complicated and they depend on U0, but 
we will prove regularity and exponential decay properties analogous to the 
properties proved in these papers. We will give formulations of theorems later in 
the text of this paper, because they demand a lot of preparatory definitions and 
are quite complicated and technical, but the reader, who wants to get some idea 
of the results, is advised to look at [2-4].  

We will use the notations, the methods and the results of [1-5].  Let us remark 
only that in this paper a norm IX I of a N × N matrix means the Hilbert-  
Schmidt norm: IX[ 2 = tr X*X.  

A. Definitions of Basic Operators and Formulations of Results 

A main term in the operators we will consider in this paper is defined by second 
order terms in an expansion of the action An(U) around a configuration U o. Let 
us write this expansion up to second order terms. We take U = U'Uo, U'= 
exp i~IA, and we assume only that qA is in a sufficiently small neighbourhood of 
0 in the Lie algebra g. We have 

A"(U'Uo) = ~ qd-4[1 -- Re tr(U'Uo)(ap)], 
p= T. 

tr(U'U0)(~p) = tr(OoU')((p)z)Uo(ap), (3.1) 

where for a plaquette p = (x,  y, z, w) we define (p)~ = (z, w, x, y ) ,  and 

(O o U')((p)~) = R(Uo(x, w))U'(z, w)U'(w, x)U'(x, y)R(Uo(x, y))U'(y, z). 

Let us recall that R(U)X = U X U  -1. This operation will be widely used in this 
paper, as it was in [5], and the reader is referred to that paper for an explanation 
of notations used in connection with it. Expanding U' in powers of A we get 

(0 o U')((p)~) = 1 + iq(R(Uo(x , w))A(z, w) + A(w, x) + A(x, y) + R(Uo(x, y))A(y, z)) 

- ltlZ[(R(Uo(x, w))a(z, w)) 2 + 2R(Uo(x, w))A(z, w)A(w, x) 

+ 2R(Uo(x, w))A(z, w)A(x, y) + . . . ]  + . - -  

= l + i n Z A'(b)-  ½tII ~ (A'(b))2 
b = O(ph I_ b = ~(p)~ 

+ 2 ~ A'(bl)A'(b2) I + ' " ,  (3.2) 
bl  ,b 2 = O(p)z,b 1 "<b 2 d 

where A'(b) are defined for bonds b=O(p)~ by the equalities A'(z,w)= 
R(Uo(x,w))A(z,w), A'(w,x) = A(w,x), a'(x,y) = A(x,y), a'(y,z) = R(Uo(x,y))" 
A(y, z), and ~ denotes a natural ordering among bonds of the oriented contour 
a(p)~ = ( z , w ) u ( w , x ) u 2 ( x , y ) u ( y , z ) .  

Let us introduce covariant derivatives. For  a matrix valued function A defined 
at points of the lattice we put 

(D~: o A)(b) = ~/- ~(R(Uo(b))A(b +) - A(b_)), 
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o r  

(D~o,uA)(x) = (D~oA)(x,x + rleu) , p = 1 . . . . .  d. (3.3) 

For a function A defined at bonds of the lattice we put 

(D~7oA)(p) = ~l- l(A(x, Y) + R(Uo(x, y))A(y, z) + R(Uo(x, w))A(z, w) + A(w, x)) (3.4) 

for a plaquette p = (x ,  y, z, w) ,  and if p = pF,~(x)= (x ,  x + tle u, x + qe~, + rle~, 
x + t/e~), then we have 

rt __ r/ ~/ (D~,oA)(p~,~(x)) = (Dt~oA)~(x) - (Dvo,~,A~)(x) - (Dvo,~A~)(x). 

We have made here the identification A(x, x + ~let,) = A~(x). The above definitions 
are for oriented bonds and plaquettes. For  example if we change an orientation 
of a plaquette p = (x ,  y, z, w) and we take - p = (x ,  w, z, y >, then assuming 
A ( x , x ' ) = - A ( x ' , x ) ,  we have (D~oA)(-p)=-(D~voA)(p). We always make this 
assumption about gauge field configurations, i.e., 

U(x,x')= U-l(x' ,x),  A(x,x ')= - A ( x ' , x )  for a bond ( x , x ' ) .  (3.5) 

Using the above definitions we can write further 

((~oU')((p)~) = 1 + itl2(D~oA)(p)- ½q4((D~oA)(p))2 

+ itl 2 ~ i[A'(bO, A'(b2)] + ' " ,  (3.6) 
bl,b2 ~ ~(P)z,bl ~,b2 

and we get 

A"(U'Uo) = A"(Uo) + ~]a tr(D~o A)(p)rl- 2 Im Uo(c~p) 
p e T  n 

+ ½v~r~ qa[tr((DnvoA)(p))2 Re Uo(Op) 

+ tr ~ iEA'(bl), A'(b2)]q- 2 Im Uo(0p)[ + " "  
bl,b2cO(p)z,bl ~,b2 d 

= An(Uo) + (D~oA, ~/-2 Im dUo)  +½(A,  An(Uo)A ) + ' " .  (3.7) 

This expansion is valid also for configurations A and U o with values respectively 
in the complexified algebra gc and the group G c, we have to interpret only Re Uo(Op) 
and Im Uo(dp) as 

Re Uo(Op) = ½(Uo(Op) + Uo( -  Qp)), Im Uo(Op) = I (Uo(Op) - Uo( -  ~p)). 

Here - g p  is the contour ~( -p ) ,  and U 0 ( - g p ) =  (Uo(~p))-1. 
Let us introduce a simplifed notation. We will no longer consider in this paper 

the two configurations U, Uo, so let us write U instead of Uo. Let us also drop 
the symbols q, U in the symbols denoting covariant derivatives, thus we write 
simply D, D,. 

In the sequel we will frequently use adjoint operators to derivatives D. The 
adjoints are taken with respect to natural L 2 scalar products for functions with 
values in N x N hermitian matrices. The inner product for these matrices is defined 
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by X. Y = tr X Y Let us recall that the trace is normalized, i.e., tr 1 = 1. For example, 
for derivative D acting on functions defined at points of the lattice, the adjoint 
operator D* is acting on functions A defined at bonds of the lattice by the formulas 

d 

(D*A)(x) = ~ ~- l(R(U(x,x - tl%))A(x -- tl%,x) -- A(x,x + qeu) ) 
, u = l  

d d 

= ~ (D*Au)(x)= ~ (DAu)(x,x--tle~). (3.8) 
# = 1  # = 1  

The operator adjoint to derivative D, acting on functions defined at bonds, is the 
operator acting on functions F defined at plaquetts by the formula 

(D*F)(x,x + tier)=(D*F)u(x)= ~ (D*F,u)(x)- y" (D*FuO(x) 

d 

= ~ (D v F~u)(x), (3.9) 
v = l  

where F~(x)= F(pu~(x)), and in the last equality above we have assumed that 
Fur(x) = - V,u(x ). 

The quadratic terms in the expansion (3.7) define the basic operator generalizing 
the operator t?*t? in the Abetian case. We denote it by A"(U), or simply by A. 
For U with values in the unitary group U(N) it is a hermitian operator given by 
the quadratic form 

(A, A A )  = (A,D*DA)  + ( A , A ' A ) ,  

( A , A ' A )  = ~ qatr((D•A)(p))2q-2(Re U(Op)- 1) 
p c T~I 

+ tr y '  i[A,(bl) ' A,(b2)]q- 2 Im U(Op). (3.10) 
b l ,b 2 ~ O(p)z,b 1 -<b 2 

We have written it this way because with our assumptions on the configuration 
U the operator A' will be a bounded, small operator, which will be treated as a 
small perturbation of D*D. 

Let us write the linear term in (3.7) as 

( A , J )  ~ ~ tlatr a(b)J(b), (3.11) 
b = r ~  

where J = D ' r ]  - 2  Im t?U, (t?U)(p)= U(Op). The expansion (3.7) can be written now 
a s  

A'(expiqAU) = A"(U)+ ( A , J )  + ½<A, A A )  + . . . .  (3.12) 

A next class of operators we have to consider is determined by averaging 
operators. They were defined in [5], and because the definition is quite long and 
complicated we refer the reader to that paper. Let us remark only that the averaging 
operation used here is the operation U i defined by the formulas (89)-(92) of that 
paper. We replace Uo by U in these definitions, and we have for the function 

Q~(U, r/A) = ~ log (exp iqA y (3.13) 
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the following expansion 

1 
Qj(U, rlA ) = Qj(U)A +-!~-C~(U, LJ~tA), (3.14) 

Urt L#l 

where Qj(U)A is a linear part of the function (3.13) and Cj.(U,A) is an analytic 
function of A whose expansion begins with second order terms. We are interested 
in the linear operators Qi(U). They are compositions of j one-step averaging 
operators 

Qj(U) = Q(U j-  1) . . . . .  Q(U)QAU), (3.15) 

where Q(V) is given by the explicit formula (124) in [5]. 
These definitions extend straightforwardly to configurations U, A with values 

in the complexified group G C and algebra ~c see Sect. E in [5]. 
To introduce an operator similar to the operator Q*aQ of the paper [4] (see 

(2.20), (2.14)), we need the geometric setting of that paper. We refer the reader to 
the beginning of Sect. A of [4], especially to (2.1)(2.4). The only change we make 
is that the sequence (2.1) starts with 12o, thus we have ,O o ~121 D ... ~12k, 
12 i ~ T~, and we define /t -o~J)\o~J) - - j - - ~  \~- j+l ,  j = 0 , 1 , . . . , k ,  1 2 g + l = ~ ,  or 
12j\12j+ 1 = BJ(Aj), hence Ajc--L~,~TO. The condition (2.2) is unchanged. We have 
introduced the domain 12 o because we will consider operators with Dirichlet 
boundary conditions on 12~. We define an operator Q*aQ by the quadratic form 

k 
(A,  Q*aQA) = ~ a ~ (LJrl) d-2I(Qj(U)A)(b)IE. (3.16) 

j = 0  b~Aj 

Finally we have to consider operators determining gauge fixing conditions. 
We choose gauge fixing terms which are straightforward generalizations of (1.27), 
or (2.t2), (2.19). It is best to introduce them by an integral similar to this in (1.27). 
Let us recall that the configuration U ' =  e ~"A transforms by the formula (55) in 
[5] under a gauge transformation u, i.e., U'"(x,x')=u(x)U'(x,x')R(U(x,x')). 
u-  l(x'), and if u = e ~;~, then the part of this transformation linear in A and 2 is 
given by A z = A - DL We define a gauge fixing density by the expression 

exp -~IID*AII 2 Z'- l fdX6(Q'2)exp -~IID*A~II 2 , (3.17) 

k 
where Q'2 is defined on ~ = U Aj by the formulas 

j=O 

(Q'2)(y) = (Q)(U)2)(y) for yeA~, (3.18) 

(Q'(V)~)(y)= Y~ L-~g(v(r,,~)),~(x), 
xeB(y) 

(Q~(U)2) (y) = (Q'(UJ- 1) . . . . .  Qt(~.~) Q t (U)2 ) (y )  

L )nR(U(F~)~))2(x), ti) (3.19) = y E TL~ n. 
x~B (y) 

The contours F(J) xeBJ(y), and the contour variables U ( F ~ )  were defined - - y , x  

by (52), (53) in [5]. The norm I1" ][ in (3.17) is determined by the scalar product 
( 2 , 2 ' )  = ~ rldtr2(x)2'(x) in the Hilbert space L2(£2o, g). The above averaging 

xE.Qo 
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operators Q)(U) are linear parts of the averaging operations Ru j for gauge 
transformations u = e ~, operations defined by (78)-(80) in [-5]. 

The integral in (3.17) can be calculated in the same way as in [3], (1.42)-(1.44), 
and we get 

(3.17) = exp - ~  lIND*AIr 2 , (3.20) 

where R = R(U) is an orthogonal projection in the Hilbert space L2(12o, g) onto 
the subspace 

R = A~vN(Q'), N(Q') = {2:Q'2 = 0}. (3.21) 

For  an arbitrary function feLZ(12o, g) we have R f = A ~ , 2  o, where 2 o is a 
minimum of the function 

2~N(Q'), 2 ~  ]If - A~21[ z. (3.22) 

In the above formulas A v is the covariant Laplce operator 
d 

A~ ¢ ~ (3.23) = D u D u =  ~ n ¢  n~ ~U,#a..,'U,#. 
#=1 

Let us introduce the operator A', = A ' , ( U ) = ( A } +  Q'*aQ')rao, where Q'*aQ' is 
defined by the same quadratic form as in (2.14), i.e. 

k 

(2, Q'*aO'2) = ~" a t ~ (ZJtl)a-Zl(Q)(U)2)(y)lZ, (3.24) 
j=O y~Aj 

the numbers a~ satisfy the recursive equations a~+l = aa i / (aL-2+ aj), a 1 = a o = 
a >0.  The operator A} t ao is the covariant Laplace operator with Dirichlet 
boundary conditions on 12~. Let us elaborate this point a little bit more. By the 
definition of space N(Q') the functions 2 in (3.22) vanish on 12]. This permits us 
to express R in terms of operators with some boundary conditions outside 12~. 
We will use only Dirichlet boundary conditions. Let us introduce a domain 12o 
such that 121 c 12o and 120 is a union of big blocks of the lattice T1, e.g. we may 
take 12o = {a union of big blocks in T~, with distances to 121 < RM},  or we 
may add to 12 ~ a thinner layer of the big blocks surrounding 121- For  such 12o 
we consider the operator zl' a with Dirichlet boundary conditions on a12o, i.e. 
the operator A'aFao=12oA',12o . In the last expression 12o denotes a 
characteristic function of 12 o, Its inverse is denoted by G', or G'(U). The operators 
with the boundary conditions have a very important property. They depend on 
the configuration U restricted to 12o. This property is essential for many 
constructions, and we will use it extensively in the future. All operators we will 
consider will be defined by using Dirichlet boundary conditions on 12o- Usually 
we will not mention it, and we do not indicate this fact in our notations. 

Using the Lagrange multipliers method the minimum of (3.22) can be found 
by the same calculations as in [4], (2.15)-(2.17), and we obtain the formula 

R f = (I - G'Q'*(Q'G'2Q'*) - XQ'G') f , (3.25) 

where G ' =  G'(U)=(A' , )  -1. We do not know yet if the operators in the above 
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formula are well defined. Assuming some regularity of the configuration U it can 
be easily shown that the operator A~ is positive. This implies positivity of the 
operators G', Q'G'2Q '*, hence the existence of the operator R. 

Now we are ready to define one of the basic operators of this paper. It is an 
immediate generalization of the operator A,  given by (2.19) in [4]. We define 

A ~(U) = A "(U) + D~R(U)D~" + Q*(U)aQ(U), (3.26) 

or simply A .  = A  +DRD* +Q*aQ. It coincides with A. in (2.19) if U =  1. 
Similarly as for the operator A'. we will need A~ with Dirichlet boundary 
conditions on /'2~, thus A . [~o=~oA~£2o ,  and we denote its inverse again 
by G, or G(U), if we need to stress explicitly the dependence on the configuration 
U, 

G(U) = G = (A, leo)-1. (3.27) 

Understanding regularity and decay properties of these operators is the main 
subject of the paper. It is crucial for our method of analyzing the ultraviolet 
stability of lattice gauge field theories. 

All the operators introduced above depend on a gauge field configuration U. 
Let us discuss how these operators transform under gauge transformations of the 
configuration U. Let us start with the operator A "(U). It is defined by the expansion 
(3.12), and the gauge invariance of the action (3.1) implies that if we make the 
transformations 

where 

then 

U --, U u, u '  ---, R(u)U',  (3.28) 

U"(x, x') = u(x)U(x,  x ' )u -  l(x'), (R(u)U')(x,  x') = R(u(x))U'(x ,  x'), 

A"(R(u)U'U")  = A"( (U'U)") = A"(U'U).  (3.29) 

Of course R(u(x))exp itlA(x,x' ) = exp itlR(u(x))A(x, x') and R(u)A is linear in A, 
hence expanding both sides of the above equality in A we get a sequence of 
equalities between homogeneous polynomials of the same order. Taking the 
polynomials of first and second order we get 

(R(u)A,J")  = ( A , J ) ,  (R(u)A,A'~(UU)R(u)A) = (A,A'~(U)A),  (3.30) 
or  

ju = R(U)J, A "(U u) = R(u)A rI(U)R(u- 1), 

We have a similar situation for the other operators. For the covariant Laplace 
operator (3.23) we have 

( R ( u ) 2 , A " w R (u )2 )=(2 , A ~ 2 ) ,  hence A~vu=R(u)A~R(u-1). (3.31) 

The matrices in the definitions (3.19) transform as follows RtUU~F~S)~i= \ \--y~Xll 

R(u(y))R(U(F~{~))R(u- l(x)), hence 

(Q)(U")R(u)2)(y) = R(u(y))(Q)(U))O(y), (3.32) 

and 
Q'*(U")aQ'(U") = R(u)Q'*(U)aQ'(U)R(u - 1). 



396 T. Balaban 

The equalities (3.31), (3.32) imply further 

G'(U") = R(u)G'(U)R(u 1), R(U") = R(u)R(U)R(u 1). (3.33) 

Finally inspecting the definitions of the averaging operators Qj(U) for gauge fields 
we can see that the equalities (3.32) hold again. This implies the transformation 
laws for the operators A a and G 

A,(U") = R(u)A ~(U)R(u- 1), G(U") = R(u)G(U)R(u- 1). (3.34) 

Now we will introduce the regularity conditions for gauge field configurations 
U. They depend on the sequence of domains {12j}. At first let us introduce a 
class of cubes. For  each cube [] of this class there exists a unique indexL 0 < j  < k, 
such that []  = BJ(A .i) w B -i + 1 (A j + 1), [] ~ B;( A j) # ~ ,  and []  is a union of several 
big blocks of the lattice TL_ ~, which implies that its size in the lattice T, is O(1)MLJrl. 
Here O(1) will mean a number > 10. The set A o in the above condition means 
Ao=12o\$21, where $2o={a union of big blocks of the lattice T ,  such that 
their distances to .01 are < RM}. For  a given positive number % we consider 
the class of gauge field configurations U defined on T and satisfying the following 
regularity conditions: 

for an arbitrary cube []  of the described above class, and 
for a configuration U there exists a gauge transformation 
u on []  such that U" = e i~a. and if the index of []  is 
j, then 

]A] < O(1)M%(Utl) 1, ]V~A] < O(1)M%(LJtl)-2 on l--l, 

where O(1)M is a size of E] in T~._j; (3.35) 

]c3~*c3~A] < O(1)mc%(L~rl) -3 on [~. (3.36) 

The number ~o characterizes this class of configurations. We will need So so small 
that O(1)M% is still a sufficiently small number. Let us notice that these regularity 
conditions do not impose any constraints on U outside the domain t2 o. For  the 
operators introduced until now we need only the condition (3.35), but later on we 
will have to assume (3.36) also. 

We have to consider operators extended to configurations U with values in 
the complexified group G c. We may define regularity conditions for such con- 
figurations in the same way, i.e. by the conditions (3.35), (3.36). Instead we specify 
somewhat more the class of configurations considered. We assume that they have 
the form U'U, where U has values in G and U ' =  e i~ta', A'~g c. For a given pair 
of positive numbers %, cq we consider the class of these configurations satisfying: 

U satisfies the condition (3.35), and 

[A'I<~I(LJr/) -1, ]V~A'I<~I(LJq) -2 ong2j, j = 0  . . . . .  k; (3.37) 

U satisfies (3.35), (3.36), A' satisfies (3.37) and 

"* ~ ' on sc2j, j = 0 . . . . .  k. (3.38) IDv DvA ] < ~l(Ur/) -3 

We will prove in another paper that if U'U satisfies the conditions (3.37), (3.38), 
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then it satisfies also (3.35), (3.36) with ~o replaced by O(1)(~ 0 + ~1), but we will not 
use this fact here. 

To formulate the regularity and decay properties we have to introduce several 
norms. They are identical to the norms used in [3, 4], e.g., given by (1.108), (1.109), 
but the derivatives there have to be replaced by the corresponding covariant 
derivatives determined by a configuration U. Thus we have the supremum norms 

I AI = max supla~,(x)[, IVA] = max sup l(D,Av)(x)[, (3.39) 
#,v X 

and the H61der norms 

1 
tlAtl~ = max sup , ;~lR(U(Fx.x,))Adx')-- A,(x)l, (3.40) 

1~ x,x':lx x'[__<l I x - -  X] 

1 
IIAII~,,= IIVAtl~=max sup , ~IR(U(Fx,~,))(DuAO(x')-(DuAO(x)I, 

I~,v x ,x ' : lx-x ' l<l  IX  - -  X 

where Fx.:,, is a shortest contour connecting points x and x'. It is understood 
that the q-scale is used in the above definitions. If we use another scale, then it is 
indicated explicitly by a superscript, e.g. ]f" [1~ ¢ means that functions and distances 
are on the i-lattice. Besides the above norms we will use also weighted norms, 
connected with the sequence of domains {12j}. We define for an arbitrary real 
number c¢ 

]Z[~,) = sup sup (Lhl)-~'lh(b)l. (3.41) 
O~j<-k b~l'2j\f2j+ 1 

Thus the norm IAI~,~ can be defined as the smallest number C such, that 

[A(b)I<C(Url)" for beO~\12j+l, j = 0 ,  t . . . .  ,k. 

For  e negative we can take £2j instead of I2j\12j+ a above. Finally, we will use 
the weighted distance d(y,y') defined by (2.36) in [4], and the families of cubes 

k 

A(y), 7t(y). Here y , y ' e ~ =  U Aj. Let us recall that if y e A  j, then A(y)= 
j = O  

B~(y), and 2[(y) is a cube of the size 2L~r/ on the lattice T,, with center at the 
point y. 

We are ready to formulate the basic regularity and decay results. The main 
operator A,  depends on the projection R, hence we have to understand at first 
the properties of the operators determining R, as in Sect. B of [4]. Let us start 
with the operator G'. We have the following theorem analogous to Proposition 
2.2. of [-4]. 

Theorem 3.1. There exist positive constants M1, go, ao, Bo dependent on d and L 
only, a constant Bo(fl) dependent on d, L and fl, 0 < fl < 1 (Bo(fl)-~ 0o if  fl ~ 1), such 
that for M >= M 1 and for an arbitrary confiouration U satisfyin9 the regularity 
condition (3.35) with M~ o < ao, the operator G'(U) (a = 1) satisfies the inequalities 

I(G'(U)2)(x)[, I(Vva'(u)2)(x)l, I(G'(U)V*2)(x)I, 

I(A vG'(V)2)(x)l < Bo[ (Utl) z, lJrh LJq, 1]e-~Od~Y,Y')12 I 

for xeA(y), y e A  j, supp2 ~ A(y'); (3.42) 
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ILCVuG'(U)~Ila, [[CG'(U)V~IIa ~ Bo(/~o)(L~OY -p 

• (ll(II~+ I(I)e-'~°d(Y'Y')12t, ~ =L-J ,  

for 0 < f l < f l o <  1, ¢EC~(2i(y)), y~Aj,  supp)~ c A(y'). (3.43) 

Furthermore, there exist constants fro(e), B'o(e, 13) dependent on d, L and the indieated 
parameters, 0 < ~ < 1, 0 < fl < 1 (B'o(O --" go if ~ ~ O, B'o(e, fl) --+ oc if either e ~ O, 
or fl-~ 1), such that 

I(VvC,'(U)Vt~,~)(x)l < B'o(~)e-~°d~Y'")( ll,tll~' + 121) 

for 0 < e <  1, x~d(y), supp,~ c z~(y'), y'~Aj,, ¢ ' = L  J'; (3.44) 

II(VvG'(U)V*2 t1~ <= B'o(e, flo)(Lit/)-~( It ~11~ + l(1)e- ~od(,,,')( 11211~'+ ~ + 12t) 

for 0 <  e__< 1, 0_-<fl<fl o < 1, (eCg(71(y)), y eA j ,  ~ = L  -j, 

supp2 c z~ (y), y' ~A j,, ~' = L -i'. (3.45) 

Finally, we have the inequalities in L2-norms 

HhG'(U)2[[, ]IhVvG'(g)211, [IhG'(g)v*Rll, ][hVvVvG'(g)2[[, [[hVvG'(g)v*2[I, 

II hG'(U)V}V}2 ti =< Bo [ (L it/)2, Ljt/, Lit/, 1,1, 1 ] t hle- ~oat,,,')II 2 II 

for supph c A(y), y eA  j, supp2 c A(y'); (3.46) 

and the global inequalities 

IG'(U)21~2+,), ]VvG'(U),~.lt~ +,), ]G'(U)V*).t(1 +,), 

IVvG'(U))q(,) < Bo 121(,7 (3.47) 

for 7 in a fixed compact subset of real numbers, e.g. for ? e [ - 4 , 4 ] .  
All these inequalities are invariant with respect to gauge transformations of U. 
Let us make two remarks in connection with the formulation of the above 

theorem. At first the choice of derivatives Vv, V* is conventional, we may always 
replace Vv by V*, and vice versa, in arbitrary place and combination. Next, the 
choice of powers L~t/is conventional also. Using Lemma 2.1 in [4] we may replace 
the factor (Uqy by (Ut/)a(U't/) ~ with/~ + 7 = ~, J, J' are indices of localizations. 

It is easy to see that the global inequalities (3.47) are consequences of the local 
ones (3.42) and Lemma 2.1. We will prove the above theorem by constructing a 
random walk representation similar to that in (2.40), but with different boundary 
conditions used, and then repeating the arguments of Sect. 2 in [2]. We will do 
it together with a proof of the corresponding theorem for the gauge field propagator 
G(U), because the constructions in both cases are almost identical. 

We need also a theorem analogous to Proposition 2.3 of [4]. 

Theorem 3.2. Under the assumptions of Theorem 3.1, and with the same constants, 
the following inequality holds: 

I(Q,(U)G,2(U)Q,.(U))- l(y, Y')I < Bo(Uq)-4(ZJ't/)-de-~°d~Y'Y'~, 

y , y ' e ~  (ycAj,  y'~Aj,). (3.48) 
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Let us stress that the constants in the formulations of both theorems do not 
depend on the sequence {.Oj}, j = 0 , 1 , . . . , k ,  if the conditions (2.1), (2.2) are 
satisfied. 

These theorems imply all the properties of the operator R, or DRD*, we will 
need in the future. For  the operator P = I - R we obtain, using again Lemma 2.1, 

[ [P(x, x')1, ](DP)~(x, x')I, t(PD*)v(x, x')I, [(DPD*)u,(x, x')[] 

< 0(1)[1, (LJ//) - 1, (Lj//) - 1, (Lj//) - 2](Lj'//)-de-(1/2),~oa(y,y') 

for x cA (y), y EA j, x' cA (y'), y' cA i"" (3.49) 

We have also the corresponding bounds for H61der norms of the kernel 
(DPD*)u,(x,x'). 

Thus the operator A, is well defined. For its inverse G we have 

Theorem 3.3. Under the assumptions of Theorem 3.1, and with the constants 
described there, the operator G(U) (a = 1) satisfies the inequalities (3.42)-(3.47), with 
G'(U) replaced by G(U) and 2 replaced by a function J defined at bonds of the lattice 
T,, or ~o, and with values in g. 

The above theorems do not exhaust important properties of the operators 
G', R, G we will need in the future. For  example we will have to localize them to 
some domain, that is to change the domains {S2j}. We would like to estimate a 
difference of two operators corresponding to different sequences. Such results were 
proved in [2] for scalar field propagators, see (1.11), (1.12) in the formulation of 
the theorem there. They are connected naturally with generalized random walk 
expansions, and we defer formulations of these results to the section where these 
expansions will be constructed. 

As we have remarked already we will prove the above theorems by constructing 
generalized random walk expansions. Terms of these expansions are built of the 
above defined propagators localized to subdomains, e.g. to cubes belonging to the 
class defined at the end of Sect. A in [4]. We have to prove the theorems for the 
localized propagators. This is accomplished by using the regularity conditions 
(3.35) and expanding with respect to A = (1////)log U u. This way the theorems are 
reduced to the corresponding theorems for propagators without external gauge 
field. They were proved in [4]. In the next section we will study the expansions 
with respect to the external gauge field A in a more general situation. We will 
prove that the propagators are analytic functions of configurations U'U in a space 
defined by the conditions (3.37), and we will do it by studying expansions with 
respect to (1////)log U'. 

B. Analyticity Properties of the Operators 

The operators introduced in the previous section depend on a gauge field 
configuration U with values in the Lie group G. We would like to prove that this 
dependence is analytic. The simplest way to do it is to extend the operators to 
configurations with values in the complexified group G c and to prove the usual 
complex analyticity. We need only a complex neighbourhood of the space of 
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configurations U satisfying (3.35). Such a neighbourhood is given by configurations 
U'U satisfying the condition (3.37), i.e. U' = e i"a, where A is a sufficiently regular 
configuration with values in the complexified Lie algebra go. The regularity is 
described by the inequality (3.37). We will assume that e1 is sufficiently small. 

A qualitative part of our results is formulated in 

Theorem 3.4. There exists a positive constant a 1 such that the operators G'(U), 
(Q'(U)G'2(U)Q'*(O)) -1, R(U), G(U) extend to configurations U'U for ~1 ~ ai as 
analytic functions of A. The extended operators satisfy all the inequalities of 
Theorems 3.1-3.3 correspondingly. 

In fact we prove quantitative statements which are more precise, describing 
these analytic extensions as small perturbations of the operators depending on U 
only. In the future we will need these more precise statements. 

Let us start with the covariant Laplace operator A v given by (3.23). We have 

( A v'v2)(x) = tl- 2 ( 2 d2(x) - b~x) R( ( U'U)b)2(b + ) ) 

( = t/-2 2d2(x) - ~. R(U'(x,x + qeu))R(U(x,x + r/e.))2(x + r/e.) 
#=1  

R( U(x, x - rleu) )R( U'(x,x - r/eu))2(x - t/e.)~ 
/ 

= r/-2 ( 2 d2(x) - ~b~st,~) expitladA'(b'R(Ub)2(b+)) ' (3.50) 

where A'(b)= A(b) for positively oriented bonds b, and A'(b)= R(Ub)A(b ) for 
negatively oriented b. Expanding the exponential above we get 

(A v'v~.)(x) = (A v2)(x) - r/- 1 2 iadA'tb)R(Ub)2(b +) 
best(x) 

-- ~ F'Lk(iada'tb))2(b+) 
best(x) 

= (d v2)(x) -- ~, iada,(b)(Dv2)(b ) - i[(D~A)(x), 2(x)] 
best(x) 

-- ~ F'l,k(iadA,(b))2(b+), (3.51) 
best(x) 

1 
where F'l,k(Z) = t/-2(e "z -- t -- r/z) = z 2 ~dt(1 - t)e ~=, hence F'Lk(iadA,(b)) is an 

0 

analytic function of A(b). Let us denote the first order operator on the right-hand 
side above by V~ (A), thus 

(Vi(A),~)(x) = F, i[A'(b), (Dv2)(b)] + i[(D}A)(x), 2(x)] 
bEst(x) 

+ ~ F't,k(iadA,(b))2(b+), (3.52) 
b¢st(x) 

and 

zl v,v = d v - V'I (A). (3.53) 
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We assume that A satisfies (3.37), hence for xeg2j 

[( V'~(a)2)(x)[ < 4 dal(LJtl)- 1 IVy2[ + 2 dal(LJ~l)- 2121 + 8 da 2 (LJt/)- 2 [2[, (3.54) 

the norms on the right-hand side involve only nearest neighbours of x because 
V' 1 is local. 

Let us consider now the averaging operators Q~(U) given by (3.19). We have 
to find an expansion of R((U'U)(F~J)~)). By the definitions (52), (53) in [5], and 

the definition U'U j = U'JU j of the averages 0 'j, we have 

(u ' lq~ vo~ ~ = - -  I'," y,x," (~'ff~'])J-- l ( r y , x j _ , )  . . . . .  (U~'~.J)(I~x . . . .  )(U" U ) ( r x i , x  ) 

= (/~- i 0 , j -  i)(ey.x,_ ,) [R(/Tj-, (/-y,=,_ ~ )) (/~{~-_2/,~,j- 2)(rx,_,,~,_ 2)] 

. . . . .  [n(U2(e~J, L2)))(gx~ (?')(F~,~,)] [R(U(F~!~,')))(Rx, U')(F,,,x)] 

• U~F o) ~ (3.55) 

where the sequence of points y = x~, x j_ 1 . . . . .  x2, x~, x = x o is defined by the 
conditions xleB(xl+ 1), or xeBZ(x3. We apply the identity (97) [5] 

(O'l)(x, x') = Vl(X)(O'I)(X, x')R( U*(x, x') )vi- l(x'), (3.56) 

where vt(x) is given by (160). Using (102), (103) we get 

0 

(U, l f) tr~j))  vj(y). 1- I - l+l  (]-z-1) _ , ,  r,~,= R(U (r~,,,~,+,)) 
l = j - 1  

-t =,t - 1 ~t O 'q tF  V1. U~l'(J) ~ (3.57) • [(R,,,+,U) ( x,+, ,, ,,,+,,,,,,~ ,--r.x;. 

Let us notice that the above expressions involve the gauge field variables U~,, Ub 
for b ~ Bi(y). The jth order averages are considered on A i, hence y e A  j, B-i(y) ~ Oj, 
and A satisfies the inequality IA[ < gl(Ut/)- 1 on BJ(y). Taking A' = IJtlA we have 
U ' = e  ~~', ¢ = L  -j, IA ' l<av  Applying the inequalities (161), (162) [5], we 
have 

1 
_log U'* = Qt(U, ¢A'), [Qt(U, ¢A')I < 2alL~¢, 
l 

{log( /~+,  t~") < O(1)~lL~+l~, 1[ < 0(1)~, tv,{y)- 

for ~ sufficiently small. By Proposition 4 [5] the expression on the right-hand 
side of (3.57) is an analytic function of A, and by the above bounds 

' F °~ U e ° - 1 I (UU)(  y,~)( (y ,x) )  - l l < O ( 1 ) ~ x .  

This implies 

R ( ( U ' U ) ( F ~ ) )  = R(U(F~{~)) + F~,j(A; y, x) 

, • . . .  - 1 R ( U ( F ~ ) ) ,  F2,.i(A , y , x ) =  R v l ( 1 
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hence finally 
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, , < [F2,j(A, y, x)[ = O(!)~1, (3.58) 

(Q'~(u'u)2)(y) = (Q)(U)2)(y) + (F'2j(A)2)(y), 

(F~.2(A)2) (y) = ~ y )  L-  iaF' 2,./( A; y, x).~.(x), 

](F'z,~(A)2)(y)I < o(1)ex(Q)12l)(y ). (3.59) 

The operator F'2d(A) is an analytic function of A in the domain given by the 
inequality IAI < el(LJq) - 1 for el sufficiently small. 

We have a similar expansion for the adjoint operator. We denote operators 
in this expansion by adding a star as a superscript. Let us remark that F'z*j(A) 
is not an adjoint of F'z,.i(A). Combining (3.53) and (3.59) we get 

d v'v + Q'*(U'U)aQ'(U'U) = A v + Q'*(U)aQ'(U)- V' 1 (A) 

+ F'z*(A)aQ'(U) + Q'*(U)aF'z(A) + F'z*(A)aF'e(A) 

= A v + Q'*(U)aQ'(U) - V'(A), (3.60) 

where V'(A) is defined by the last equality. It satisfies the bound 

I(V'(A)2)(x)I < O(1)el((Liq) - ~lVv2[ + (Ur/)-2[2I) (3.61) 

for xEBi(A~), the norms on the right-hand side restricted to the block Bi(y) 
containing the point x. It is an analytic function of A on the domain (3.37), for 
~1 sufficiently small. 

We assume that Theorem 3.1 is valid for the operator G'(U). The equality 
(3.60) can be written as 

A v'v + Q'*(U'U)aQ'(U'U) = (I - V'(A)G'(U))(A v + Q'*(U)aQ'(U)), (3.62) 

and the operator V'(A)G'(U) satisfies the bound 

](V'(A)G'(U)2)(x)I < O(1)Booqe -a°d(y'r') (3.63) 

for x~A(y), s u p p 2 c A ( y ' ) ,  or the bound [V'(A)G'(U)2](r)<O(I)Boal[2[(r). Thus 
for ~1 sufficiently small the norm of this operator is small and I - V'(A)G'(U) is 
an invertible operator, the inverse is given by a convergent Neumann series. This 
implies the existence of the operator G'(U'U) and the equality 

G'(U'U)= G ' (U) ( I -  V'(A)G'(U))-~= ~ G'(U)(V'(A)G'(U))". (3.64) 
n = 0  

Each term in the series is analytic in A on the domain (3.37), and the series is 
convergent uniformly, hence G'(U'U) is an analytic function of A also. What is 
more important we have 

G'(U'U) = G'(U) + G'(U)V'(A)G'(U'U) = G'(U) + G'(U'U)V'(A)G'(U), (3.65) 
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and norms of the second operators on the right-hand sides are small. 
Now applying Theorem 3.1 for G'(U), the bound (3.63), the representation 

(3.64) and Lemma 2.1 of [4] we can prove all the statements (3.42)-(3.47) of 
Theorem 3.1 for the operator G'(U'U), of course with different constants, although 
changes are small. We define new constants in such a way that the statements of 
Theorem 3.1 hold for extended operators. This allows us to formulate a statement 
concerning the remainders G'(U)V'(A)G'(U'U) and G'(U'U)V'(A)G'(U) in (3.65). 
They satisfy Theorem 3.1 with the additional small factor O(1)a 1. 

Let us consider the operator (Q'(U)G'Z(U)Q'*(U)) -1. Its inverse can be 
analytically continued to configurations U'U and has the expansion 

Q'(U'U)G'2(U'U)Q'*(U'U) = Q'(U)G'2(U)Q'*(u) + F'2(A)G'2(U'U)Q'*(U) 

+ Q'(U)G'z(U'U)F'z*(A) + F'z(A)G'Z(U'U)F'2*(A) 

+ Q'(U)G'(U'U)V'(A)G'z(U)Q'*(U) 

+ Q'(U)G'Z(U)V'(A)G'(U'U)Q'*(U) 

+ Q'(U)G'(U)V'(A)G'2(U'U)V'(A)G'(U)Q'*(U) 

= Q'(U)G'Z(U)Q'*(u) + C'(A), (3.65) 

where the operator C'(A) is defined by the last equality. Using the results obtained 
for operators building it, and Lemma 2.1 [4], in the same way as in the bounds 
(2.68) in [4], we get 

]C'(A;y,y')I < O(l)O~l(LJrl)4(LJ'rl)-de -(1/2)'~°d(y'y') for y~Aj, y'~Aj,. (3.66) 

Using Theorem 3.2 and the above bound we obtain 

Q'(U'U)G'Z(u'U)Q'*(U'U) = (I + C'(A)(Q'(U)G'Z(U)Q'*(U) ) - 1) 

.Q'(U)G'2(U)Q'*(U), 

]C'(A)(Q'(U)G'2(U)Q'*(Q) )- I)(y, y')] < O(1)cq(U'rl)-a e -(1/2)~°d~y'r'), (3.67) 

thus the operators in the equality are invertible and an inverse of the left-hand 
side can be expressed by a Neumann series convergent for ~ sufficiently small. 
Each term of the series is an analytic function of A on the domain (3.37). The 
inverse satisfies Theorem 3.2. 

These results imply that the operators R(U), P(U) = I - R(U) extend analytically 
to the domain (3.37) and satisfy the same bounds, e.g. the operator P(U'U) satisfies 
the bounds (3.49). Moreover we have 

P(U'U) = P(U) + P'(A), 

]P'(A; x, x')], [(DP'(A))u(x, x')1, [(P'(A)D*)v(x , x')[, [(DP'(A)D*)uv(x , x')[ 

< O(1)ct 1[1, (LJq)- 1, (Lit/) - 1, (Lj /~)  - 2"] (Lj'r/) -d e-  (l/2)6od~r,r) 

for xeA(y), y e A  j, x' eA(y'), y' eA j.. (3.68) 

The remainder can be written explicitly in terms of the operators introduced until 
now by writing the expansions of the operators determining P(U'U). 

Now we consider the basic operator A a(U) given by (3.26). We know already 
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that each term on the right-hand side of the definition has an analytic extension. 
This follows either from the above results, or from the results of Sect. E [5], 
especially Proposition 7, concerning the averaging operations, or from the explicit 
formulas (3.t0) for the operator A(U) .  We wilt estimate terms involving the field 
U'. Let us consider at first the operator A(U 'U) .  It is a sum of two operators, 
A ( U ' U ) - -  Dv,vDv,  v *  + A' (U'U) .  From the formula (3.10) it follows that A' (U 'U)  
is a small perturbation itself in the sense that we have the bound 

t (A ' (U'U)A')(b)]  < O(1)(Mao + cq)(L#/)-21A'l, b~.Oj (3.69) 

the supremum on the right-hand side is taken over bonds belonging to one of the 
plaquettes containing the bond b (i.e. we have maxv:b,=op, p~s,b~]A'(b')[, where 
st(b) = {plaquettes p:b  c Op and orientation of 0p agrees with that of b}). This 
bound follows from the estimates 

IRe(U'U)(@) - iI, IIm(Lr'b')((?p)l < O(1)(m% + ~1)~ 2, ~ = L -j. 

Let us recall that the operations Re and Im in this case were defined after formula 
(3.7), and the estimates follow directly from the assumptions (3.35), (3.37). It is easy 
to see that for the difference A ' ( U ' U ) - A ' ( U )  we have a bound similar to (3.69), 
but with additional factor an. It is not essential in the sequal. Thus we have to 

Dv,vDv,v .  We do it in a way investigate only an expansion of the operator * 
similar to (3.50)-(3.53) for Av,v .  We have 

(Dv,vA')~u(x) = (OvA')~u(x) + tt-  l (exp tliad A~(x) -- 1)( R( U(x, x + ~te~) )A'u(x + qe~) 

- t/- l(exp qiadA,,~x) -- 1)R(U(x,  x + qeu)A'~(x + tleu), (3.70) 

d 
t t 

(Dv,vOv, vA ).(x) = ~ ~-  I (R( (U'U)(x ,  x - ~eO)(Dv,vA )(x - ~e~) - (Dv, vA')(x))  

= ( D v D v A ) u ( x )  

d 

-- ~t- 1 ~ [~tR(U(x, x - qe~))iadA~(x_,~o(DvA'L,u(x -- qe~) 
V = I  

- R(U(x ,  x - tle,))iadA,~x_,~oR(U(x - rle~, x))A'u(x) 

+ R(U(x .  x - rleO)iada.(x_ ,e~)R(U(x -- qe~. x -- qe~ + ~teu)) 

t • A'~(x - ~le.. + qeu) + iadA~(x~R(U(x, x + rle~))Au(x + qe~) 

- iadA.(~)R(U(x, x + qeu))A'.(x + r/e,)] - (FLk(A)A')u(x) 

d 

e ' ¢ = (D*DA')u(x) - ~ [R(V(x .  x - ~ ~))ZadAd~_q..)(OA )~u(x - qe~) 
V = I  

-- iadlo, a~li~)A'u(x) 

+ R (U(x ,  x - qe~,))iadA,~x_,~)(DuA'~)(x - rte~) 

+ iadA~) (D~a ' , ) ( x ) -  iadA,~)(DuA'~)(x) 

+ iadto.A,~t~)R(U(x, x - qe~))A'~(x - rle~) 
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• * ! l 

+ tadA.(~)(D v A.)(x)] - (FI ,k (A)A)u(x )  
• ! t 

= (D D A  ).(x) -- (VI(A)A)~(x) .  (3.71) 

The operator F1, k is defined similarly to F'L, by taking the remainder of the 
expansion R(U')  = exp t/iad A = 1 + rliad A + •.. in the expressions above• It is a local, 
bounded operator satisfying the bound 

I(FLk(A)A')u(x)I < O(1)IAI21A'I <= O(1)aZ(LJt/)-21A' 1, b ~ j  (3.72) 

with the same norms IAI, [A'I determined by the set st(b) as in (3.69). The 
operator V1 satisfies 

I(VI(A)A')(b)I < O(1)(IAI IVA'I + IVAI IA'I + IAI21A'I) 

<O(1)a~((Ut/)-~WA'I +(lft/)-ZlA'l), beQ2, (3.73) 

with the same conditions on norms as above. The derivatives are, of course, the 
covariant derivatives defined by U. The constant O(1) is an absolute constant 
depending on d only. 

Next we consider the operator DRD*.  We have discussed already the expansion 
(3.68) of the operator P(U'U) ,  so we have to consider the differential operators 
again. We have 

d 

(D*.uA')(x)  = (D~A')(x)  + ~ q l [ e x p ( -  t/iadR(u(x,x-~eO)A~(x-,eO) -- 1] 
v = l  

• R(U(x ,  x - t/e,))A'.(x - tlev), (3.74) 

d 
, t , t , t ( D v . v D . , A  )u(x) = (DvDuA )u(x) - ~ [ -  iadA.~)R(U(x,  x + qeu))(D ,, A~)(x + qeu) 

v = 1  

+ R(U(x ,  x + t/eu))iadA~(~+,%)(D* A ' ) ( x  + t/eu) 

• , t • ! -- tadAd~)(D , A~)(x) + tadA~(x)(DuA~)(x) 

+ iad~o.ao(~)R(U(x, x + t/eu))A'~(x + rle.) 

+ R( U(x, x + t/eu))iadlo. A~)Ix +,e.) 

"R(U(x + t/e u, x + t/e. -- t/e~) )A'~(x + tte~ -- t/e~) 

- -  iadlo* A~)(x) R(U(x ,  x -- t/e~))A'.(x - t/e.) ] -- (F 2,k(A)A')~(x) 
, t t = (DD A )u(x) - (V2(A)A) . (x ) ,  (3.75) 

where the operators F2.k(A), V2(A) satisfy the bounds (3.72), (3.73). These expansions 
imply the following one: 

Dv, vR(U '  U)D3,v = DuR(U)D*  - V2(A ) - (Dr, v - Dv)P(U)D ~ 

- DvP(U) (D* ,v  -- D*) 

, t , -- (Do, v - Dv)P(U)(D*,  v - Dr) - D v , v P  (A)Dv,v 

= D R D *  -- V2(A ) - -  P~(A), (3.76) 
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where the operator PI(A) is a non-local operator whose kernel satisfies the bound 

IPI,u~(A; x, x')] <= O(1)al(LJrl) - 2(L;tl)-ae -tl/2)aoatr',') 

for xEd(y), y~A~, x' ~d(y'), y' ~Aj,. (3.77) 

Of course, all the functions and operators introduced above are analytic on the 
domain (3.37). 

Finally we consider the averaging operator Q(U). It coincides with Qj(U) on 
BJ(A~), and Qj(U'U) is given by the product 

Qj(U'U) = Q(U'U j - l )  ..... Q(U'U)Q(U'U) 

= Q(O'J- ~ ~ -  1) ..... O(U U)Q(U' U). (3.78) 

By Proposition 6 [5] the averages U'", n = j  - 1,'-., 0, are analytic functions of A on 
configurations satisfying the first inequality in (3.37), i.e. tAI < al (L~t/) - 1 on B~(Aj). 
Denoting U '"=  exp iB,, we have IB~I < 0(1)~lZ~, ~ = L-L It follows from the 
explicit formula (124) [5] that the averaging operator Q(expiBV) is an analytic 
function of B, for B sufficiently small. Moreover this formula implies easily that 

Q(expiBV) = Q(V) + F2(B ), 

and 

IF2(B)B'I ~ O(1)suplBlQ"lB'[, (3.79) 

where the averages Q", Qj were introduced in [5] by the formulas (140), (141). The 
constant O(1) above depends only on d and L. From (3.78) if follows that Qj(U'U) 
depends analytically on A in the above domain, and we have 

j - 1  

Qj (V 'u )  = + Y, Q(tTJ- 1) ..... Q(tT.+ 1) 
n = 0  

. F2(B.)Q(O,,- 1 l~n- 1) ..... Q(U' U) 

. i - 1  

= Qj(U) + ~ Qj_I_,(U"+I)F2(B,)Q,_I(U'U) 

= Qj(U) + F2,j{A), (3.80) 

where F2 j  is defined by the last equality. It is of course analyticin A. The inequality 
(143) [5] implies the following bound 

j - 1  
/1 t! o IF2,j A)A'I < S 0(1)Qy-I-. IE 4Q 0.-11A'l 

n = 0  

<-_ O(1)alQ]IA'[ on A j, (3.81) 

for Ma o, al sufficiently small and with a constant O(1) depending on d and L only. 
We have a similar expansion for Q*(U'U), i.e. Q*(U'U) = Q*(u) + F~j(A), and 

F*j(A) satisfies (3.81). (Let us notice that for complex configurations A the operator 
F~,j(A) is not the adjoint of Fz, j (A).) 



Propagators for Lattice Gauge Theories 407 

Combining the expansions (3.71), (3.76) and (3.80) we get 

A,(U' U) = D~,vDv,v + A'(U'U) + Ov,vR(U' U)D*, v + Q*(U' U)aQ(U'U) 

=A.(U) -- V~(A) + (A'(U'U) -A'(U)) - V2(A ) - P~(A) 

+ F~(A)aQ(U) + Q*(U)aF2(A ) + F*(A)aF2(A) 

= A a ( U )  - -  V3(A ) - -  P I ( A )  - -  P2(A). (3.82) 

The operator V3(A ) is a local differential operator of the first order satisfying the 
bound (3.73). The operator PI(A) was defined in (3.76). It is a non-local bounded 
operator and satisfies the bound (3.77). The operator P2(A) is a sum of three terms 
obtained by the expansion of averaging operators. It is a semi-local operator in the 
sense that the value (P2(A)A') (b) at a bond b~BJ(A) depends on A, A' restricted to j- 
blocks neighbouring the block containing the bond b. It satisfies the bound 

I(P2(A)A')(b)I < O(1)~I(LJu)- 21A'I, bEBJ(Aj), (3.83) 

with the norm JA'[ restricted to the blocks defined above. The operators V3(A ), PI(A), 
Pz(A) depend analytically on A in the domain (3.37). Let us denote the sum of these 
three operators by V(A). We can write (3.82) as 

A~(U'U) = A, (U) -  V(A) = ( I -  V(A)G(U))A~(U). (3.84) 

Using the bounds (3.73), (3.77), (3.83) and assuming that Theorem 3.3 holds for G(U), 
we get 

](V(A)G(U)J)(b)I < O(1)~1 e-(1/z)°°d(y'r')] J I for brA(y),suppJ c A(y'). (3.85) 

(Here J is an arbitrary gauge field configuration with values in go.) This bound 
implies in particular the bound t V(A)G(U)Jt < O(1)cq[J], hence V(A) G(U) is a small 
operator in supremum norm, and we have 

G(U'U)= G(U)(I-  V(A)G(U)) -~ = ~ G(U)(V(A)G(U))', (3.86) 
n=O 

and convergence is in the operator norm for cq sufficiently mall. Each term in the 
series is an analytic function of A in the domain (3.37). Theorem (3.3) implies also 
convergence in all norms appearing in its formulation, thus in all norms on the left- 
hand sides of the inequalities (3.42)-(3.47). This way we get all these inequalities for 
the operator G(U'U), the local ones follow from the bound (3.85) and Lemma 2.1 [4]. 

Thus Theorem 3.4 is proved, assuming that Theorems 3.1-3.3 hold. 
This allows us to prove Theorems 3.1-3.3 in some special situations, where we 

can use the results of [4]. There we have proved these theorems for operators with 
the external gauge field configuration U = 1. Applying the results of that paper 
together with the above results we get 

Corollary 3.5. I f  a configuration U' is in the domain (3.37) with U = 1 and ~1 < 
al, then Theorems 3.1-3.3 hold for the operators G'(U'), (Q'(U')G'2(U')Q'*(U')) -1, 
G(U') correspondingly. 

Let us consider a general configuration U satisfying the regularity condition 
(3.35), and let us suppose that we have a sequence of domains 12~,12'1 ,l-/k satisfying 
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the conditions (2.1)-(2.4) of [4], and such that [2~ c IS], where []  is one of the cubes 
appearing in the formulation of (3.35). For  simplicity we have assumed that j = k, 
otherwise we can rescale from q-lattice to L-~-lattice. Applying the gauge 
transformation u we get U' = U" = e iqa with A satisfying the inequalities in (3.35) for 
j = k. This implies that U' satisfies (3.37) for the sequence {I-Z~}, with U = 1 and 
e~ = O(1 )M%. Assuming O(1)M% < a ~ we can apply the above Corollary and we get 

Corollary 3.6 I f  a configuration U satisfies (3.3 5) with O(I)M% < a l, and ~'o c [] for 
a cube [] of the class described in this condition, then Theorems 3.1-3.3 hold for 
the operators G'(U), (Q'(U)G'2(U)Q'*(U)) - 1, G(U) constructed for the sequence {~c~}. 

This follows from Corollary 3.5 applied to the configuration U ' =  U", and we 
have to recall only that all the results of these theorems are gauge invariant. 

Corollary 3.6 gives crucial results for our future considerations. We will prove 
Theorems 3.1-3.3 in full generality localizing them by generalized random walk 
expansions to small domains contained in cubes [], and then using the results of this 
corollary. 

C. Generalized Random Walk Expansions 

We will construct these expansions in almost the same way as the expansions of [4] 
were constructed, especially in (2.141). Let us recall the geometric setting of these 
expansions. Each set B,i(A]) is a union of big blocks, which are elementary cubes 
(cells) of the lattice MLJ~IZ d (or rather the lattice T~+~ ), i fM = Lm). We take a family 
@j of cubes [],  with centers at points of this lattice, which are unions of 2 d big blocks, 
with at least one of them contained in Bi(A]). A union of these families for all j is 
denoted by 9 .  Let us take here the set Tl\I21 instead of A0 = ~o\121 . The family ~ is 
a partition of the lattice T. We take the partition of unity {hG} defined at the end of 
Sect. A in [4]. We have ~ 2 _ h D - 1. For  a cube []~@ and n = 1, 2,.. .  we define V~" 

as a cube of the size (2 + 2n)ML#I, and with the same center as 73, hence it is a union 
of (2 + 2n) d big blocks. 

We need two different scales, given by two sizes of big blocks. In [4] we have 
proved all theorems under the assumption that R, M are sufficiently large. We take 
these numbers as powers of L. Let us fix a pair Ro, Mo of smallest possible numbers 
satisfying conditions needed in the proofs. We assume that the size M of big blocks 
we are using in this paper is much bigger than Mo, more precisely we assume that 
M = KRoM o, K is a positive integer. Thus a big block of the size M can be represen- 
ted as a union of cubes of the size RoM o. Let us take a cube [] ~ j ,  and let us 
define a sequence {12,(D)},=o ...... i+ 1 of domains in the following way. The cube 
~3  is either contained in BJ(Aj), or intersects also the domain B ~+ 1(A j+ 1). Let us as- 
sume the second case, then we defined t2j + 1([]) = @ 3 c~ B j + I(Aj + 1 ). We take I2j(73) = 
[I~, 12j_ I(D) is a cube with a center at the center of [ ]  and dist (12j_ 1(7q) c, 12j(D)) 
= 2RoMoL i-  bl, and generally -O,(D) is a cube with a center at the center of []  and 
dist(~,(D)~,t2, + ~ ([2)) = 2RoMoL%ordist([2,(D) ~, 7~ 4) = 2RoMoL"~I +"" + 2RoMo 
LJ-I~I = 2RoMoL"r 1 (L ] - " -  l /L--1) .  This sequence satisfies the conditions (2.1), 
(2.2) with j instead of k, if rescaled from ~/-lattice to L-Llattice. For  n = 0 we have 
dist(g2o(D)~, ~ 4 ) <  2RoMoLbl ' hence 12o([S] ) c l~ 5. We have assumed that the 
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number O(1) in the condition (3.35) can be taken as equal to 12, thus the cube ~5  is 
contained in one of the cubes for which this condition holds, and the sequence 
{Q,([7)} satisfies the assumptions of Corollary 3.6. The operators constructed for 
this sequence, which we denote by G'D(U ), Ca(U) = (Q'(U)G~(U)Q'*(U))- 1, GG(U), 
satisfy all the inequalities of Theorems 3.1-~3.3 correspondingly. This is the basis of 
all estimates for the expansions we will construct. The arguments will be almost 
identical to those in [4], so we will sketch them rather briefly. We will elaborate only 
the points which are different from the corresponding ones in [4]. 

Let us drop the symbol U in formulas below. We construct approximations 
G~, Co, Go of the operators G', (Q'G'2Q'*) - 1, G taking 

G'o = E h~G'DhD, Co = E hE~Cc~hD, Go = Z hGGDhD" (3.87) 

' ' tn'G'2rv~C A ,G  o as small As in [4] we have to express the operators A,Go, t z  z J o, 
perturbations of identity. Let us start with the operatorA',G;. Using (3.50) we get for 
xeA(y),  y e A  j, 

(A'.h2)(x) = h(x)(A'j.)(x) - ~ (8h)(b)(D2)(b) + (Ah)(x)2(x) 
bEst(x) 

L (~h)(F. , ,~F. ,~ , )R((U(F, ,~))  R(U(F, ,x ,))X(x)  + aj(Ljtl)- 2x,E(y ) a B  i - j d  ( j )  ( j )  ( j )  - 1 ( j  t 

hence 

= h(x)(A'.X)(x) -- (K(h)2)(x), (3.88) 

A'aG' o = I - ~ K(ha)G'Dh a = I - R'. 
[] 

Using the inequalities (3.42) for G~, we get the bound 
! 

I(K(hD)GahD2)(x)l <__O(M-1)e ~°(v~)-'b'-/ll)o I (3.89) 

for xeA(y),  supp ;t c A(y'), y, y 's  [] e~ j .  It is exactly the bound (2.44) of [4], rescaled 
to t/-scale. This bound was a basis of all the remaining considerations in that paper, 
connected with the convergence of the expansion (2.50), so we may apply them here 
also. We get 

Theorem 3.7. For M sufficiently large, and a configuration U satisfying (3.35), the 
operator G' can be represented as 

G' = G'o(l -- R ' ) - I  = G'o £ R'" 
n=0 

. . . . . . .  (3.90) hDo a'~ohaoK(h D,)G~,h•, K(hD,)GD.)hu, , 
a) 

where ~o = ([20, Ell, "" ', D,), DieD, D i n  E],+l # ~ .  

The expansion is convergent in all norms appearing in the inequalities (3.42)-(3.47). 
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This theorem follows simply from Corollary 3.6 holding for all G~, [2eN,  from the 
bound (3.89) and Lemma 2.1. The arguments are exactly the same as in proofs of 
Proposition 1.2 [3] and Proposition 2.2 [4-1, so we will not repeat them here. 

Theorem 3.7 implies that all the inequalities (3.42)-(3.47) hold for G', thus we 
have completed the proof of Theorem 3.1. 

Let us make again the remark we made after Corollary 3.6. We have proved the 
exponential decay of the propagator G' using the expansion (3.90) and Lemma 2.1. 
We can get a decay rate arbitrarily close to the decay rate of the localized 
propagators, hence to the decay rate of propagators without external gauge field. 
The main purpose of the expansion (3.90) is to express G' in terms of localized 
operators, so that we can apply the results of the previous section. Let us elaborate a 
little bit more on these localization properties, and on bounds for terms of (3.90). We 
are interested in localization for the gauge field U. A propagator G~ depends on U 
restricted to 12o(Vq ) c ~I 5, and the operator K(h) is semi-local, hence a term in (3.90) 
corresponding to a walk co = (Do, [ ]  1 . . . . .  [3,) depends on U restricted to [3o 5 u [ ~  
~ . . .  u [~5. The bound (3.89) implies a bound for this term. There are two important 
factors, one is a product of the factors O(M - 1), and one is an exponential factor, 
connected with this in (3.89). To describe it let us localize the term, inserting 
characteristic functions of A(y), y ~ ~3, between the operators K(hE2)G'rnhE2. We get the 
s u m  

A(y)hDo G'DohnoA(y OK(hD,)G~IhD~A(Y2 ) . . . . .  A(y,)K(h~,)G'D hrs A(y')2, 

y ,cDJ~, i=  I ...... (3.91) 

and each term in this sum can be estimated by 

O(1)(L]t/)2e-~°d(Y'Yl)O(M-1)e -~°a~y~'y~) ..... O(M-1)e-O°a(r"'r')lA(y')2 I. (3.92) 

The first factor O(t) (LJt/) 2 is unessential and is connected with the supremum norm, 
if we take another norm we get another factor with a different power of Lit/. We 
use part of the exponentials to control the sum over y~'s, let us say the exponentials 
with ½60 instead of 60, the remaining are used to construct an overall exponential 
factor. Let us define a distance relative to the walk co by 

d(co, y, y') = inf (d(y, Yl) + d(y~, Y2) +""  + d(y._ 1, Y.) + d(y., y')), (3.93) 
( y l , y 2 , . . . , Y n )  

the infimum is taken over all sequences (Yl, Y2 . . . .  ,y,) of points y~sl2/e~.  Let us 
denote tcoI -- n. We summarize the above considerations in 

Corollary 3.8. The term in the expansion (3.90) correspondin9 to a walk co = 
( [3 o, [] 1 . . . .  , [],) depends on U restricted to D ~ u C2 ~ ~ . . . ~2 Uq 5, and 

11 

hn°GD°hD° J -1=1 hD' G~'hE2 ' IA(y) ' K( ) ,A(y )21 
= 

< O(1)(LJq)ZO(M- 1/2)t~'1M- 1/2t~°le-(~/z)~°a(~'r'Y')lA(y')21 (3.94) 

for  y~ [2]o ~A~, y'~ [B,. Similar estimates hold for  the other norms. 
We will use the factor O ( M -  ~/z) to control the sum over random walks co, and the 

last two factors in (3.94) will be important for other purposes. 
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We will construct random walk expansions having properties described in this 
Corollary for all operators we consider in this paper. These constructions will play 
a very important role in the future. 

Next let us consider the operator (Q'G'2Q'*) - 1. w e  will find an expansion of 
this operator as usual considering Q'G'2Q'*Co . We write it in the same way as 
in (2.82) [4] 

Q'G'2Q'*Co = I + ~(1 - ~])Q'G'2Q'*h~CGhcl + ~ ~Q'(G '2 - G'~)Q'*hGCDht~ 
[] [] 

~ tG, z , .  = + ~ , [ [ ] Q  nO , hJCDhn  I - - R  (3.95) 
[] 

By the same estimates as in [4], especially (2.83)-(2.85), we can see that the operator 
R is small and 

(Q'G'Q'*)- 1 = C o ( i  __  R)-  1 = £ CoR," (3.96) 
rt=O 

The series is convergent in the weighted supremum norm on ~B appearing in the 
inequality (3.48) in Theorem 3.2. This expansion is unsatisfactory yet, because it 
is expressed in terms of the unlocalized operator G'. To get an expansion having 
the desired properties we replace the operator G' everywhere in the series (3.96) 
by an expansion similar to (3.90). Let us notice that we may construct (3.90) for 
an arbitrary partition of the lattice T,. Let us take a term with the propagator G' 
on the right-hand side of (3.95). It is determined by a cube [ ] ~ 9 .  We construct 
a new partition 9 '  changing 9 locally around D. Let us assume that [] ~9~. If 

does not intersect any cube of the family 9~+1, then we define .9' replacing 
in 9 the cube E] by D 2 and removing all the cubes intersecting Q. If ~ intersects 
a cube from 9]+ 1, then we take a cube I--]1 from 9j+ 1 which is closest to the center 
of [], we replace [] by [~2, and we remove all the cubes which intersect ~1 .  
Let us denote by Do the cube ~ z  in the first case, and ~ in the second. The 
partition 9 '  coincides with 9 outside Do. We construct the corresponding partition 
of unity {h~}D~, , and the random walk expansion (3.90) for the partition 9 ' .  
Now in terms corresponding to a fixed [] on the right-hand side of (3.95) we 
replace the propagator G' by the expansion (3.90) constructed for the partition 
9 ' .  Let us consider a term in the first sum in (3.95), and let us replace propagators 
G' by terms in this expansion. We get a product of possibly many operators of 
the type K(h'D)GDh' D, each of them satisfying (3.89), and of three operators of 
the type h'DG'Dh D or hDCDh D. These three operators satisfy bounds 
with exponential factors as in (3.89), but without small factors O(M-i).  We use a 
part of an overall exponential factor to produce these small factors. The 
characteristic function 1 - ~ at the beginning of the term, and the function hcj 
at the end, restrict a kernel of the term to points separated at least by a distance 
MLJrl (ifF-qegj). Hence the part of the exponential factor can be estimated by 
e-~l/4)a°M >_ 3! (1/4 6oM) -3, and we attach the factor 86olM -1 to each of 
the three operators. The term considered is a product of operators which have the 
same localization properties and bounds as the operator in (3.89). Next let us 
consider a term in the second sum on the right-hand side of (3.95). We expand 
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the propagators G' into the random walk expansion (3.90) constructed for 9 ' .  
Terms in this expansion have the same structure as described above, the only 
difference is that the function 1 -  ~1 is replaced by ~ .  Thus the exponential 
factor may not be small. If we have at least one operator K(h'D)G' phi, then we 
connect operators in the term into groups, each group having an estimate with a 
small factor. We attach each operator h'c~G'~h'~ to a closest operator 
K(h'G2)G'E2h'E2 on the right, and the operator h[]CDh D to a closest 
operator of that type on the left. At a worst case we have three operators attached 
to one operator K(h'~)G~=h'~2. We consider the resulting products as 
single factors in the random walk expanson we are constructing. Such factors have 
bounds (3.89), possibly with a power of IJrl. We have to consider yet the case when 

h' ~ ~' in the term. Because of the restrictions we have only operators ~,,~n',~E' 

introduced by the functions El, h:~, it is possible only if D ' =  Do for both 
operators. Thus we have the term 

t t ~ , ' 2  i t I [I]Q hD O[]ohDo GDohDoQ h[]C[]h~. 

Let us notice that by the construction of the partition 9 '  we have h~o = 1 on 
D, hence we have only the function h~o in the above expression. We move 
this function to the left, i.e. we write this expression as 

~ ' ' h~o]GDQ hmCNhN + DO. GDoQ h~Cc~hD. NQ[Gno,  ,2 , ,, ~ , ,2 , ,  

The commutator in the first term gives O(M-~). We consider this term as one 
factor in the random walk expansion. We take the second term together with the 
term in the second sum we have not considered yet, i.e. we take 

t t 2  ~Q (G~o - GI:~)Q'*hDC~h ~. (3.97) 

We have proved in [2] that if we have a difference of propagators defined on two 
domains, then in an estimate of this difference we have, besides the usual factors 
connected with propagators of a considered type, an exponential factor with a 
distance between localizations and a closest point where a change was made. Such 
inequalities were proved using only the random walk expansions, hence they are 
valid for all propagators we have considered in [4]. By an argument similar to 
the one used in the proof of Corollary 3.5, they are valid for propagators defined 
by sequences {,Q~} with -Qo contained in a cube for which the condition (3.25) is 
satisfied. Hence, they are valid in the considered case, and the differences ~ Q' 
(G'~o-G'~)Q'*N1 can be estimated by the usual factors multiplied by 
e -2°°~t. We have to notice only that the operators may differ outside ~1o, and 
the distance from ~ to E]~ is at least M (on L-&scale). This exponential can 
be estimated by (260M)-~ and we consider the operator (3.97) as on factor in the 
expansion. Finally let us notice that terms in the third sum on the right-hand side 
of (3.95) are already localized and give small factors O(M- 1). 

Let us describe generally the random walk expansion we have constructed. 
Each term in this expansion is a product of factors. The basic example is the operator 
K(h'D)G'Dh'~, but we have several other possibilities, like h'~ G'D h'D K(h'D~)x 

1 1 1 
t / / t / ~ i / / 2  / / *  ~ t t 2  Gc~hn:, K(hDo)GsohDoh~Ceh~, DQ[Gno, hGo]GDoQ hDCDhG, [~Q(GDo- 
t 2  t ,  GD)Q h~CGho, etc. Each factor is a product of several operators localized 
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correspondingly in cubes [] 1, [] 2 . . . .  with the property that two neighboring cubes 
in the sequence have a non-empty intersection, i.e., U]l n ~]2 @ ~ , - . . -  A sum of 
these cubes determines a localization domain X i.e. X = [Z]l u [] u . . . .  More 
generally, we consider a class of localization domains, each domain is a union of 
a connected, finite family of cubes from @. A connected family means that for 
every pair •, [7' of cubes from the family there exists a sequence Fll . . . . .  [3,, of 
cubes belonging to the family and such that [] n Fll :P ~ ,  [~1 c~ []2  @ ~ . . . . .  
[-lm c~ U]' -¢ ~ .  We consider only very small families, containing several cubes. A 
biggest is connected with operators localized in Flo, which is a sum of 5 d cubes 
from N. For each factor in the expansion it is obvious how to construct a 
corresponding domain X. A domain X does not determine the factor uniquely, 
usually there are several possibilities, and we introduce an index ct enumerating 
these possibilities. We denote a factor by R',(X). We assume that 0 is a possible 
value of the index c~, and that R'o([])=hDCnh ~, R~)(X)=0 for localization 
domains bigger than a cube from ~.  Thus a random walk co is a sequence o )=  
((ao,Xo), (C~l,X1) . . . . .  (a,,X,)). We will have always ~o =0 .  Let us again denote 
[e) I = n. An operator R(X) has the following important  properties: it is localized 
in X, i.e. its kernel has a support in X x X, it depends on U restricted to j~5, 
and satisfies a bound of the type (3.89), possibly with an additional power of L~q. 
It is difficult to make the last statement more precise. Instead we will write a 
bound for a whole term in the expansion. We have 

Theorem 3.9. For M sufficiently large, and a configuration U satisfying (3.35), the 
operator Q'G'2Q '* has an inverse which can be represented as 

(Q,G,2Q,.)-I = ~ R,o(Xo)R, (X 1) . . . . .  R'~.(X,) (3.98) 
t~ 

the sum is over walks ~ -- ( (0, Xo), (~ I ,X0 , . . . , (~ . ,X , ) )  satisfying Xi_ 1 n X i  ~ ;ZJ, 
i=  1 . . . . .  n. A term in this expansion corresponding to a walk 09 depends on U 

~ 5  ~ 5  ~ 5  restructed to X o u X 1 u . . .  w X , ,  and has the following bound: 

I(R'o(Xo)R'~,(X l) . . . . .  R'~.(X,) )(y, Y')I < O(1)(Uq)-4(U' q) -d 
• O ( M  1/2)I~°IM-1/21~le- 1/2~od(o,y,y'), y e A  j, y' 6Aj,. (3.99) 

The distance d(e), y, y') is defined by (3.93), but the infimum is taken over Yi ~Xi n ~.  
Let us remark that generally the operators R',(X) act between different scales, 

for example K(h'D)G'Dh'~Q'* transforms functions defined on ~3 into 
functions defined on q-lattice, hence not all combinations of indices ~ are 
admissible. We have not included this fact into the description of the expansion 
(3.98) because it does not affect bounds. 

This theorem implies Theorem 3.2. 
Finally we consider the basic operator G. We have to calculate the composition 

AaG o. For covariant derivatives we have 

(D,hA~)(x) = h(x)(DuA~)(x) + (~uh)(x)R(U(x,x + qeu))A~(x + qe~), (3.100) 

similarly for adjoint derivatives, hence the commutators  [D'D, h] and [DD*, h] 
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are first order differential operators with coefficients determined by derivatives of 
the function h. They are of the order O(M-1) ,  or O(M-2) ,  if considered on a proper 
scale. The operator A' is small and local by (3.10), hence the commutator [A' ,h] 
gives the factor O(M-1)  too. Now let us consider the commutator [DRD*, h]. We 
have DRD* = DD* - DPD*. The operator DD* was considered above, and DPD* 
has a regular kernel satisfying (3.49), hence 

(DPD*hA).(x) = h(x)(DPD*A).(x) + ~ d . , r 1 (DPD)~,~(x, x )(c3h)(Fx,x,)Av(x ) 

= h(x)(DPD*A).(x) + (Pl(Oh)A).(x). (3.101) 

The operator Pl(~h) satisfies the inequalities (3.49) with the additional small factor 
O(M-1) coming from an estimate of the expression (Oh)(Fx,x,)together with the 
exponential decay of DPD*. Similarly for averaging operators, if we introduce 
kernels by the representation 

(Q~A)(c)= . ~ . L-idQj(c,b)A(b), 
b ~ B'~(c _ )• B"(c + ) 

then we have 

(Q2hA) (c) = h(c_)(QjA)(c) + ~ L -  JdQj(c, d)(~h)(r c _,b_)A(b) 
b 

= h(c_)(Q]A)(c) + (Sj(c3h)A)(c). (3.102) 

This implies 

(Q*aQhA)(b)= h(b_)(O*aQA)(b)-(S*(Oh)aQA)(b) + (Q*aS(Oh)A)(b). (3.103) 

Thus we have generalizations of the formulas (1.120) [3]. They imply that 

A , h A  = hA,, - K(h)A - PI((?h)A, (3.104) 

where K(h) is a sum of a first order differential operator and the last two terms 
on the right-hand side of (3.103). Applying this formula to zl,,G o we get 

daG o = I - ~ K(hD)Gc~h D - ~ (1 - ~8)DPO*hDGnhts 
[] [] 

- ~ ~rs(DPD* - DP~D*)hnG~h ~ - ~ (rsPD,~(cghD)G~h[] 

= I - R, (3.105) 

where the function (0 is defined similarly to hE~, i.e. ~sCb~([~) and ~ =  1 
on a cube containing ~ ,  whose boundary is in a distance > {M to the boundary 
of n .  This implies that supp h D is separated from supp (1 - ~ )  by a distance > 
M. The operator K(hs)G[]ht~ satisfies the inequality (3.89), hence it is small. 
Next we will analyze the other operators in R and we will prove that they are 
small also. More exactly, it will follow from this analysis that R satisfies the bound 
(3.85) with O(M-1)  instead of O(~1). For M sufficiently large this implies 

G = Go(l - R) -~ = ~ GoR". (3.106) 
n = O  

Substituting the expression in (3.105) for R we get the expansion (2.135) [4]. It 
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does not satisfy yet the properties we need, because of the nonlocality of the 
operator P. We proceed in a similar way as for the expansion (3.96), we replace 
the operator P by its random walk expansion. It can be done easily because 
P G' ' *  ,G,2 , .  - 1  ' G '  = Q (Q Q ) Q , and we have the expansions (3.90), (3.98) for factors 
in this product. We use again the flexibility of these expansions, the fact that they 
can be constructed for an arbitrary partition instead of N. We fix a cube []  in the 
sums in (3.105), and for this cube we construct the same partition @' as for terms 
in (3.95). For this partition we construct the expansions (3.90), (3.98) of the operators 
G', (Q'G'2Q'*) - 2. w e  will use the same notations as in the analysis connected 
with the expansion (3.98). Let us notice that if we use the partition N' in (3.95), 
then we have to take other partitions for expansions of propagators G'. If a cube 
[]  in N' is different from Do, then it belongs to ~ and we may use the same 
constructions as before, especially we may use again the partition ~ '  for this cube. 
For the cube [5]0 we construct a new partition @" replacing •o by E]~ and 
removing from @' all the cubes which intersect 7]0. We take the operator G~g 
with the boundary conditions outside ~ o  5. In terms of the original cubes 
[3, or D1, we have 712= [3~, or ~ 2 =  ~ ,  and the boundary conditions 
are outside ~s ,  or ~ .  Now let us take the expansions (3.90), (3.98) constructed 
for the partition ~ ' ,  and let us insert them in the place of the operator P in terms 
of (3.105) determined by the fixed IS]. We have to consider only two terms in the 
second and third sum in (3.105). The term in the second sum gives rise to small 
terms in the expansion because of the overall exponential factor and the fact that 
localizations introduced by 1 -  ~@ and h[] are separated by a distance > M. 
The analysis is the same as before. The expansion of the term in the third sum gives 
also small terms, except the following one: 

! t v y ~  t t v t ! t ~@DhGo Gc~oh=oQ hao CtsohDoQ hL~o G=ohf:ilo D hGGnh =. 

We transform this expression in several steps. At first we replace each function 
h~o by ~@, terms with the difference h ~ 0 - ~  @ are small again because 
localizations are separated by a distance > M. Next we replace the operators 

! ! ! t GDo and Cno by Gc~, C 5, terms with the differences G D - G  s and 
C~o - C G are small by the same reason as before. We get the expression 

t t ~  t t 

Now we move the functions ~@, except the first one, to the right. Terms with 
commutators like [ff~,CD], [ff~,G'n], etc. are small. Using the fact that 
ff~h D = h D we get the following expression without small factors 

t p ~  t t ~ o o ~@DG=Q C=Q G=D hi2qGDh ~ = ~@DPisO*hsGEih ~. 

This expression cancels the second term in the third sum. Thus we have decomposed 
R and G into convergent expansions, the terms in the expansion of R being small. 
The factors in these expansions are very similar to the factors R'~([-I) in (3.98), we 
have only few possibilities more, like the operators K(ho)GnhT, ~@ 
Db'  ~ '  b' O'* • "G0~Do"D~ , etc. The above considerations give 

Theorem 3.10. For M sufficiently large, and a configuration U satisfying (3.95), the 
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operator G has the expansion 

G = ~ Ro(Xo)R~(X 1) . . . . .  R~,(X,), (3.107) 
~0 

the sum is over walks oo = ((0, X o), (a l , X O . . . . .  (c~,, X , )  ) satisfying X i-  ~ ~ X i ~ ~ ,  i = 
1 . . . . .  n. A term in this expansion, corresponding to a walk co, depends on configuration 
U restricted to X~ ~ X~ w . . .  ~ X~, satisfies the inequality 

](Ro(Xo)R~,(X1) . . . . .  R..(X.)J)(x)] < O(1)(LJtl)20(M - a/2)1o)1 

"M 1/21~°[e-~l/2)'5°d(c°'Y'Y')[J[, x~A(y ) , yeA j ,  s u p p J  c A ( j ) ,  (3.t08) 

and the corresponding inequalities for norms on the left-hand sides of  (3.42)-(3.47). 
The constant 0(1) depends on d and L only. 

From (3.108) it follows that the expansion (3.107) is convergent in all norms 
in the inequalities (3.42)-(3.47). This implies Theorem 3.3. 

Thus we have completed the proofs of all theorems formulated until now. In 
the next section we will need one property more. We have 

Theorem 3.11. Under the assumptions of  the Theorems 3.1-3.10 (i.e. for M 
sufficiently large and c% sufficiently small) the operators A',, G', (Q'G'ZQ'*) - 1, A , ,  
G are positive definite. 

This is obvious for the first three operators, and also for P and R, hence it is 
enough to prove it for G. It is a symmetric and invertible operator, so if it is not 
positive, then there exists Aos~0, 2 o > 0  such that G A o = - 2 o A o  . By (3.106) 
G = Go(I - R ) -  1, R is an operator with small norm. Let us assume that the operator 
Go is positive, then we can write the above eigenvalue equation as G~/2 
(I -  R)-IG~/2Ax = -2oA1 ,  A1 = Go 1/2Ao. This implies that the quadratic form 

( A, G~/z (I -- R ) -  i G~/Z A ) = ( ( I  - R ) -  ' G~/2 A, (I - R*)(I - R ) -  IG~/2 A ) 

assumes negative values for some configurations A, hence the same is true for the 
form ( A , ( I -  R * ) A ) .  This is in contradiction with the inequality 

R e ( A , ( I -  R * ) A )  = ( A , A )  - R e ( A ,  R A )  >(1 - O ( M - 1 ) ) ( A , A )  > 0  

holding for M sufficiently large. Thus we have to prove the positivity of G o. By 
the definition (3.87) it is enough to prove a positivity of the operators G D. Now 
we use the results of Sect. B in the same way as in the proof of Corollary 3.6. 
Doing the gauge transformation we get the configuration U = e ~a with A small, 
and by (3.86) we get GEz(ei"A)=G~(1)(I-V(A)GD(1)) - I .  In [4] we have 
proved that the operator GG(1 ) is positive, hence by the same reasoning as above 
we prove positivity of G D. 

D. Other Operators 

The operators considered in the previous sections are not the only important ones, 
in fact other operators will appear more frequently in our method. The importance 
of the considered operators is based on the fact that the others can be expressed 
in terms of them. In this section we will derive these representations and we will 
formulate properties of the represented operators, properties implied by the results 
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of the previous sections. We will consider operators being generalizations of the 
operators H and P constructed in [3] by the formulas (1.103) and (1.107). 

Let us consider at first the operators H. In the future we will need several 
operators of this type. We start with the simplest one. We assume that the geometric 
setting is the same as in previous sections, and that a gauge field configuration U 
is defined on .(20 and satisfies the condition (3.35). For a configuration B defined 
on ~ and with values in the Lie algebra 9 we define H(U)B, or simply HB, as a 
minimal configuration of the functional 

A -~½(A, A(U)A >, (3.109) 

on a set of configurations A defined on O0, with values in g, satisfying 

LJqQj(U)A=B on A t, j = 0 , 1  . . . . .  k, R(U)D$A=O. (3.110) 

We have written the factor LJr/ in the first condition because the expression 
LJtlQj(U)A is a linear part of the function Qj(U, r/A), and this variational problem 
is a linear approximation to a general non-linear variational problem for 
group-valued configurations we will consider in forthcoming papers. For the 
above linear problem the factor L Jr/is unessential because it may be included into 
the configuration B. In the future we will write the first condition in (3.110) as 
Q(U)A = B. 

The variational problem (3.109), (3.110) has a unique solution. Indeed, the 
functional (3.109) is equal to 

A -~½(A,(A + DRD* + Q*aQ)A> - ½ ( B ,  aB> =½(A,A ,A)  - ½ ( B ,  aB> (3.111) 

on the hyperplane (3.110), hence the existence of a unique minimum on this 
hyperplane follows from positive definiteness of the operator Aa. This minimum 
is denoted by HB. It define a linear operator H. We would like to represent this 
operator in terms of the already introduced operators, similarly to (1.103) in [3] 
and (2.35) in [4]. We will follow the method of [4], Sect. A. 

Let us start with an integral representation of HB. All integrals in this section 
will be on sets of configurations defined on the domain ~2 o, so all operators are 
defined on Qo also, with Dirichlet boundary conditions on 12~. We do not introduce 
any special notation indicating this fact. We have 

HB = Z -  I(B) ~ dA g(QA - B)gR(RD*A)e-tl/2)<A'aA>A, (3.112) 

where Z(B) is given by the same integral with the last A replaced by 1. This formula 
can be proved easily by making the translation A = A'+ HB and then noticing 
that the term with A' vanishes, and the coefficient at HB cancels with Z-I(B). 
The integrals in (3.112) are convergent because on the domains of integration we 
can replace the form 1/2(A, AA> by the right-hand side of (3.111), and we can 
use again the positive definiteness of A,. The method of Sect. A in [4] was to 
replace the g-function gauge fixing expression by an exponential gauge fixing 
density, using the Faddeev-Popov procedure. Unfortunately, in the present case 
there are additional difficulties because some expressions in (3.112) are not invariant 
wih respect to the linear gauge transformations used in the definition (3.17) of 
the gauge fixing density. 
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Let us investigate how the averaging operators act on gauge transformed 
configurations. The linear gauge transformations were defined as A - .  A - D2, and 
Q j ( A -  D2)= Q j A -  Q iD2, hence it is enough to investigate averaging operators 
acting on gauge transformations. We use the fact that a linear gauge transformation 
defined by 2 is a linear part of the transformation U' ~ U '~ defined by u = e ~, and 
we study at first the non-linear averaging operation acting on the non-linear gauge 
transformation. We consider the one-step average 

where 

U'~ = (R c_ V ' ) -  ~(U'U)c(U~)- 1R~R~+ U', 

= exp[,x  , L +og R ] ,3  13, 
and we calculate it for U'" with U ' =  1, thus for U'(x,x ' )= u(x)R(U(x,x'))u-l(x') .  

We have (U'UL = u(c_)Ucu- 1(c+), and ( u 'g)c(gc)-  1 = u(c_)Rcu- 1(c+). Next we get 

L x~B(y) t ' j 

= u(y)exp [ -  i ~(y) L-dl. logu-l(y)R(U(Fy,x))u(x)]u-l(y)  

= u ( y ) ( R u ) -  l(y), 

hence 0'c = (Ru)(c_)Rc(Ru)- 1(c +). Taking logarithms of both sides, and linear parts 
in 2, we obtain 

(QD L- 12)(c) = Rc(Q'2)(c+) - (Q'2)(c_) = (DuQ'2)(c). (3.114) 

Iterating this identity we obtain finally 

QjD2 = D~-~Q~2 =/)JQ)2, (3.115) 

where the last equality is a definition of the symbol LSJ. These equalities are simple 
generalizations of the identity QkO = 1 , 0 Qk used in [3, 4]. In particular they imply 
that the average QA are invariant with respect to gauge transformations 2 satisfying 
Q'2 = 0, i.e. 2eN(Q'). 

Let us consider how the basic quadratic form <A, zlA> changes under the 
gauge transformations. We use again the non-linear gauge transformations 
U ' ~  U'" and the identity A"(U'"U)=A"(U'U). Now we need expansions up to 
second order in A, 2. Let us write an expansion of U '", U' = e i~tA, u : e ~ 

: l  log U'b u = ) log u(b_)U'bRbU- l(b +) 

1 = l o g  e l ; q b - ) e i q A ( b ) e  ~gba(b+) 
it/ 

= a(b) - (D2)(b) + ½i[2(b_), A(b)] 
- ½i[A(b), Rb2(b +) ] 

- }t/- 1 i[2(b_), Rb2(b +) ] + . . . ,  (3.116) 
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the dots denote higher order terms. Expanding the both sides of the identity 
according to (3.12), and comparing terms of the same order, we get the identities 

( D 2 , J ) = 0 ,  or D ' J = 0  

( A -- D2,A(A - D2) } = ( A , A A  ) - (i[)t(b_), A(b)] - i[A(b), Rb2(b +)] 

- i[,:t(b_), (D2)(b)], J ) .  (3.117) 

The last equality can be interpreted as almost invariance of the quadratic form, 
the error terms are small because the function J = D*tl - z  Im0U is small, if U 
satisfies the condition (3.36). From now on we assume that U satisfies the regularity 
conditions (3.35), (3.36). 

It is convenient to have a gauge invariant quadratic form, because then we 
can repeat the calculations of Sect. A in [4]. We take advantage of the fact that 
in (3.109), and in the integral (3.112), the quadratic form is restricted to A satisfying 
the gauge condition RD*A = 0. We define a new quadratic form extending ( A, A A  ) 
in a gauge invariant way to all configurations A. It is easy to see that such an 
extension, which we denote by ( A , A ~ A ) ,  is given by the formula 

e tI/2)<A,a~A> = tdet (A I'N(O'))t ~ d2 6(Q'2)bR(RD*A - A2)e -~I/21<A-D~/alA-w~)>, (3.118) 

where we have used the identity RD*(A -- D2) = RD*A - RA2 = RD*A - A2, which 
holds by the definition of R and the fact that 2eN(Q'). Calculating the integral 
above we get 

( A,A,~A } = ( A -- DG'RD*A,A(A  - -DG'RD*A ) }. (3.119) 

The quadratic form is invariant with respect to gauge transformations determined 
by 2eN(Q').  This follows from the integral formula (3.1t8), but also from the 
above explicit representation. In fact the expression A - - D G ' R D * A  has this 
invariance property. It is obtained by gauge transforming an arbitrary configuration 
A to the subspace {A:RD*A = 0}. Let us now apply the second identity (3.117) 
to the fight-hand side of (3.119). It gives the equality 

( A,A,~A ~ = ( A , A A  ) - ( i[(G'RD*A)(b_),A(b)]  

- i[A(b), Rb(G'RD*A)(b+) ] 
- i[(G'RD*A)(b_),  (DG'RD*A)(b)]J 

= ( A , A A }  -- (A,A',~A~. (3.120) 

The quadratic form A'~ is a small perturbation of A. Later we wilt write bounds 
for this form, now let us proceed with the derivation of a formula for HB. We 
replace the operator A by A~ in (3.112), and we apply the Faddeev Popov procedure 

H B  = Z -  t(B)~ dA b(QA - B)~R(RD*A)e I I/Zl<A'za~A>A 

"Z ' -  t ~ d2,5(Q'2)e -~I/z~ R~*A-a~tl ~ 

= Z - ' ( B ) Z ' - '  ~ dA ~(QA - B)exp  [ -  ½( A, A ~A > - ½ I] RD*A ][ 2] 

.~ d2 6(Q'2)6R(RD*A + A2)(A + D2) 

= Z -  t(B)Z'- ~ldet (/1 I'NIQ'~)I - ~ d A b ( Q A  - B) 

" e x p [ - ½ ( A , A ~ A } - ½ ( A ,  D R D * A ) ] ( A - D G ' R D * A )  (3.121) 
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In the second equality we have used (3.115) and the condition Q'2 = 0. They imply 
that QA is gauge invariant with respect to gauge transformations satisfying this 
condition. To calculate the last integral we have to find a minimum of the functional 

A--*-~(A,(A,~+DRD*)A) = ½ ( A , G - 1 A ) - ½ ( B ,  aB)  (3.122) 

on configurations A satisfying QA = B, and G-  1 defined as G- ~ = A s + DRD* + 
Q*aQ. Now this is an easy problem. We take the Lagrange function h(A, og)= 
1 / 2 ( A , G - ~ A ) - ( e ) , Q A - B > ,  and we get the following equations for the 
minimum 

6h 
c~--h - = G - 1 A - Q * ~ ° = O '  6h = Q A -  

hence A = GQ*co, QGQ*co = B, ~o = (QGQ*)- 1B, and finally A = GQ*(QGQ*)- lB. 
Making in the last integral in (3.121) a translation to this minimum we get 

H B  = 2 -  i [. dA ,~(QA)e ~'/2~<a'~-~ A>(A + GQ*(QGQ*)-1B 

- DG'RD*A - DG'RD*GQ*(QGQ*)- ~B) 

= GQ*(QGQ*)- ~B - DG'RD*GQ*(QGQ*)- IB. (3.123) 

We will prove that the second term in the last line vanishes. More exactly we will 
prove the identities 

RD*GQ* = 0, hence QGDR = 0. (3.124) 

The proof is similar to the proof of the corresponding identities (2.34) in [4]. We 
write the expression RD*GQ* with the help of a Gaussian integral with the 
covariance G, and we apply the transformations used in (3.121) in a reversed order. 
We have 

RD*GQ* = Z -1  ~ dA e -11/2)(A'G- ~A>RD*AQA 

= Z -1 ~ dA exp [ -  ½( A,A,~a ) - ½aIIQAII 2 - ½11RD*All 2] 

• RD*AQAIdet (A [mo'))l ~d2b(Q'2)fR(RD*A + A 2) 

= Z -  l ldet (A ['N(q,)) I ~ dZ exp [ -  ½ < A,A =A > - ½a IP QA II 2] 

"6R(RD*A) S d2 b(Q'2) exp [ - ½ II RD*A - A 2 I12] (RD*A - A,~)QA 
= 0 (3.125) 

because RD*A--0 ,  and then both integrals above, in A and 2, vanish (by the 
symmetries A ~ - A ,  2 ~ - 2 ,  and the presence of linear terms in A and 2 only). 
Thus the identities (3.124) are proved. They imply the formula 

HB = GQ*(QGQ*)- lB. (3.126) 

We have obtained formally the same representation for the operator H as in I-3, 4] 
(1.103), (2.35), but now the operator G is much more complicated. It differs from 
the operator investigated in previous sections by the additional term A~, but we 
will prove that this term is a small perturbation of A,, and that the operator G 
used in the above formula has all the properties formulated in Theorems 3,3, 3.10, 
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3.1 i. We have to investigate also the operator (QGQ*)-1, but the analysis is very 
similar to this for the operator (Q'G'ZQ ',*)- 1. 

We will need other operators of the same type as H and G introduced above. 
In the future we will consider a non-linear variational problem, a generalization 
of the problem (3.109), (3.110) in which, among other changes, the linear averaging 
operators in (3.110) are replaced by non-linear ones. To solve this problem the 
non-linear averaging operations have to be linearized, and a linearizing transfor- 
mation creates new quadratic terms in an expansion of the action. Fortunately 
they are connected with the linear term in the expansion (3.12), so they are small 
because the configuration J is small. Let us write a quadratic form replacing (3.109) 
in the variational problem. 

A ~ 1(  A, A A ) - (HC(Z)(A), J ).  (3.127) 

The function C(2)(A) is defined at bonds of ~ ,  and on A~ it coincides with C~ 2) 
(Ut/A)--a second order term in the expansion of Qj-(rlA). The operator H is defined 
by the problem (3.109), (3.110), hence in the representation (3.126) we have to 
multiply the function B by (LJq) - 1 onAj ,  or we take H given by (3.126), and CtZ)(A) 
equals to LJtIc}z)(A) on Aj. We solve the variational problem (3.127), (3.110) in 
exactly the same way as the problem (3.109), (3.110). At first we construct a gauge 
invariant extension of the form on the right-hand side of (3.127) by the formulas 
(3.118), (3.119), and next we repeat the calculations in (3.121)-(3.125). Let us denote 
the operator defined by the problem (3.127), (3.110) by H1, and by G 1 the operator 
defined by the quadratic form 

( A, G i l A ) =  ( A,A,~A ) -- 2 ( HCt~2)(A),J ) + IIRD*AII2 + aI[QAll 2 

= ( A  - DG'RD*A,A(A -- DG'RD*A)) 

- 2(HC<Z)(A - DG'RD*A), J )  
+ [[RD,A[[2 + aI[QA[[2. (3.128) 

Then we have the formula 

H1B = G1Q*( QG1Q*)- I B. (3.129) 

Now we will prove that Theorems 3.3, 3.10, 3.11 hold for the propagators 
G, G1. This will be an immediate consequence of perturbative expansions we will 
construct. Let us denote for a moment the operator we have investigated in previous 
sections by G o, i.e. G O = (A + DRD* + Q*aQ)- 1. From (3.120) we get 

G = Go(I-A',~Go)- 1 = ~ Go(A, Go)," (3.130) 
n=0 

It is easy to find estimates for the operator A'~, using Theorem 3.1 and the inequality 
(3.49), we have to be careful only with the third term in the definition (3.120) of 
A'. One of the three derivatives there has to be applied either to an expression 
on the right, or on the left, of A~. For example one of the terms in (Aa,A'~A2) 
is 

t , ½(i[(DG'RD*AO(b), (G RD A2)(b_)],J) ,  
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and we apply the derivative D* to AI. We have 

( A1A'~A2) I <= O(1)M~o(IID*A1][L, 

+ (LJtl)-I[[A1 [IL~)e-~I/z)'~oa~',r'~(ID*A2[ + (LJ'rl) - 1[A21 ) 

for suppA 1 =A(y), y~A i, suppA z =A(y'), y'~Aj,. (3.131) 

This inequality and Theorem 3.3 for Go imply a convergence of the series (3.130), 
for ~o sufficiently small, in all norms appearing on the left-hand sides of the 
inequalities (3.42)-(3.47), except the inequality involving the Laplace operator in 
(3.42). Thus we have Theorem 3.3. for G, with this exception. Of course Theorem 
3.10 holds also because we replace each operator in (3.130) by its random walk 
expansion. We do not have problems now with operators without small factors, 
because each operator A', provides the small factor ~0, which we can choose to 
be arbitrarily small. The operators (QGQ*)-1, or (QG1Q*)- 1, can be analyzed in 
the same way as the operator (Q'G'ZQ '*)- 1. We will not repeat these considerations 
here, let us write only bounds. We have 

I(QGQ*)-I(y,y')I < O(1)(LJr/) 2(L~'tl)-de -~a~r'y'~ fory~Ai, y'~A~,, (3.132) 

and the same for the operator with G 1 instead of G. The above inequality together 
with Theorem 3.3 for G, with the exception of the inequality involving the covariant 
Laplace operator in (3.42), give 

IH,~(x, y')], I VHu~(x, Y')I, tt (VH(-, y')I1 

< O(1) [ t, (Lirl)- i, [I C ll ~ + [~[)(LJr/) -1 - a] (Zi'tl)- e e-(~/2)~a(r,r'), 

for xeA(y), or (eC'ff(z~(y)), yeAj,  y'eAj,. (3.133) 

These inequalities are for the operator H given by tile formula (3.126). If we want 
to have H giving solutions of the variational problems (3.109), (3.110), then we 
have to include the additional factor (L~'r/) -1 in this formula, and we get (3.133) 
with an additional factor (Uq)-1, or (LJ'q) - ~, on the right-hand side. 

To get similar results for G1, H1, we have to investigate the operator determined 
by the second quadratic form on the right-hand side of (3.128). Let us define 

(A, A(2)A ) = 2 (HC(Z)(A), J ) .  (3.134) 

A meaning of A(~ ) is obvious, it defines the second quadratic form in (3.128), i.e. 
we have 

zl~ ) =A(2) -  DRG'D*A (2) - A(2)DG'RD * + DRG'D*A(2)DG'RD *. (3.135) 

To find bounds for the operator A (z) let us write it in the form 

A~2~A= 2 2 (LJq) a+~tr C}Z)(A,b)(H*J)(b) • (3.136) 
j = 1 beA~ 

From the regularity condition (3.36) and the inequality (3.133) we have the estimate 
l(H*J)(b)l < O(1)M~o(LJt/) -3 for b~Ai. The inequality (149) in [5] implies 

k 

[( 6A,A(2)A )[ < O(1)C3M~ o ~ ~ (L~1)a-2(Q'j[bAI)(c)IA[~, 
j = 0 bf:Aj 
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hence 

I(d(2)A)(b)I<O(1)M%(LJrl)-2{AI, bed(y), yeAi ,  (3.137) 

and the supremum IAI is taken over several j-blocks surrounding A(y). This 
bound implies that the operators d (2~, d ~  ~ are small in a proper sense, if % is 
sufficiently small. Similarly as in (3.130) we get 

G 1 = Go(I - (d',~ + d(~2))G0) - x = ~ Go((A, ~ + A~2))Go),. (3.138) 
n = O  

Estimates of the terms in this series are now a little bit more complicated. It is 
connected with the fact that we have derivatives in the operator A" + A~ ) which 
have to be applied either to the operator on the right, or on the left, because 
kernels of the operators defining A~ + A~ ) are not regular enough. 

11 ~VGoDRG'D*A(Z)A(Y') A If ~ < ~, B'o(e, fl)(LJrl)- a( 1] (11 ~¢ + I Cl) 
Yl  

• It ~a(yl)RG'D*A (2)A(y')A II ¢1 l~ + e 

+ [(~Iel)RG'D*A (2)A (y')A ]) 

< Y', n'o(~,fl)(ZJq)-a(ll(ll~ + ](1) 
YhY2 

.e-~Oa(r,yl) Bo(fl + ~)Lj~l( ¢1 

< B~(~, ]~)Bo(fl + e)(ZJrl) 1 -~( 1[ (llcp 

+ I(I)e-"-='°a¢Y'r')O(1)M%(ZJ'n)-Zlal, 

the supremum IA[ is taken over several f-blocks surrounding A(y'). This estimate 
is given for first factors in a term, the remaining factors are easier to estimate, 
following the above pattern. Let us notice that constants O(1) we get depend only 
on Bo(e ) with e properly chosen (e.g. e = 1/2), so they are absolute constants 
depending on d and L only, and the series (3.138) is convergent for % restricted 
by a small, absolute constant. The convergence is in all norms appearing in the 
formulation of Theorem 3.3. This implies that the theorem is valid for Ga. Replacing 
the operators in (3.138) by their random walk expansions we get a random walk 
expansion for G1. From (3.129) and (3.132) with G 1 instead of G we get the 
inequalities (3.133) for H~. Thus we have 

Theorem 3.12. I f  an external gauge field configuration U satisfies both regularity 
conditions (3.35), (3,36)for % sufficiently small, then Theorems 3.3, 3.10, 3.11 hold 
for the propagators G, G~, with one exception and the inequality (I,133) together 
with Theorem 3.I0 hold for the operators H, H 1. The exception is the inequality 
in (3.42) involving the covariant Laplace operator. It does not hold for G, G 1 . 

Let us denote a common, best possible, decay rate for all these operators by 
60. It is a positive, absolute constant depending on d and L only. Similarly, let us 
denote common, best possible constants on the right-hand sides of the inequalities 
for these operators, with all possible norms, either by Bo, or by Bo with parameters 
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indicating a dependence on HOlder norms. These constants also depend on d and 
L only, or on the indicated parameters additionally. 

Finally let us introduce two other important operators. The first is a projection 
operator ~.  It is a generalization of the operator P introduced in [3], and given 
by the formula (1.107). We define it as an orthogonal projection onto the subspace 
{A: QA = O, RD*A = 0} in a Hilbert space with the scalar product (A, G ;  1A). 
The projection ~A o of an arbitrary configuration A 0 can be defined as a minimum 
of the functional 

A ~ ½ ( A - A o , G ~ I ( A - A o ) ) ,  Ae{A:QA=O,  RD*A=O} (3.139) 

It is connected in a natural way with the Gaussian integral 

f B A o = Z - X ( A o ) ~ d A g ) ( Q A ) 6 R ( R D * A ) e  -(lm<A /i°'Gll(A-Ao)>A. (3.140) 

We will derive a representation of this operator applying the same transformations 
as in (3.121). We get 

~A 0 = Z -  I(Ao)Z'- l ldet (A [ma'))l- te-(m)<A°'a; IAo) 

• f d A b ( Q A ) e x p [ - ½ ( A , G - ~ I A )  + (A, (A~+A~))Ao)]  

.(A - DG'RD*A). (3.141) 

The integral can be calculated by a translation to a minimum of the functional 

A ~ ½ ( A , G ; 1 A ) - ( A , J > ,  A~{A:QA=O},  (3.142) 

where J =(A,+A~))Ao.  Doing usual calculations with the Lagrange function 
g(A,o) =(I /2 ) (A,  G~ I A ) - ( A , J )  + ( o, QA ) we get the following formula for 
the minimum: 

A = G1J = G ~ J -  G~Q*(QGIQ* )- 1QGIJ. (3.143) 

Making the translation in (3.141) we obtain 

~]3A o = 2 -  i ~ dA 6(QA)e -(v2)<A'~; 1A>(A -1- (~i(A, + A~))Ao 

- DG'RD*A - OG'RD*GI(A,~ + A~))Ao) 

= G~(A, + A~2))Ao - DG'RD*G~(A, + a~))Ao . (3.144) 

The operator RD*GI(A, + A~ 2)) vanishes by the same argument as in (3.125) 

RD*~jI(A,~ + A~)) = Z -  ~ ~ da (~(QA)e -(l/2)<A'~; ' A>RD* A(A, + A~))A 

= 2 - 1  ~dAf(QA)exp [ - ½(A, (A ~ + A~) )A)  - ~ II RD*A LI z] 

• RD*A(A, + A ~))A ]det (A 1' u(Q,))[ ~d2 3(Q'2)fR(RD*A + A2) 

= 2 - t  I det (A I'mQ,))l~dA 6(QA)6R(RD*A) 

• exp [ - ½ ( A, (A ,~ + A ~2))A ) ] (A ~ + A ~))A ~ d2 6(Q'2) 
2 

• e (~/2)~l~lt ( _  A,~) = 0. (3.145) 

Thus the second term in the last line of (3.144) vanishes and we have 
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~3Ao = GI(A,, + A(~Z))Ao = Gi(G; i _ DRD*)Ao 

= Ao - GIQ*(QG1Q*)- iQAo - GtDRD*Ao 

+ GaQ*(QG,Q*)-  IQG~DRD*A o. (3.146) 

The last term vanishes by the identities (3.129), which hold also for the operator 
G 1, hence 

~3 = I - GiQ*(QG~Q*)-1Q _ G~DRD*. (3.147) 

It is easy to verify explicitly properties of the operator ~ ,  i.e. Q~3 = 0, R D * ~  = O, 
~ 2 =  ~,  if ~t,~ denotes an adjoint of ~ in the Hilbert space with the scalar 
product (A, Gi- 1A' >, then 

~t*~ = GI ~3*G ~ t = GI(I _ Q , ( Q G I Q ,  ) -  1QG ~ _ DRD,G1)G;1  = ~3. 

Thus ~ is an orthogonal projection in the Hilbert space onto a subspace contained 
in {A: QA = O, RD*A = 0}. If we take Ao from the last subspace, then ~Ao = Ao 
by (3.147), hence the range of ~3 is equal to it. Verifying the above properties we 
need to know only the identities (3.124) and RD*G1DR = R. The last can be proved 
by the same method as used in the proof of (3.124), and in the proof of the same 
identity in (2.30) [4]. 

The last operator we need is an operator 15 defined as a covariance of the 
Gaussian integral 

exp [ l  ( j ,  1 5 j ) ]  = Z -  i ~ dA 6(QA)bR(RD*A) 

• e x p [ -  ½(A,(A ~ + A ~2))A) + ( A , J > ] .  (3.148) 

Let us find connections between the operators G1, ~ and 15. Repeating again the 
calculations in (3.121) for the above integral we get 

exp [½(J, 15J)] = 2 -1 ~dA 6(Qa)exp [ -  ½(A, (A ~ + A ~))A ) 

-- ½NRD*AH z + ( A - DG'RD*A,J> ] 

= ~ d#e , (a)exp [ ( a ,  J - DRG'D*J  >] 

= exp[½(J - DRG'D*J,  G~(J - DRG'D*J)>],  (3.149) 

hence 

15 = (I -- DG'RD*)GI(I  - DRG'D*) 

= Gi - DG'RD*G1 -- G1DRG'D* + DG'RD*GiDRG'D* 

- C~Q*(QG1Q*)- ~QGI. (3.150) 

Let us derive more identities. We have 

RD*G~J = Z-~(J)~ dA e x p [ -  ½( A, G? ~ A ) + ( A , J )  J R D * A  

= Z -  i(d)Idet (A ['N(Q'))[ ~ dA 5R(RD*A)ex p [ -  ½(A,  G (  ~ A > + ( A, g >] 

• ~dR6(Q';t)exp[-½11AAII 2 + (DA, J > J A 2  

= AriD*J,  (3.151) 
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where ~ is a covariance of the last Gaussian integral in 2. Let us notice that 
is also a covariance of the integral (3.17) defining the operator R, and from this 
integral we get R = A ~A. It is the formula (2.26) in [4], and we have also the 
formula (2.27): ~ =  G'2-G'2Q'*(Q 'G '2Q'*) - IQ 'G '2. It can be easily proved by 
the usual Lagrange function argument. From these identities we get Q'~ = 
~Q'* = 0 and 

A ~ O * J  = A ~(A + Q'*aQ')G'D*J = A (~ A G' D*J = RG'D*J,  

hence (3.151) gives 
RD*G 1 = RG'D*, 

and 
GIDR = DG'R. (3.152) 

Let us notice that these identities imply the identities (3.124), because Q G i D R  = 
QDG'R = D1Q'G'R = 0. The equalities (3.150), (3.152) give 

(5 = G 1 - G1DRD*G i - DG'RG'D* + DG'RG'D*DRG'D* 

-- G1Q*(QGIQ* ) -  1QG 1 

= GI - G~DRD*G~ - G1Q*(QGaQ*)-~QG~ = G~3* = ~3Gt. (3.153) 

The formulas (3.147), (3.153) permit us to reduce properties of the operators 
~3, (5 to the corresponding properties of the operators G', (Q'G'ZQ'*) -~, G1, 
(QG1Q,) -  1. Especially for (5 we have, assuming (3.132) 

Theorem 3.13. I f  an external gauge f e w  configuration U satisfies the regularity 
conditions (3.35), (3.36) for  s o sufficiently small, then Theorems 3.3, 3.10, 3.11 hold 
for the propagator (5, with the exception of  the inequality in (3.42) involving the 
covariant Laplace operator. 

The random walk expansions we have constructed for all the operators provides 
a convenient tool to prove many other properties. One of the most important is 
connected with a problem of dependence on domains {~j}. We would like to 
understand how a change of these domains influences operators, more precisely 
we would like to prove an analog of the theorem in [2], especially the inequality 
(1.12) for the operator (1.11). It states that if we change a domain ~ outside some 
region, then changes in the operator are exponentially small in distances between 
localizations of the operator and a boundary of the region. We have used already 
properties of this type in special cases, for example in the analysis of the term 
(3.97) in Sect. C. Now let us formulate this property generally, for an arbitrary 
operator constructed above. Let us assume that we have two sequences of domains 
{O j}, {a)}, both satisfying the conditions (2.1)-(2.4)in [4], with M and R 
sufficiently large, so that all the conditions needed in this paper are satisfied. We 
construct operators for both sequences and we define ~ = - Q k c ~ , .  Let us take 
localizations determined by points y,y '~[2 (k) (i.e. these are cubes 2[(y), ~(y') 
in the case of operators G', G, G1, (5, the cube Z](y) and the point y' in the case 
of H, H 1, and the points y, y' in the case of (Q'G'ZQ'*) -1, (QGQ*) -1, etc.). We 
have 

Theorem 3.14. I f  we take a pair of  operators constructed for  the two sequences 
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{~j}, {~} ,  then their d~ference satisfies all the inequalities characteristic for 
operators of the considered type, with the additional factor 

exp(-fod(y,y',g2)), d(y,y',~)= inf ([Y-Yl[ + [Yl-Y'[) (3.154) 
yl~Qcf~ T (k) 

on the right-hand sides. 
This theorem can be proved in exactly the same way as the corresponding 

property in the theorem of [2]. We take random walk expansions for both 
operators, and in the difference all terms for walks with localizations contained 
in O are cancelled. Remaining terms correspond to walks of the general type 
(3.107), for which at least one localization X i intersects 12 c. Then the exponential 
factor in (3.108) gives the factor (3.154) (after adjusting a definition of 6o). 

Finally, let us make a remark about the random walk expansions for the 
operators G1, H~. The expansion for G1 is obtained from (3.138) by inserting there 
the expansions of all operators in the series on the right-hand side. The expansion 
of A~ 2) determined by (3.135), (3.134) has a peculiar feature. The operator 
A <z), defined by (3.134), involves the operator H. To have a localization in U we 
have to expand this operator also. This complicates a little bit the geometric 
situation, because three chains of operators of the type (3.107) described in 
Theorem 3.10 meet in a localization domain determined by the function C<2)(A). 
One is connected with an expansion of an operator on the left-hand side of A (2), 
one with an operator on the right-hand side, and one is connected with the 
expansion of H. Thus instead of a linear chain, or walk, appearing in the formulation 
of Theorem 3.10, we have an expansion (3.107) with co having a tree-like structure. 
The tree graphs involved have a very simple structure; there is a main line and 
at some vertices additional lines spring off. The estimates are the same as in (3.108), 
d(co, y, y') is now a length of a shortest tree intersecting all domains Xi in 09. We 
call these expansions random walk expansions also. We have the same situation 
for the operators H1. 

E. Unit Lattice Propagators 

After each renormalization transformation we have to calculate a Gaussian integral. 
For lattice gauge field theories these Gaussian measures are defined by covariances, 
which are unit lattice operators. We need operators with Dirichlet boundary 
conditions outside some domain A of the unit lattice. We assume that A c A k = f2~k k), 
A is a union of big blocks, and a distance between A and A~ is bigger than RM. The 
covariances are defined by the following Gaussian integrals 

e(1/2)(a,c'~'(A)a> = (Z(k)(A))- 1 ~ dB [af(Q1B)fa~(B) 

• exp [ -  ½(H1B, G? 1 H1B) + ½a (S,  B)  
+ (HIS(Z)(B),J) + (B, gF], (3.155) 

where the operators are defined by the sequence (Q j} and a configuration U 
satisfying (3.35), (3.36), the function/3(2)(B) is a quadratic polynomial in B with 
properties similar to C(2)(A), only restricted to unit blocks, and g is an arbitrary Lie 
algebra valued function defined at bonds of A. The quadratic form in the above 
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integral can be written also as 

( B , ( Q G 1 Q * ) - ~ B ) - a ( B , B ) - 2 ( H 1 D ( 2 ) ( B ) , J ) = ( B ,  AkB).  (3.156) 

This form is considered on the subspace { B : B = 0  on A c, B = 0  on U Ax(y), 
y~A' 

Q1B=0}. We can parametrize this subspace in the same way as in [4] 
(2.154-2.155), using part of the variables B, which we denote by /~. These are 

variables B restricted to the set of bonds ~ =A\(U"Ax(y)wcU',B(c)c~c)'\\y~A,~_A/ 

Let us recall that B(c)= {bonds b connecting blocks B(c_), B(c+), i.e. bonds b 
such that b_ e B(c_), b+ ~B(c +)}, hence B(c)c~ c consists of the exactly one bond 
bo of B(c) contained in c. Variables B depend linearly on/~ and we have B = C/3, 
where C is a linear operator. It is an identity operator on almost all bonds, except 
the bonds bo for which a value (C/3) (bo) is equal to a solution of the equation 
(QB) (c) = 0, considered as an equation on the variable B(bo). This implies that the 
operator C is almost local, a value (C/~) (b) depends on /3 restricted to several 
blocks surrounding the bond b. Of course we have as in (2.155) [4] 

eO/2)<g,c%4)o) = (Z,tk)(A ) ) - 1 j" d B exp [ - ½ (/3, C*A k CB ) + ( B, C*g ) ] 

= e(1/2)(C*o'(C*AkC)-IC*g), (3.157) 

hence C (i) (A) = C(C*AkC )- *C*, or 

(C* A ,  C) - I = C(*)(A ) = C(k)(A ) ta. (3.158) 

These equalities allow us to express one of the operators (~(k)(A), C(k)(A) by the other. 
It is more convenient to work with the operator C(k)(A), because it is defined by a 
positive definite operator C*AkC with a lower bound ~'o > 0 independent ofk and U. 
We have proved it in [4], Lemma 2.4, for operators with U = 1. Localizing the 
operators in A k and using the methods of Sect. B we can prove it for C*AkC with an 
arbitrary configuration U satisfying (3.35), (3.36) with M% sufficiently small. This 
property, together with a uniform exponential decay of C*AkC implies bounds and 
uniform exponential decay for c(k)(A), hence for C(k)(A), by the theorem of Sect. 5 in 
[2]. Now we are interested much more in generalized random walk expansions and 
localization properties with respect to U, so we will proceed in a different way, 
similar to the method of Sect. 3 in [2]. We will express the covariance C(k)(A) in terms 
of an operator similar to G,, and then we will use the results of previous sections. 
This way we will get an expansion, and properties following from it, for C(k)(A), hence 
for C3t)(A) also by (3.158). 

To get the desired representation we transform the integral in (3.155). At first we 
replace the exponential with the first two quadratic forms by the integral 
representation 

exp (½ ( g, C(k)(A)g ) ) = (Z(k)(A))-1 ~ dB t A a(O ,B)aax(B) 

x exp[(H15(2)(B),a) + (B ,g>]  

x Z [  ~ IdA 6(QA - B)6R(RD*A ) 

× exp [ - ½ (A, (d + d t2))A ) ]. (3.159) 
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Let us recall that the operators above are defined by the sequence {Oj},j = O, 1 . . . . .  k. 
We form a new sequence adding the set 12k+ 1 = ff'(A). Let us denote operators 
constructed for this sequence by a wavy line, e.g. G~, H~, Q, etc. If we perform the B- 
integration above, we get an A-integral with the &function 6(0A). We want to 
change the gauge fixing expressions above into the Landau gauge corresponding to 
the new sequence of domains. We apply the Faddeev-Popov procedure inserting 
the identity 

1 = [det (,t tNi0'l) [ ~ d2 6(O'2)6~(RD*A -- A 2). (3.160) 

As usual we change the order of integrations and in the A-integral we make the 
gauge transformation A --, A + D2. We get 

exp (½ (g ,  Ctk)(A)g)) = (Ztk)(A))- I Z k  l ldet (A 1"~O) t 

x ~ dB 6(Q ~ B)fa~(B) exp [ + ( H  ~/5(2 )(B), J ) -{- ( B, ~ ) ] 

x f dA f dit t Ab(Q'~ It) I d2 6(Q'2 - It)b(QA + [-)Q'2 - B) 

× b~(RD*A + RA2)exp [ -  ½(A + D2,(A + A~2))(A + D2))]  

x 6R(RD*A), (3.161) 

where we have applied the identity (3.115), and for b e A i  (/)Q'2)(b)= (/3JQ)2)(b). 
Our next step is similar to the one in [4] yielding the formula (2.105) from (2.97). 

We make a translation 2 = 2 ' +  2 o such that Q ' 2 - i t  = Q'2', i.e. Q'2 o = It, and 
RA2 o = 0. To find such 2 o we make use of the last equation. The formula (3.25) 
for R implies 

A2 o - G'Q'*(Q'G'ZQ'*) - 1(Q'2 o - aQ'G'Q'*Q'2o) = 0, (3.162) 

and the condition Q'2o = # yields 

20 = G,2Q,,(Q,G,2Q,,)- 1(it _ aQ'G'Q'*It) + aG'Q'*it. (3.163) 

Thus the configuration 20 is determined uniquely by the two conditions. It is easy to 
verify that the operator on the right-hand side of (3.163) is equal to the operator 

H'it = (Z'(it))-1 ~ d2 6 (Q '2 -  #)e -°/2)llAatl2. (3.164) 

The translation 2 = 2' + H'# changes the expressions dependent on 2 in (3.161) in the 
following way 

6(Q'2 - #) = 6(Q'2),/)Q'2 =/9Q'2'  + DQ'H'It 

=/5#, R A 2 = R A 2 ' = A 2 ' ,  D 2 = D 2 ' + D H ' I t .  (3.t65) 

The Z-integral can be easily calculated, and we have 

d2' 6( Q' 2')f R( RD* A + A2')F(2') = [det (A t mo')) l - 1F( - G' RD* A ) 

for an arbitrary function F(2'). 

(3.166) 
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The above transformations give the following equality 

exp (½( g, ctk)(A )g ) )  = Z -  1 ~ dB I A b(Q1B)b Ax( B) 

x exp [ +  ( H I D t 2 ) ( B ) , J )  + ( B , g } ]  ~dit [Ab(Q'It) 
x ~ dA b(QA + Dit - B)b~(RD*A) 

× exp [--  ½ ( A  -- DG'RD*A + DH'It, (A + A~2)) 
x (A - D G ' R D * A +  DH'#) ) ] .  (3.167) 

In this integral we change the order of B- and It-integrations, and we perform the 
gauge transformation B -+ B +/)it.  This gives us the following It-integral to calculate 

d# 6(Q'~ #)bA~(B + D#)G(It). (3.168) 

The b-functions above determine It uniquely as a linear function of B. Indeed, 
denoting V = G k, we have for xEB(y), y~A'  

(Ry(V)(B +/)it))(/'y,x) = (Ry(V)B)(I'y:,) + R(V(F~,~))~(x) - It(y) = o, 

hence 

and 

R(V(/'y,~))it(x) = It(Y) - (Rr(V)B) (Fy,x), 

(Q'#)(y)= ~ L-aR(V(ry,x)) i t (x)=it(Y)  - ~ L-a(Ry(V)B)(Fy,x) 
xcB(y) xeB(y) 

= It(Y) - Q'(Ry(V)B)(Fy,.) = O. This implies 

It(y) = Q'(Rr(V)B)(Fr,. ), It(x) = R(V(Fx,r))Q'(Rr(V)B)(Fy,.) 

- R(V(Fx,y))(Ry(V)B)(Fy,~), xeB(y) ,  x ~ y. (3.169) 

We denote the linear function defined by the above formulas by It(B). The integral 
(3.168) is equal to G(It(B)). Applying this result to the integral in (3.167) and 
calculating the integral with respect to B we get 

exp (½ (g ,  C~k)(A)g ))  = Z - 1  S dA 6(OA)b~(/~D * A) 

x exp [ + ( HID(2)(QA +/TIt(QA)) , J > 

- ½(A -- DG'RD*A 
x DH'It(QA), (A + A{2))(A - DG'RD*A + DH'#(QA) ) )  

+ ( QA + DIt(QA), # ) ]. (3.170) 

The next step in our derivation will be the same as in (3.121). By the 
Faddeev-Popov procedure we will change the g-function gauge fixing expression 
into an exponential density. This will yield terms in the exponent in (3.170), terms 
connected with the expression G'I~D*A. Let us understand at first how the 
operators G'/~ and G'R are related. After the equality (3.151) we have noticed 
that R = AqgA, where f# is a covariance of the Gaussian integral 

e l/2~'a:> = Z' - ,  S d2 6(Q'2)e- 1/2 iiA,t I? + (.t:~, (3.171 ) 

and that f~ is given by the formula (2.27) in [4]. This implies 

G'R = f fa ,  g ' ~  = HA, (3.172) 
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hence it is enough to relate ~ and 9. From (3.171) we obtain 

el/2(f,f~f) = ~ , -  1 f d# [ A 6(O'~ It) ~ d2 6(Q'2 - #)e-(1/2)ltA21Jz+ (LI-) 

= 2 ' - I  ~dlt  [ a a ( Q ] # ) ~ d 2 6 ( Q ' 2 ' ) e x p  [ -  ½11A2'I{ 2 - ½ l l A H ' # I I  2 

+ ( 2 ' , f )  + ( n % f ) ]  

= e'/2<z~i>2 ' -  1Z' ~ dlx i$(Q 1 IX) exp [ -  ½ IIAH'lx It ~ + < s~, H ' * f )  ] 
= el/2(f'~f~el/2<f'H'c'<~'(A)Ir*]>. (3.173) 

The second equality was obtained by the translation 2 = 2 ' +  H'/~, and C'(k)(A) 
denotes a unit lattice covariance with Dirichlet boundary conditions outside A, 
determined by the last integral above. Doing the calculations in a reversed order 
we obtain easily the representation 

C'tt)(A ) = Q'f~Q'*. (3.174) 

It implies all properties of C'tk)(A), especially a random walk expansion. The equality 
(3.173) gives 

= f# + H'C'(k)(A)H '*, (3.175) 
hence by (3.172) 

G'R = G 'R  + H'C'~k)(A)H'*A. (3.176) 

Let us notice that by (3.163) we have 

A H '  # = G'Q'*(Q'G'2Q'*) - 1(# _ aQ'G'Q'*#) ,  (3.177) 

hence A H ' #  is a regular function, more exactly, D A H ' #  is bounded, and even H61der 
norms are bounded. 

Using the Landau gauge condition /~D*A=0 in (3.170), and the identity 
(3.176), we can write 

D G ' R D * A  = - DH'C'~k)(A)H'*A D*A.  (3.178) 

Now we make the same transformation as in (3.121). We get the integral (3.170) 
with the exponential gauge fixing density instead of the 6-function, and with A 
replaced by A -  D G ' R D * A  in the remaining expressions. Let us calculate how 
this replacement changes the expressions. We have 

H ' * A D * ( A  -- D G ' R D *  A)  = H ' * A D *  A - H '*A  2f~AD* A 

= H ' * A D * A  - H ' * A R D * A  = H ' * A P D * A ,  (3.179) 

#(Q(A - D G ' R D * A ) )  = lt(QA) - I~(DQ'G'RD*A),  (3.180) 

but #(/)v) = - v  if Q'~v=O,  as it follows from the formula (3.169). Also we have 
v = Q ' G ' R D * A  = 0 outside A, Q] v = 0 on A', hence. 

I~(Q(A - DCJ'RD*A))  = #(QA)  + Q ' ~ ' R D * A .  (3.181) 

Finally we have quite generally 

Q(A - D2) + D#(Q(A - D2)) = Q A  - DQ'2  + D#( QA)  - / ) # ( / ) Q ' 2 )  

= Q A  - D#(QA) ,  if 0'2 = 0. (3.182) 
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These identities give 

exp (½ ( g, C(k)(A)g ) ) = 2 - 1  ~ dA b(QA) exp [ -- ½ I[ RD*A 1[ 2 

+ (H1F)(2)(QA + Dp(QA)),J) - ½(A --DG'RD*A 

+ D~(A),(A +A(z))(A - DG'RD*A + D'~(A))) 

+ (QA + D#(QA),9)], (3.183) 
where 

"~(A) = H'C'~k)(A)H'*APD*A + H'#(QA) + H'Q'~'RD*A. (3.184) 

Let us denote a covariance operator of the Gaussian integral in (3.183) by (~2, 
then we obtain 

C~k)(A) = (I + D#IQGzQ*(1 + #*/5"). (3.185) 

It is the formula we are looking for. The operator (~2 can be related in a simple 
way to the operator G2 defined by the Gaussian integral (3.183), but with the 
f-function 6(Q,A) replaced by exp [ - I ( 0 A ,  aOA ) ] .  We have 

Gz = G2 - GeO*(O, G20*)- ~O_,G2. (3.186) 

The operator G2 differs from G 1 only by the small and regular operators connected 
with the second term in the exponential in (3.183), and with terms containing 
D'~(A). Thus we can investigate the operator G2 perturbatively in the same way 
as the operator G1 in (3.138). The analysis is even simpler because the new terms 
are more regular, as it follows easily from (3.184). This way we can express C~k)(A) 
in terms of the operators of the type G', (Q'G'ZQ'*) -1, G, (QGQ*) 1 Expanding 
these into random walks we get a random walk expansion of C~k)(A). The formula 
(3.185) implies immediately bounds and an exponential decay. Thus we get 

Theorem 3.15. For Me% sufficiently small the propagator C(k~(A) is given by the 
formula (3.185), and satisfies the bound 

tC(k)( A , Y,Y')I < Bo e-~°!y-/!, y, y' EA (3.187) 

with the constants B o, 6 o depending on d and L only. This propagator has a 
convergent random walk expansion of the type described previously. Of course we 
have all the other consequences following from the random walk expansion. 

Appendix. Propagators for Non-Linear Chiral Models 

In this appendix we will make remarks about propagators for another class of 
models. Field configurations in these models are the same as configurations defining 
gauge transformations for gauge field theories, i.e. they are functions U: T~ ~ G. 
An action for a model determined by a Lie group G is given by 

A"(U) = ~ r/d-2[1 -- Retr U(~?b)], 
bcr0 

U(c?b) = (~U)(b) = U(b_)U- l(b + ). (3.188) 

Let us notice that Retr U(c3b) = Retr U- ~(b_)U(b+). As for gauge field theories we 
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have to expand the action around a background configuration, thus we take U'U 
instead of U, with U'= e ia, Asg. Expanding A"(U'U) up to second order in A 
we get 

A"(U'U) = ~ t/d- 211 - Retr exp it~(-- (OA)(b) + ½i[A(b_), (0A)(b)] +- - . )  
b=r. 

- U(Ob)] = An(U) + (A, J )  + ~(A, A"(U)A) + ..., (3.189) 

where 

and 

J = - t/- l lm U(0b), 

An(U) = 0*3 + A'"(U) = A + A'n(U), 

(3.190) 

(3.191) 

(A,A'"(U)) = ~ t/d[tr((O'A)(b))2qZ[Re U(Ob)- 1] 
beT. 

+ iEA(b_), (gA)(b)]t/-1 Im U(~b)]. (3.192) 

We consider only regular background fields U, for which the operator A"~(U) is 
a first order differential operator with sufficiently small coefficients. Thus the 
operator A'~(U) has a very simple structure, it is a small perturbation of the Laplace 
operator 0*0 = A. 

A similar situation holds for averaging operations. They are given by the 
formulas (61), (78)-(80) in [5], with the external gauge field Uo = 1. Taking 

Q•U, A) = !log/.~q = -1. log (U'U)i(C3) -1 (3.193) 
l l 

and expanding in A, we can easily see that for the linear term we have 

Qj(U)A = Q)A + Fzd(U)A, (3.194) 

where the operator F2,j(U) is small. 

These two remarks imply that the operator A",(U) = An(U) + Q(U)*aQ(U), with 
the second term defined by (3.24), is a small perturbation of the simplest scalar 
field operator A + Q*aQ investigated in [2, 4]. This implies that all the results of 
these two papers hold for the operator G(U)= (A~(U))-1, and also for operators 
which can be expressed in terms of it, like H-operators, unit lattice propagators, 
etc. We refer the reader to the two papers for precise formulations. 
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