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In the development of  information systems, user partici- 
pation in the requirements engineering (RE) process is 
hypothesised to be necessary for RE success. In this 
paper we develop a theoretical model which predicts that 
the interaction between user participation in the RE 
process and uncertainty has an impact on RE success. 
This theory is empirically tested using survey data. We 
develop instruments to measure user participation and 
uncertainty. An  existing instrument for measuring RE 
success was used. This instrument covers two dimensions 
of  RE success: (a) the quality of  RE service, and (b) the 
quality of  RE products. The results indicate that as 
uncertainty increases, greater user participation alleviates 
the negative influence of  uncertainty on the quality o f  RE 
service, and that as uncertainty decreases, the beneficial 
effects on the quality o f  R E  service of  increasing user 
participation diminish. Furthermore, we did not find that 
the interaction between user participation and uncer- 
tainty had an impact on the quality of  RE products. 
Based on these results, we make recommendations for 
managing user participation in the RE process, and 
provide directions for future research. 
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1. Introduction 

The development and implementation of information 
systems (IS) is a form of organisational change [1-5]. It 
can even be argued that change is a desirable con- 
sequence of IS implementation; for example, one study 
found a positive relationship between perceived success 
of IS projects and the amount of change IS brings about 
[6]. A requirement for overcoming resistance to change 
is high user participation [7]. Furthermore, user partici- 
pation and influence are expected to increase the 
likelihood of user acceptance of the solution and of 
improved system quality [6,8-11]. Mumford [12] argues 
that due to the increasing complexity of organisational 
life, it is difficult for analysts alone to design a system 
that will meet user requirements, and therefore user 
participation in system development is critical. In 
addition, the lack of user participation can lead to 
'many faults and economic disadvantages' [13] and was 
considered to be at least partially responsible for 
considerable increases in the costs of developing 
systems at ITT and IBM [14]. Moreover, the process of 
developing the AS/400 system was deemed successful, 
at least in part, due to intensive early user participation 
[15,16]. 

A considerable amount of empirical research on the 
relationship between user participation and IS success 
has been conducted. A large part of this work was 
reviewed in Ives and Olson [9] and Pettingell et al. [17]. 
The literature review by Ives and Olson [9] concludes 

1 Meta-analysis is a quantitative approach for the synthesis and 
integration of the empirical results from multiple research studies 
[101]. This approach has considerable advantages when compared to 
subjective literature reviews, especially in terms of the reliability and 
objectivity of the reviews' results [101,50]. 
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that no convincing results have been shown supporting 
the above relationship. The meta-analytic 1 review by 
Pettingell et al. [17] demonstrates that there is a (weak 
to moderate) relationship. 2 Given the axiomatic status 
of the user participation - IS success relationship, this 
apparent lack of agreement amongst the empirical 
studies in the literature and the general dearth of strong 
empirical evidence highlight the need for further 
research on the user participation construct. 3 

In this paper we report on a quantitative study of the 
relationship between user participation in the require- 
ments engineering (RE) process and RE success. A 
number of qualitative studies have previously been 
reported [18-20], however, to our knowledge this 
relationship has not been studied quantitatively before. 
Given that RE success is considered to be a pre- 
requisite for the success of software systems [21], the 
factors that have an impact on RE success, such as user 
participation, must be investigated quantitatively. Such 
quantitative empirical investigations will provide evi- 
dence as to whether the relationship holds, under what 
conditions, and its strength and nature. 

As suggested by Ives and Olson [9], we assume that 
the relationship between user participation and success 
is conditional. The moderating construct is uncertainty. 
This amounts to a contingency theory of user participa- 
tion in the RE process. Uncertainty has been previously 
hypothesised as a moderating construct in contingency 
theories of RE success [22,23]. 

Briefly, our study utilised survey data from 39 RE 
processes in different organisations. The results indicate 
that the magnitude of the relationship between user 
participation and the quality of RE service (defined as 
having two dimensions: user satisfaction and commit- 
ment, and fit of the recommended solution with the 
organisation) increases as uncertainty increases. Fur- 
thermore, we found no relationship between user 
participation and the quality of RE products (defined 
as having two dimensions: the quality of the cost/ 
benefits analysis, and the quality of the architecture). 
Based on these results, we propose an empirically 
grounded selection model of user participation at 
different levels of uncertainty that can be utilised by 
RE practitioners. 

In the next section of this paper we present the 
theoretical basis for our work. Section 3 describes the 
research method that was followed. In Section 4, we 
present the results, interpret them and discuss their 
implications for practice. Section 5 concludes the paper 
with directions for future research. 

2. Background 

The background covers two issues. First, we define the 
main terms used in this paper. Second, we present the 
theoretical model that is being empirically tested in our 
study. 

2.1. Definitions 

2.1.1. RE Process 

The definition of the RE process that will be used here 
is based on the kinds of activities that are performed 
during that process. Davis [24] makes a distinction 
between two types of such activities: problem analysis 
and product description. During problem analysis the 
objective is to gain the most knowledge about the 
problem at hand. During product description, the 
objective is to construct the specification for the 
software system, which includes behavioural and non- 
behavioural requirements specifications. 

To these two types of activities, we add a third type: 
recommending a solution. During this third type of 
activity, the objective is to examine the organisational 
and technical feasibility of the proposed system, as well 
as its profitability. The specific activities that fall under 
recommending a solution include: analysing the alter- 
natives (e.g. build a system or buy a package), analysing 
the impact that the software system will have on the 
user organisation, performing a cost/benefits analysis, 
and forming system development and system imple- 
mentation plans. These activities are standard recom- 
mended practices in the IS development literature 
[25,26]. Thus, the RE process is defined as the one in 
which the activities of problem analysis, product defini- 
tion, and recommending a solution are performed. 

2 For example, the average correlation between user participation and 
att i tudes towards the system ranged f rom 0.23 to 0.34, and the  
average correlation between user  participation arid reported system 
use was 0.12. 
3 A construct  is defined as a meaningful  conceptual  object that  is 
nei ther  observable nor directly measurable  [102]. For example,  
requirements engineering success and user participation are constructs. 
For ease of presenta t ion we will use the terms construct and variable 
interchangeably in this paper, 

2.1.2. RE Success 

RE success is defined as the extent to which the 
outcomes of the RE process, as defined above, serve the 
needs of, and provide a basis for ensuring the success o~ 
all subsequent activities, individually and in aggregate, 
related to the software system throughout the software 
system's lifetime. These subsequent activities include: 
design, coding, testing, putting into operation, and post- 
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deployment evolution. Previous research [21] has iden- 
tiffed that RE success is a multi-dimensional concept; 
the two most important dimensions are the quality of 
RE service and the quality of RE products. 

2.1.3. User Participation 

In their article, Barki and Hartwick [27] argue for 
making a distinction between the terms user participa- 
tion and user involvement in IS development. User 
participation is defined as referring to the behaviours 
and activities that the users perform during IS develop- 
ment. User involvement is defined as referring to the 
subjective psychological state of the users, and consists 
of 'the importance and personal relevance that users 
attach to a particular system or IS in general'. Their 
argument is based on an integration of related research 
in four disciplines: management information systems, 
psychology, marketing, and organisational behaviour. 
In this paper, the concern is with user participation. 

2.1.4. Uncertainty 

Naumann et al. [28] define uncertainty as 'the state of 
knowledge of "real" user information needs' and Daft 
et al. [29] define it as the 'absence of information'. 
Uncertainty, however, is a multi-faceted concept. For 
instance, Davis [22] identifies three dimensions of RE 
process uncertainty: (1) existence and stability of a 
usable set of requirements, (2) users' ability to specify 
requirements, and (3) ability of the analysts to elicit 
requirements. Another useful conceptualisation of 
uncertainty is given by Gorry and Scott Morton [30]. 
They make a distinction between structured and 
unstructured decisions that must be supported and/or 
automated by IS. The former is where the decision rules 
of users are routine, well defined and can be formalised. 
The latter is where the user problems are not well 
defined and there are no routine and formalised 
procedures for dealing with them. We are concerned 
with an element of the RE process that has an impact 
on RE process uncertainty, namely the utilising system 
[22]. This includes the notion of structuredness men- 
tioned above. Characteristics of the utilising system 
affecting RE process uncertainty include the stability of 
business processes and stability of management. A 
more recent extension to the Davis [22] framework 
adds the notion of equivocality [23]. Equivocality is 
defined as the existence of conflicting requirements and 
is concerned with ambiguity [29]. Therefore, our defini- 
tion of RE uncertainty is symbolised by the extent of 
business process and management stability (the availa- 

bitity of firm requirements), and conflicting require- 
ments (equivocality or ambiguity). 

2.2, Theoretical Model 

A high-level view of the theoretical model being tested 
in this paper is shown in Fig. l(a). This shows that the fit 
or congruence between uncertainty and user participa- 
tion has an impact on RE success: the greater the 
congruence, the greater RE success. The two most 
important dimensions of RE success have been found 
to be the quality of RE service and the quality of RE 
products [21]. A justification and a detailing of this 
model are given below. 

IS researchers have recoguised the important role of 
the project and organisational context in determining 
IS success, and have made theoretical arguments stating 
that IS development efforts should fit the project and 
organisational environment in order to ensure IS 
success [31-33]. Based on such a perspective, some 
authors have developed decision rules, for example, for 
selecting life cycle process models [34] and for deciding 
whether or not to prototype [35]. When expressed as a 

CONGRUENCE RE SUCCESS 
User Partlcipdon 

! 
)p/ Quality Of RE Service 

L Quality of RE Product1 

(a) 

User Participation T ~ RE SUCCESS 

/ 
Uncertainty 

(b) 

Uncertainty ~ RE SUCCESS 

T 
User Participation 

(c) 

Fig, 1, The contingency model of user participation in the RE process: 
(a) overview of the model; (b) moderating effect of uncertainty; and (c) 
buffering effect of user participation. 
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theoretical model, such sets of decision rules are called 
a contingency model. A contingency model acknowl- 
edges that an interaction amongst independent varia- 
bles has an impact on the dependent variable. 4 

In the context of user participation, it has been noted 
that there is not a simple bivariate relationship between 
user participation and IS success, for example [9,36,37]. 
Others have subscribed to this point of view, and have 
developed contingency models of user participation 
[6,9,38--41]. The model that we propose in this paper is 
also a contingency model; however, our outcome 
variable is RE success and not IS success. 

Previous research has investigated the effect of the 
interaction between user participation and uncertainty 
on IS success. It is expected that when there is an 
absence of information on system requirements (i.e., 
high uncertainty), increased user participation will lead 
to the acquisition of this information. Furthermore, it is 
expected that when there is high equivocality, an 
exchange of views between analysts and users will lead 
to a resolution of conflicts and disagreements. 

For instance, one empirical study found no relation- 
ship between user participation during the early proc- 
esses of IS development and IS success when uncer- 
tainty was low, but a strong relationship when 
uncertainty was high [38]. This suggests that user 
participation has an increasingly positive influence on 
IS success as uncertainty increases. Another study 
concluded that low uncertainty was related to IS 
success irrespective of the level of user participation at 
the front end of the development process [37]. This 
suggests that user participation has little influence when 
uncertainty is low. A recent empirical study by McKeen 
et al. [41] that investigated a contingency model of user 
participation found that when uncertainty and ambi- 
guity were low then the relationship between user 
participation and user satisfaction was weaker than 
when uncertainty and ambiguity were high. 

Existing theoretical models suggest that the amount 
of appropriate user participation in the RE process 
depends upon the level of uncertainty. For instance, 
Alter and Ginzberg [42] present a model that maps key 
uncertainties at each stage of the development process 
with strategies for coping with such uncertainties. All of 
these uncertainties occur at the early stages of the life 
cycle. One of the suggested coping strategies for the 
majority of the identified uncertainties is obtaining user 
participation and user commitment. This suggests that 
user participation at the early stages is more important 
when uncertainty is high than when it is low. Schonber- 
ger [43] has developed a contingency model hypothesis- 

4 A good discussion of contingency models, from the perspective of 
organisational theory, is given in Fry and Smith [103]. 

ing an interaction between user participation and 
uncertainty. Specifically, at higher levels of uncertainty, 
greater user participation is recommended. Further- 
more, Davis [22] asserts that there should not be a 
single approach to requirements determination that is 
applied to all projects. He subsequently presents a 
contingency model that relates four requirements 
elicitation strategies with different levels of uncertainty. 
At increasingly higher levels of uncertainty, he recom- 
mends synthesis from characteristics of the utilising 
system and an iterative discovery approach, both of 
which require increasingly extensive analyst-user inter- 
action. Similar selection models are presented by 
Naumann et al. [28] and Naumann and Davis [44]. 
These also suggest that user participation becomes 
more important as uncertainty increases. 

Based on this previous work, the specific predicted 
relationships of our contingency model can be 
specified: 

PI: Uncertainty moderates the effect of user participa- 
tion on RE success. Such a contingency relationship is 
shown in Fig. l(b). This means that increases in user 
participation become more effective (in terms of RE 
success) as uncertainty increases. 

P2: User participation buffers the effect of uncertainty 
on RE success. Such a contingency relationship is 
shown in Fig. 1(c). This means that as uncertainty 
increases, greater user participation reduces the neg- 
ative consequences of high uncertainty on RE 
success. 

The remainder of this paper describes an empirical 
study to test the above predictions. 

3. Research Method 

There have been a number of different methods that 
have been used by researchers in the past to study user 
participation in IS development. Newman and Robey 
[45] identify two types of research approaches: factor 
research models and process research models. With the 
former, one defines predictor and outcome variables 
and their relationships, then empirically tests those 
relationships. With the latter, one longitudinally studies 
a sequence of events in order to understand and explain 
how particular outcomes are arrived at; thus the focus is 
on the dynamics of the process. Newman and Robey 
[45] further note that these two research models could 
be considered as complementary approaches to 
researching a particular phenomenon. 

Given the nature of our theoretical model and our 
predictions, it would seem most appropriate for us to 
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follow the factor research model. While this approach 
would not empirically explain the predictions from our 
theory, if our study establishes the predicted relation- 
ships, then future research can study the sequence of 
events that would explain the predictions [45]. 

The details of our research method are presented in 
Appendix A of this paper. In this section we provide 
only a brief overview of the method that was 
followed. 

3.1. Source of Data 

The context of our study was the RE phase of a 
software system development method (henceforth 
Method X). Method X has been developed and is 
marketed by an IS consultancy firm based in Canada 
with clients worldwide (henceforth Company Y). In this 
text we will use the term RE process to denote the RE 
phase of Method X. 

We collected data on the RE process from 39 
software development projects in different organisa- 
tions. Therefore, the unit of analysis is the RE process 
in a software development project. All of these projects 
used Method X. All data were collected using ques- 
tionnaires that were filled in by employees of Company 
Y consulting for client IS organisations. The character- 
istics of all respondents, the RE processes, and the IS 
organisations that they consulted for are summarised in 
Fig. 2. The questionnaires measured the three variables 
in our model: (1) RE success, (2) user participation in 
the RE process, and (3) uncertainty. 

For measuring RE success, we used a previously 
developed instrument [21]. The instrument has two 
dimensions: (1) quality of RE service, which has two 
sub-dimensions covering user satisfaction and commit- 
ment, and the fit of the recommended solution with the 
organisation, and (2) quality of RE products, which has 
two sub-dimensions covering the quality of the archi- 
tecture, and the quality of the cost/benefits analysis. 
These dimensions are shown in Fig. 3. The inter- 
pretation of the dimensions and sub-dimensions is 
based on the data collected from practitioners [21]. The 
characteristics of this instrument are presented in 
Appendix A. 

For the measurement of user participation and 
uncertainty, we developed two new instruments. These 
are described in detail in Appendix A. 

3.2. Data Analysis Method 

In order to test our contingency model, a form of 
interaction analysis is necessary. The approach we 
employed uses product terms in multiple regression 

analysis [46]. This is most appropriate 5 for testing our 
theory since it allows us to investigate differences in 
slope. Our theory predicts that the change in RE 
success for a change in user participation, holding all 
other variables constant, is a function of uncertainty; 
also, that a change in RE success for a change in 
uncertainty, holding all other variables constant, is a 
function of user participation. This mutual interaction 
can be expressed by the following estimating equation 
[47]: 

Y = b 0 + b l S  1 + b 2 X  2 + b 3 X 1 X  2 + e 

where Y = RE success, X1 = user participation and 322 
= uncertainty. 

The analysis method described in Jaccard et al. [46] 
allows us to answer three questions: (1) 'is there an 
interaction effect?'; (2) 'if so, what is the strength of this 
effect?'; and (3) 'if so, what is the nature of this effect?' 
A brief description of how each of these questions can 
be answered is given below. 

To determine whether there is an interaction effect 
we utilise a hierarchical F test for the multiple 
regression equation without the product term and one 
with the product term. If the F ratio is statistically 
significant, then we can interpret that as meaning that 
there is an interaction effect. 

To determine the strength of the effect, we compare 
the squared multiple correlation coefficient (R 2) for the 
equation without a product term with the equation with 
the product term. This informs us of the amount of 
variance in RE success that is accounted for by the 
interaction effect. 

To determine the nature of the effect, we calculate 
the slope of user participation on RE success at specific 
values of uncertainty, and the slope of uncertainty on 
RE success at specific values of user participation. We 
calculate two slopes because we are testing a mutual 
dependence and not simply a moderator effect. Thus, 
the slope of user participation at specific values of 
uncertainty is given by: 

Y = (b0 + b2X2) + b'~X1 

5 One commonly used approach would be to employ one of the two 
independent variables as a contingency variable for grouping (e.g., 
around the mean), and compare correlation coefficients for the two 
groups. This approach, however, can provide misleading results [104]. 
Furthermore, our theory hypothesises differences in slopes, not 
differences in the proportion of RE success that can be explained, 
making this approach inappropriate. Alternative approaches include 
using ANOVA or contingency table analysis. Like the first approach, 
these require a diehotomisation (or polychotomisation) of at least 
one of the independent variables. As well as leading to loss of 
information [46], the large effort we have put into developing 
measurement instruments and ensuring their reliability and validity is 
a strong argument against reducing the variables to two-point (or 
three-point) scales. 
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Characteristic 

Location of organisation 

Main business of organisation 

Annual sales (or budget) of the organisation 

Number of people working in the IS department 

Position of respondents in the RE Process a 

Years of experience of the project manager 
during the RE process 

Years of experience of the lead architect 

Number of analysts taking part in the RE process 

Number of users participating in the RE process 

Number of user departments affected by the 
system represented in the RE process 

Number of user sites represented in the RE 
process b 

Proportion of overall system development effort 
devoted to the RE process c 

Value 

Canada 
USA 
Australia 

Government 
Communications/Aerospace 
Retail/Distribution/Transport 
Insurance/Financial/Banking 
Other 

<=CA$99 million 
CA$100 m-CA$149 m 
CA$150 m-CA$199 m 
CA$200 m-CA$249 m 
CA$250 m-CA$999 m 
>=CA$1 billion 

<=10 
11-29 
30-49 
50-99 
100-499 
>=500 

Management 
Technical 
Coaching/Auditing 

%/Mean 

59% 
30.8% 
10.2% 

33.33% 
20.5% 
20.5% 
7.7% 

17.95% 

12.8% 
5.1% 
2.6% 
7.7% 

17.95% 
53.85% 

5.1% 
7.7% 

23.1% 
15.4% 
30.8% 
17.95% 

44.7% 
39.5% 
31.6% 

13.74 years 

11.27 years 

7 analysts 

10.7 users 

3.8 depts 

44 sites 

14% 

In some cases, a respondent had more than one position. For example, a lead architect would double as a part- 
time project manager. Therefore, the total here does not add up to 100%. 
When two outlier values are removed, the mean number of user sites reduces to 4.5. This is a truer reflection of 
the demographics of the RE processes studied. 
In 23.1% of the responses received, the respondents could not answer this question. One possible reason is that 
the system has not been developed yet and therefore they do not know the total system development effort. It 
should also be noted that during pilot testing of the questionnaire it became evident that it is 'general knowledge' 
that the RE process should consume around 15% of total effort; therefore some project managers estimate the 
total system development effort from the actual RE process effort. To the extent that this approach was used, it 
contaminates the meaningfulness of the number presented in this table. 

Fig. 2. Characteristics of organisations, respondents, and RE processes. 
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RE SUCCESS 

Quality Of Quality Of 
RE Products RE Service 

Quality Of Q-a|lty Of Fit Of Recommended Unar Satisfaction 
Architecture Cost/Benefits Solution With The And Commlttment 

Analysis Organization 

Fig. 3. The dimensions of RE success. 

where b'l = bl + b3X2 (at specific values of X2). 
According to our prediction P1 (in Section 2.2), we 

would expect the slope b' 1 to increase positively as the 
values of X2 increase. Similarly, the slope of uncertainty 
at specific values of user participation is given by: 

Y = (b 0 + blX1) + b'2~K" 2 

where b'2 = b2 + bBX1 (at specific values of X1). 
According to our prediction P2 (in Section 2.2), we 

would expect the slope b' 2 to increase positively as the 
values of X1 increase. The significance of the size of the 
slope can be calculated using a t-statistic which utilises 
the standard error at the specific value of the independ- 
ent variable [46]. 

4. Results and Discussion 

In presenting the results, we proceed by answering the 
three questions that were posited in the previous 
section. Given that there are two dependent variables 
(quality of RE service and quality of RE products), we 
present the two resultant models separately. 

For the quality of RE service model, the results of the 
multiple regression for the model with no multiplicative 
term are shown in Fig. 4, and the results for the model 
with the multiplicative term are shown in Fig. 5. 

To determine whether there is an interaction effect, 
we look at the significance of the b 3 coefficient in Fig. 5. 
This gives the same conclusion as the hierarchical F 
test. This is significant at c~ = 0.05, and therefore 
suggests that there is an interaction effect. 

To determine the strength of the effect, we look at 
the difference in the R 2 values. The difference is 6.15%. 
This is the amount of variation in the quality of RE 
service that is accounted for by the interaction effect. 

To determine the nature of the effect, the slope of 
one independent variable on the dependent variable is 
evaluated at different levels of the other independent 
variable. To determine the levels, we use a high value of 
the mean plus one standard deviation, and a low value 
of the mean minus one standard deviation. The slopes 
are shown in Figs 6 and 7. In Fig. 6, the slope of user 
participation and the quality of RE service at low 
uncertainty is -0.179, and at high uncertainty, it is 0.485. 
The former is not significantly different from zero. The 
data in Fig. 7 show that the slope of uncertainty on the 
quality of RE service at low user participation is -5.087, 
and at high user participation it is -2.818. Both are 
significantly different from zero. These results are 
shown conceptually in Fig. 8. 

In terms of our predictions P1 and P2, the quality of 
RE  service model matches them. There is a moderating 
effect of uncertainty on the user participation and 
quality of RE service relationship. The slope increases 
positively with increases in uncertainty as predicted 
from our theory (P1). There is also a buffering effect of 
user participation on the uncertainty and quality of RE 
service relationship. The slope decreases with increases 
in user participation as predicted from our theory 
(P2). 

We have thus found that the interaction between user 
participation and uncertainty has a significant impact 
on the quality of RE  service. As uncertainty increases, 
the importance of user participation also increases. 
Therefore, greater user participation seems to be a 
good strategy for alleviating the negative consequences 
of uncertainty on the quality of RE service. Increased 
user participation seems to be conducive towards 
greater user consensus and also it helps them reason 
about what their business processes should be like and 
what they want the IS to do. Furthermore, as uncer- 
tainty decreases, the importance of user participation 
decreases. When uncertainty is low, changes in user 
participation have no impact on the quality of RE 
service. What is evident here, using the framework in 
[48], is a blocking effect: low uncertainty blocks the 
effect of user participation. Therefore, added participa- 
tion has little benefit. This does not mean that no 
participation is necessary, only that increases in partici- 
pation do not bring about added benefits. Furthermore, 
it may be that when there is low uncertainty, users 
resent increases in participation when they feel that it 
does not contribute substantially. This resentment may 
bring about reductions in quality of service as user 
participation increases. 

Also, it should be noted that, while the slope of user 
participation on the quality of RE service is not 
significantly different from zero at low uncertainty, it is 
negative. If we plot the slope at very low uncertainty the 
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Variable b Coefficient Std. Error 

Intercept 78.93617* 2.11863 

User Participation 0.38736* 0.13560 

Uncertainty -3.91389* 0.46348 

F (2, 36) = 53.40449 R 2 = 0.74791 p <0.00000 

Fig. 4. The model with the quality of RE service as a dependent variable and no product term (*p < 0.05). 

Variable b Coefficient Std. Error 

Intercept 80.71760* 1.94191 

User Participation 0.15267 0.13848 

Uncertainty -3.95313* 0.40889 

Interaction 0.06773* 0.02016 

F (3, 35) = 49.54375 R 2 = 0.80940 p <0.00000 

Fig. 5. The model with the quality of RE service as a dependent variable and the product term (*p < 0.05). 

Uncertainty b'l Std. Error 

LOW -0.179 0.2195 

HIGH 0.485* 0.1288 

Fig .  6 .  The slope of user participation on the quality of RE service for different levels of uncertainty (*significance at a = 0.05 using Bonferroni 
corrected c~ levels). 

User Participation b'2 Std. Error 

LOW -5.087* 0.5376 

HIGH -2.818* 0.5228 

Fig. 7. The slope of uncertainty on the quality of RE service for different levels of uncertainty (*significance at a = 0.05 using Bonferroni corrected 
levels). 

magnitude of the negative slope increases, and at some 
point it will become significantly different from zero. 
The interpretation of such a negative slope is that, at 
very low uncertainty, increases in user participation 
reduce the quality of RE service. This interpretation is 
consistent with one of the scenarios given in Naumann 
et al. [28]. The scenario was for a project where 
uncertainty was considerably low, and there was an 
inappropriately high amount of user participation. This 

led the user to complain of 'unnecessary system work, 
excessive documentation, and undue delay' [28], clearly 
a case of low user satisfaction (and hence low quality of 
RE service). 

The 'main effects' in the model (the b~ and ba 
coefficients) can be interpreted as reflecting conditional 
relationships [46]. The regression coefficient of the 
uncertainty variable can be interpreted as the influence 
of uncertainty on the quality of RE service when user 
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Quality of RE Service 
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Uncertainty 
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J 
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/ 
/ HIGH Uncertainty 

LOW 

LOW HIGH 

User Participation 

Fig. 8. Conceptualising the interaction between user participation and 
uncertainty and its effect on the quality of RE service. 

participation is zero, 6 and a similar interpretation of the 
user participation coefficient. Without centring, zero 
values for these two coefficients would not be within 

the observed range in the data, and therefore represent 
extrapolations [49]. With centring, however, the zero 
values are the mean, and therefore these coefficients 
represent the slope at the 'average'  value. Given that 
we have centred our variables, the latter is the 
interpretation of the bl and b 2 coefficients. 

For the quality of RE  products, the multiple regres- 
sion models had relatively low R 2 values, and none of 
the regression coefficients were significant. This leads to 
the conclusion, based on our data, that there are 
neither interaction nor main effects when the quality of 
RE  products is the dependent  variable. 

From a methodological perspective, this may be 
explained in two ways: first, the comparatively low 
variation in the quality of RE  products measure (when 
compared to quality of RE  service); this restriction in 
range would lead to a reduction in the relationship 
between user participation and the quality of R E  
products; second, the fact that IS staff rated the 
questionnaire instead of users may have underesti- 
mated the relationship between user participation and 
the quality of RE  products. From a substantive per- 
spective, this can be explained by the fact that the major 
R E  documents are produced mainly by the analysts, not 
the users. Therefore,  the quality of these docmnents 
would be more dependent  on the capability of the 
analysts than that of the users and the knowledge that 
they can bring. 

While our results could not explain the quality of R E  
products, a previous study has identified the quality of 
RE  service as being a more important  dimension of R E  
success than the quality of RE  products [21]. Therefore, 
we are able to make recommendations for improving 
R E  practices based on our  results. 

Within the limitations of a single cross-sectional 
study, our results support the following conclusions: 

6 To overcome some potential difficulties in the data analysis, the 
uncertainty and user participation variables were 'centred'. This 
means that the average was subtracted from each value. This results 
in the new average of each variable being zero. The rationale for this 
transformation is discussed in Appendix A. 

O = m  
,,i,.i 

:~._o 

t~ 
(3. 

Increasing 

Decreasing 

Uncertainty 

LOW HIGH 

NO EFFECT (N) YES 

NO EFFECT (Y) NO 

Fig. 9. Selection model for user participation as uncertainty changes. 
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�9 As uncertainty increases, greater user participation 
alleviates the negative consequences of uncertainty 
on the quality of RE service. This recommendation is 
shown in the selection model in Fig. 9. 

�9 As uncertainty decreases, the beneficial effects of 
increasing user participation on the quality of RE 
service diminishes. However, user participation does 
consume resources; therefore our recommendation is 
to reduce user participation when uncertainty is low 
so as to be more cost-effective (see Fig. 9). 

�9 Changes in the levels of user participation and 
uncertainty and their interaction do not have an 
effect on the quality of RE products. This suggests 
that alternative theories have to be developed (and 
tested) to explain variation in the quality of RE 
products. 

5. Future Research 

A number of avenues for future research are suggested 
by our results. We only focus on three, however, 
because we believe that they have the most epistemo- 
logical value: (1) replication of our study, (2) using 
different empirical research methods to study the 
phenomenon of user participation, and (3) examining 
the different methods that can be used to enhance user 
participation. The former two are concerned with 
further research on the contingency model we have 
presented. Further research is necessary as [50]: 'Scien- 
tists have known for centuries that a single study will 
not resolve a major issue. Indeed, a small sample study 
will not even resolve a minor issue. Thus, the founda- 
tion of science is the cumulation of knowledge from the 
results of many studies'. The latter avenue for research 
is concerned with detailing our model so as to provide 
more precise recommendations for practice. 

Replication 7 of empirical studies is an important part 
of any scientific discipline [51]. Replication provides for 
external validity to the extent that the replication 
results are similar to the original [52], as well as 
providing confirmatory power. Furthermore, replica- 
tion is particularly important when one considers the 
number of possible researcher biases that could have 
influenced research results [53]. Another  phenomenon 
that begs for replication is the 'file drawer problem' 
[54]. This problem occurs when there is a reluctance by 
journal editors to publish, and hence a reluctance by 

7 It has been noted that in the software community replications are 
'not valued as important research contributions' [105]. Furthermore, 
the same authors call for the need to punish replicated results that do 
not agree with the previous results - a statement that indicates, at 
least, a perceived difficulty in publishing unsuccessful replications. 

researchers to submit, research results that do not show 
statistically significant relationships. Therefore, pub- 
lished works are considered to be a biased sample of 
the empirical studies that are actually conducted. By 
combining the results from a large number of replica- 
tions that show significant relationships, one can assess 
the number of studies showing no significant relation- 
ships that would have to be published before our 
overall conclusion of there being a significant relation- 
ship is put into doubt [54]. This assessment would allow 
the RE community to determine how much confidence 
they can place in their theories. 

As is common in many empirical research studies, a 
necessary trade-off exists in the selection of a particular 
research strategy (e.g., longitudinal studies vs. cross- 
sectional studies, or field experiments vs. surveys vs. 
laboratory experiments). McGrath [55] makes the point 
clearly: 'all research strategies are "bad" (in the sense of 
having serious methodological limitations); none of 
them are "good" (in the sense of being even relatively 
unflawed). So, methodological discussions should not 
waste time arguing about which is the right strategy, or 
the best one; they are all poor in an absolute sense.' 
One possible approach for alleviating such concerns is 
to follow a multi-method empirical research strategy. 
The logic of the multi-method strategy is [56] 'to attack 
a research problem with an arsenal of methods that 
have non-overlapping weaknesses in addition to their 
complementary strengths' This strategy effectively 
addresses mono-method bias in the results of a study. 
Rarely does a single research study satisfy a complete 
multi-method strategy, but the collective results of an 
emerging discipline can use multiple methods. In our 
study, the research method was a cross-sectional survey. 
However, to gain greater confidence in our results, the 
phenomenon of user participation has to be studied 
using o, ther methods. Field studies of RE processes 
have been conducted [18,20,21], but these had a wider 
scope than just user participation in the RE process. In 
the domain of IS, Jenkins [57] and Galliers and Land 
[58] provide overviews of possible methods that can be 
employed by researchers. Furthermore, future research 
that would longitudinally investigate the dynamics of 
user participation in the RE process using the process 
research model [45] should be encouraged. 

Olson and Ives [591 have identified 44 activities s that 
can increase user participation. One study found a 
relationship between one of the activities, user sign-off 
of project phase documentation, and user satisfaction 
[601. However, in general, little empirical work has 

s Only 13 of these have been mapped to what we interpret to be 
activities in the RE process, which Olson and Ives [59] refer to as 
System Definition. 
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been done to evaluate these activities comparatively 
under different conditions. In order  to provide more 
precise recommendations to practitioners about which 
activities to use and when, further research is needed in 
this area. 

Appendix A: Details of the Research Method 

The research method description covers four activities: 
first, the sampling procedure and the response rate; 
second, the measurement  method and the instruments 
that were developed; third, an analysis of non-response 
bias in the results; and, finally, the data analysis method 
by which we test our theoretical model. 

A.1. Sampling Procedure and Response Rate 

For this study, the target populat ion was the 200 client 
organisations worldwide 9 that have licensed Method X. 
Company Y employees were chosen for scoring the 
instruments. These employees can be considered as 
external assessors of the client organisations' 
practices. 

The sample frame for this study consists of RE  
processes following Method X in clients of Company Y 
(and hence there existed a consultant with good 
knowledge of these RE  processes). An initial list of 
senior consultants that work for Company Y and that 
have used the R E  process in Method X was formu- 
lated. 1~ It was considered by senior management  and 
researchers of Company Y that the consultants whose 
names are on the list were involved with a representa- 
tive cross-section of their clientele (they covered all 
business regions and sectors in Canada and outside 
Canada and all organisation sizes that Company Y did 
business with). Systematically, consultants were 
selected from the list and contacted (by telephone, face- 
to-face, and/or by electronic mail) and requested to 
participate in the study. Some consultants refused to 
participate. The non-refusals constituted our sample. 
All consultants in the sample were highly familiar with 
the organisations through their consulting assignments 
with their IS department  and had used Method X 

9 Since our study spanned more than one calendar year, this figure is 
only approximate and represents information we obtained from 
Company Y's annual report at the time the sampling was initiated. 
lo In an attempt to construct a stratified sample, the only population 
characteristics that were available to us were gross revenue (of 
Company Y) by region and by industrial sector. However, such 
information was deemed to be highly misleading since a sizeable 
percentage of gross revenue is obtained from a small number of client 
organisations, and hence would not appropriately characterise the 
population. 

extensively in the field. All data that were collected 
from each consultant were from an RE  process that he 
or she was recently involved in. 

In total, 86 questionnaires were sent out to the senior 
consultants. Of the 86 questionnaires, 7% were sent to 
consultants who had since left Company Y. Of the 
remaining 80 questionnaires, we received 41 responses 
(including late respondents). 11 This gives a response 
rate of 51.25%. Of all the responses, two were unusable 
due to extensive missing data relevant for this study, 
leaving a total of 39 usable responses. This sample is 
considered to represent approximately 19.5% of the 
target population. 

A total of 18 responses were received before the 
response deadline, representing 46% of all responses 
received. All non-respondents after the response dead- 
line were contacted and reminded to fill out the 
questionnaire. When non-respondents and late respon- 
dents were contacted and asked why they had not yet 
responded, their primary stated reason was that they 
were too busy. Thus, we consider that to be the main 
reason for non-response. 

A.2. Measurement 

In this subsection we describe the method that was 
followed in developing the instruments used in our 
study, and the details of developing each of the 
instruments. The instruments that were developed 
measured: (a) RE  success, (b) user participation in the 
RE  process, and (c) uncertainty. 

A.2.1. Instrument Development 

Instrumentation Method 

The instrumentation method 12 followed in the study 
presented here draws from both the normative and the 
descriptive literature. The normative literature pre- 
scribes the procedures to be used in instrument 
development,  for example [61-65]. The descriptive 
literature specifies the procedures used by particular 
authors for developing instruments, for example 
[66-70]. 

11 Questionnaires that were received but that were left completely 
blank are not included in calculating the response rate. 
la All informants in all activities of the instrumentation method had 
a common understanding of the RE process since RE process 
objectives and activities are defined in Method X. 
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Four primary criteria 13 for developing and evaluating 
the instruments were utilised [71,72]: content validity, 
reliability, construct validity, and effectiveness. Based 
on our instrumentation method and collected data, we 
can provide direct and indirect evidence useful for 
evaluating the extent to which each criterion has been 
satisfied. 

Content validity is defined as the representativeness 
or sampling adequacy of the content of a measurement 
instrument [61]. Ensuring content validity depends 
largely on a literature review and expert judgement. 

Reliability is defined as the extent to which an 
experiment, test, or any measuring procedure yields the 
same results on repeated trials, and is concerned with 
the problem of random measurement error [62]. While 
there are alternative and complementary ways of 
evaluating reliability, the reliability of instruments in 
this study was evaluated using the Cronbach alpha 
coefficient [73]. IS researchers tend to report the 
Cronbach alpha coefficient most frequently [74], and 
some researchers consider it to be the most important 
reliability evaluation approach [75]. The computation 
of the Cronbach alpha coefficient partitions total 
variance on a scale into signal and noise (i.e., random 
measurement error). The proportion of total variation 
that is signal equals alpha. A Cronbach alpha coeffi- 
cient of 0 means perfect unreliability, and a coefficient 
of i means perfect reliability. Thus, as the noise or error 
variance approaches 0, reliability, as computed using 
Cronbach alpha, approaches 1. A Cronbach alpha 
coefficient of 0.8 is considered to be sufficient for 
research purposes [62]. 

Construct validity is an operational concept that asks 
whether the items chosen are describing the true 
construct(s) [62]. In this study, the constructs are RE 
success, user participation, and uncertainty. Construct 
validity includes two other concepts: convergent valid- 
ity and discriminant validity. Convergent validity deter- 
mines whether the items chosen are measuring one 
underlying construct. Discriminant validity determines 
whether an item differentiates between constructs. 
Construct validity of the instrument was evaluated 
using factor analysis and item-total correlations 
[61,621. 

Factor analysis is considered to be 'a powerful and 
indispensable method of construct validation' [61]. 
Factor analysis is a multivariate technique for 'cluster- 
ing' variables. If the emerging 'dusters '  match the 
expected dimensions, then this is evidence of construct 

13 These criteria were recognised in software engineering more than 
a decade ago by Curtis [106] and Shaw [107]. However,  their 
application in mainstream software engineering research is almost 
non-existent. 

validity. The logic behind using factor analysis is that 
variation among a number of questions that form a 
cluster can be attributed to variation amongst projects 
on one common underlying factor (e.g., user participa- 
tion or RE success). In the presentation of the results, 
factor values that are greater than 0.5 are considered 
significant. Factor values that are not included in the 
presentation of our results are all less than the cut-off 
value. 

For item-total correlations, each item score was 
subtracted from the total to avoid a spurious part-  
whole correlation [76], and the correlation of each item 
with the new total score was computed. The logic 
behind item-total correlations is that we assume that 
the total score is valid. The extent to which an 
individual item measures the same thing as the total 
score is an indicator of the validity of that item [61]. 

Effectiveness refers to the extent to which an item is 
measuring a construct relative to the other scales that 
are measuring the same construct. Attaining a reason- 
able level of effectiveness is important so as not to have 
a lengthy instrument. Multiple criteria were utilised to 
determine effectiveness (i.e., the results of the validity 
and reliability analyses). The purpose was to eliminate 
concepts from the instrument without negatively affect- 
ing its reliability and validity. 

Another criterion that has been used by IS research- 
ers for evaluating an instrument is predictive validity 
[66,68]. Predictive validity can be demonstrated by 
correlating the score on an instrument with another 
measure of the same construct. In this study, these 
other measures were summary scales of the construct. 
When used, the manner in which this summary scale 
was developed is described for the construct. 

Furthermore, for all the instruments described below, 
three small pilot studies were conducted. The purpose 
of these was to identify ambiguities, inconsistencies, 
bad wording and to generally get feedback on the 
usability and clarity of the instruments. During the first 
study, the instruments were given to two senior 
practitioners working for Company Y and they were 
asked to review them and provide comments on any 
ambiguities, inconsistencies, and their understandabil- 
ity, usability, and clarity. During the second study, two 
other senior practitioners working for Company Y were 
requested to rate an RE process in an interview setting 
with one of the authors of this paper present. Each 
interviewee was requested to talk out loud while rating, 
indicating what he interprets each question to mean 
and the rationale for the ratings. During the third study, 
two researchers from the Software Engineering Labo- 
ratory at McGill University reviewed the instruments. 
Based on the comments from the three pilot studies, the 
instruments were revised. 
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The relat ionship between the users and the RE staff was: 

harmonious t I I I I I I I d issonant  

score values-> 7 6 5 4 3 2 1 

Fig. 10. Example of a semantic differential scale and its score values as 
used in our study. 

The comments from the pilot studies identified some 
question wording problems where some questions were 
ambiguous and/or were being interpreted differently by 
different respondents or differently from the inter- 
pretation that we had intended. Also, the comments 
helped us reorganise the questionnaire to make it 
easier to follow and resulted in a reduction in its size. 

Scaling Method 

The scaling model that we have used in defining our 
three instruments is the Likert or summative scaling 
model [77]. Using this model, a number of questions 
measuring each construct are developed. The scores on 
each question are summed to obtain the overall score 
for that variable. 

All the questions ~4 that we have used in our study 
utilised a semantic differential scale [78]. A semantic 
differential scale consists of a concept followed usually 
by a seven-point scale anchored by bipolar adjective 
pairs. An example of a semantic differential scale is 
shown in Fig. 10. The responses on this scale were 
scored as shown in Fig. 10. Thus, for this example, if the 
response is at the extreme left category, it was assigned 
the value of 7. Similarly, if the response is at the 
extreme right category, it was assigned the value of 1. 
For our three variables, the scoring scheme for each 
question was set up such that higher scores mean: (a) 
greater RE success, (b) greater user participation, and 
(c) greater uncertainty. 

A.2.2. Requirements Engineering Success 
Instrument 

The characteristics of this instrument based on the data 
from the current study are shown in Fig. 11. The 
reliability for each dimension is considerably high (0.96 
and 0.89). Evidence for construct validity is shown in 
terms of the factor structure, which matches the 
expected dimensions, and in terms of the relatively high 
item-total correlations. However, the item measuring 
'the adequacy of the diagnosis of the existing system' 
had a factor loading less than 0.5 and its correlation 
with the total scale was small and not statistically 

14 There is one exception, namely in the user participation instrument. 
We developed a dichotomous scale, but this was eliminated from the 
analysis because of the small variation in responses. 

significant. A possible reason for this is that the IS staff 
do not spend sufficient time performing this activity 
because it may be perceived as politically dangerous 
(i.e., because the users may not appreciate effort being 
spent modelling and diagnosing the current system 
knowing that it will be replaced) [19,79]. Therefore, this 
item may not covary with other indicators of RE 
product quality. 

For predictive validity, two summary questions for 
each dimension were used. These summary questions 
were on a seven-point semantic differential scale [78]. 
Each summary question pertained to one sub-dimen- 
sion. The values for both questions were summed for 
each dimension. The coefficients for predictive validity 
are high (0.94 and 0.71) and significant (p < 0.000). 

A.2.3. User Participation Instrument 

Given the relatively long history of IS research on the 
user participation construct, there exist a number of 
user participation instruments in the literature. Many of 
these, however, are unsuitable for direct use in our 
study. For example, some of the published instruments 
evaluate overall user participation in an IS department 
[60,70], but we are concerned with individual projects; 
instruments measuring overall user participation in IS 
development for individual projects have been devel- 
oped [6,40]; however, we are interested in measuring 
user participation only in the RE process. Other 
researchers have measured user participation in the RE 
process using single items [38]; these, however, tend to 
have low reliability [62,80]. 

Multiple-item instruments that measure user partici- 
pation in the RE process for individual projects have 
been developed [37,41,69,81,82]. These are based on 
sets of generic RE activities. Conversely, in the context 
of our study, there are specific RE activities defined in 
Method X. Therefore, instead of using generic activ- 
ities, our instrument can use the Method X activities. 
These activities are described briefly in Appendix B. 

For each activity, we wanted to know three things: a5 
(1) the extent to which there was consultation of users, 

15 Hirschheim [108,109] identifies two elements of participative 
design that ought to be considered: (1) the content of participation, 
and (2) user involvement (this is Hirschheim's terminology, which is 
similar to our definition of user participation given in Section 2.1). 
Our measurement  of user participation focuses on the second 
element and not the first. The content of participation as defined by 
Hirschheim is concerned with the subject matter of participation, 
which includes both technical and social considerations. In Method X 
the scope of user participation is well defined and explicitly includes 
social considerations (e.g., an analysis of how the proposed system 
will fit into and have an impact on the user organisation is part of one 
of the formal Method X deliverables). We therefore anticipated that 
if we at tempted to measure the content of  participation there would 
be little variation across projects following Method X. 
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(a) Quality of Requirements 
Engineering Service 

Mean Std. Dev. Cronbach ~ Predictive Validity 
79.783 25.29729 0.96525 0.9416* 

Scales Used Factor 1 

�9 The awareness of the users of the business changes 0.772840 
required in order to implement the recommended solution 

�9 The users defending the recommended solution in front of 0.852156 
executive management 

�9 The users' consensus on the recommended solution 0.881427 
�9 The relationship between the users and the requirements 0.851432 

engineering staff 
�9 The fit between the recommended solution and the strategic 0.589543 

orientation of the organisation 
�9 The ability of the user organisation to make the necessary 0.691609 

changes to implement the recommended solution 
�9 The willingness of the user organisation to make the 0.846621 

necessary changes to implement the recommended solution 
�9 The degree of top management support for changes 0.835191 

necessary to implement the recommended solution 

Factor 2 

m 

> 

m 

o 

0 

0 

I 
�9 

Z 

Item-Total 
Correlations 

0.653988* 

0.784147* 

0.852906* 
0.834333* 

0.672874* 

0.721003* 

0.825082* 

0.784211* 

(b) 
Quality of Requirements 

Engineering Products 

Mean Std. Dev. Cronbach ~ Predictive Validity 
80.0106 16.31702 0.890762 0.7095* 

Scales Used Factor I 

�9 The coverage of the costs in the cost/benefits analysis m:~ 
�9 The coverage of the benefits in the cost/benefits analysis _> 
�9 The amount of benefits that are expected to be brought u z 

133 
to the organisation by implementing the recommended = 

o 
solution compared to alternative solutions -n 

�9 The accuracy of the cost estimates for the recommended 
solution compared to the accuracy the organisation is -4 O 

accustomed to ~:u 
�9 The clarity of the links between the (process and data) 

(,9 

models and the system objectives 
�9 The clarity of the links between the (process and data) 

models and the key issues 
�9 The adequacy of the diagnosis of the existing system 
�9 The clarity of the links between the weaknesses and 

strengths of the existing system and the weaknesses 
and strengths of the recommended solution 

Factor 2 Item-Total 
Correlations 

0.777055 0.537158 ~ 
0.757643 0.604415* 
0.402690 0.369213*** 

0.501920 0.555295** 

0.594607 0.583304* 

0.537871 0.540921** 

0.407199 0.172328 
0.664985 0.576977* 

KEY 
All tests are one-tailed 
*p<0.0000 
**p<0.000 
***p<0.00 

Fig. 11. Characteristics of the measure of the quatity of (a) RE service and (b) RE products. 
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(2) the extent to which users had responsibilities, and 
(3) whether  the users validated and signed off the 
deliverables of each activity. For each of the former 
two, a seven-point semantic differential scale [78] was 
developed for each activity; for the latter a dichot- 
omous scale was developed for each activity. 

After  the data were collected, it was found that there 
was little variation in the items assessing whether the 
users validated and signed off the deliverables of each 
activity. In general, the users did validate and sign off 
deliverables for all activities. Therefore,  these items 
were removed from the final instrmnent. 

The characteristics of the final instrument are shown 
in Fig. 12. As can be seen, the composite reliability is 
high (0.93133). There is also good evidence of construct 
validity, with the factor structure matching the expected 
two dimensions, and overall high i tem-total  correla- 
tions. For predictive validity, a single summary item 
asking about overall user participation in the RE  
process was used. The significant (p < 0.000) 0.5809 
correlation provides further evidence of validity. 

In general, there will only be two types of personnel 
knowledgeable about the extent of user participation in 
an IS project: users and IS staff. Previous research has 
found that there is a weak or no relationship between 
user participation as rated by users compared to the 
ratings by IS staff. For instance, Olson and Ives [60] 
found a zero correlation (non-parametric) between 
overall user participation ratings made by users and IS 
managers. This, however, they attribute to the fact that 
the IS managers were rating the typical user while users 
were rating their own level of participation. Hawk and 
Aldag [82] found only a 0.31 (p < 0.01) correlation 
between project-specific user participation ratings 
made by users and those made by systems analysts. In 
previous research, however, where disagreements 
between the two perspectives were found, the IS rating 
was used [10]. 

When either of those types of personnel rate user 
participation there is also the danger of self-serving bias 
[82]. This means that individuals are likely to attribute 
success to themselves, and to minimise self-blame in the 
case of failure. If the users self-rate their participation 
in the IS development  process, then this would tend to 
inflate the relationship between user participation and 
success. One study that investigated this phenomenon  
in the context of user participation measurement  found 
that a user-rated user participation measure is more 
strongly related to success (using a user satisfaction 
instrument) than when user participation is rated by 
analysts [82]. Such evidence supports the self-serving 
bias hypothesis. 

The alternative to user-rated instruments is to have 
IS staff rate user participation. However,  the IS staff's 
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perceptions of user participation may still be influenced 
by self-serving bias. Low user participation implies 
increased IS staff responsibility, and vice versa [82]. 
Such a bias would lead to an understatement of the 
relationship between user participation and success. 

In our study, the IS staff rated user participation. 
Therefore,  the results of our study would tend to be 
conservative since the extent of user participation is 
expected to be understated for successful RE  processes 
and overstated for unsuccessful R E  processes. It should 
be noted that the alternative, of users rating their 
participation, could still introduce some bias into our 
findings, resulting in inflated relationships between user 
participation and RE  success. 

A.2.4. Uncertainty Instrument 

A number  of researchers have conducted empirical 
studies where they defined and measured uncertainty 
based on the notion of structuredness. Munro and 
Davis [83] describe an experiment to compare the 
effectiveness of two methods for determining informa- 
tion requirements under different situations. One of the 
situational characteristics that they varied was the 
structuredness 16 of management  decisions. They sub- 
jectively determined whether a decision was relatively 
structured or relatively unstructured. Based on their 
experience, they assert that there is no objective way to 
evaluate the structuredness of a decision and call for 
more research in this area. Another  approach was used 
in Edstrom's study [6]. He makes a distinction between 
users in the technological core of the organisation (e.g., 
production and inventory control) and users working at 
the boundary of the organisation. The former 'would 
tend to have programmed conceptual frameworks,  
since their task environment is relatively well struc- 
tured' ,  and the latter 'will tend to have heuristic 
frameworks, since they will have to cope with more 
uncertainty and must be able to adapt to changes in the 
environment. '  Kim and Lee [38] use structuredness w as 
a moderating variable in a model of user participation. 
Structuredness was divided into structure of the proce- 
dure and periodicity of the job interval. Each was 
measured using a single item. Franz and Robey [37] 
developed five items to measure the structure of 
decisions. These evaluate the extent to which decisions 
are routine and frequent and how routine the decision- 
making procedures were. 

16 In that paper, the authors use the term programmed. This is only a 
difference in terminology since, in the Gorry and Scott Morton [30] 
framework, use of the terms structured and unstructured are based on 
Simon [110], which is the same source cited by Munro and Davis 
[s31 
17 The authors also use the term task complexity in their paper. 
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Based on the more general notion of characteristics 
of the utilising system of Davis [22] and the more recent 
extension of this work to include the notion of 
equivocality [23], we developed a four-item measure of 
requirements stability and reliability. One item was 
dropped because it reduced overall reliability and 
showed little validity (this item was concerned with the 
overall stability of the business process). The remaining 
three items are shown in Fig. 13. These three items 
match the definition of uncertainty given in Mathiassen 
and Stage [84]: 'the availability and reliability of the 
information that is relevant in a given situation'. Thus, 
the extent of user commitment to their decisions and 
the strength of leadership items are concerned with 
having clear and firm requirements available from the 
users. The conflicting requirements item is concerned 
with the reliability of the requirements that are 
gathered. 18 

We hypothesised another dimension to uncertainty, 
namely technology uncertainty. While this does not 
enter into our theoretical model, it was used to provide 
evidence of validity. All items covering the two dimen- 
sions of uncertainty were presented to seven experi- 
enced practitioners in an interview setting. The items 
were actually the concepts that made up the semantic 
differential scale that we used (these are the bullet 
points in Fig. 13). All items were written on slips of 
paper approximately i • 8.5 inches in size. The inter- 
viewees were requested to put the items into two or 
more categories such that the items in each category 
were most similar to each other and most dissimilar 
from the other categories. The items were randomly 
ordered before each interview. The interviewees were 
subsequently requested to provide an interpretation of 
each category. Based on the interviewee's categorisa- 
tion, a distance matrix was constructed. The distance 
matrix was derived from an incidence matrix as follows: 
d q  = 1 - sq,  where dq is the distance between items i 
and j, and sq  is the similarity between items i and j. 
Similarity is defined as the proportion of interviewees 
who placed items i and j in the same category. 
Subsequently, hierarchical agglomerative clustering 
algorithms [85] were used to identify the various 
dimensions of uncertainty as perceived by the inter- 
viewees. 19 The results of this clustering were the two 
hypothesised dimensions, and the interviewee inter- 
pretations were consistent with our expectations. 

is Measures of project size and the number of users are not included 
in our uncertainty instrument because, as elaborated in Burns and 
Dennis [111], these are concerned with complexity as opposed to 
uncertainty. 
19 Miller [112] shows that such a matrix is a metric distance matrix, 
and hence satisfies the criteria desirable for the application of 
numeric cluster analysis algorithms [85]. 

Further evidence of validity and reliability is shown 
in Fig. 13 based on the survey data. As can be seen, two 
distinct factors emerged as expected. The Cronbach 
alpha reliability was 0.8361, and item-total correlations 
are reasonably high and all significant at p < 0.001. 

A.3. Non-Response Bias 

Late respondents are considered to provide a good 
measure of the characteristics of non-respondents [86]. 
To test for non-response bias, early respondents were 
compared with late respondents with respect to their 
demographic characteristics. The demographic charac- 
teristic frequencies were tabulated in r • c tables, 
where r was always 2 (early respondents/late respon- 
dents) and c was 2 or greater. Given the relatively small 
sample, a decision rule had to be employed in choosing 
the most appropriate test [87]. For 2 • 2 tables, if all 
expected frequencies are greater than 5, then a chi- 
square test was used. Otherwise, the Fisher exact test 
was used. 2~ For 2 • c tables, where c > 2, if less than 
20% of the expected frequencies were less than 5 and if 
no cell had an expected frequency of less than 1, then 
the chi-square test was used. Otherwise, cells were 
combined by merging columns, 21 and the appropriate 
decision rule was applied. 

All tests of non-response bias were two-tailed and 
were conducted at an alpha level of 0.05. For the 
following characterisations no bias was found (i.e., the 
null hypothesis could not be rejected): by sales (over 1 
billion/less than 1 billion), number of employees in the 
IS department (more than 100/less than 100), business 
sector (government/communications - aerospace/retail 

- distribution - transportation/insurance - finance - 
banking/other), number of analysts taking part in the 
RE process (low/high determined around the mean), 
percentage of total effort expended on the RE process 
(low/high determined around the mean), the number of 
user departments affected by the system (low/high 

20 The approximation of the X 2 statistic to a chi-square distribution 
assumes that expected frequencies are not too small. However,  
Cochran [113] has pointed out that the rule utilising the number five 
as a minimal expected frequency may be too restrictive. Furthermore, 
it has been suggested that the conventional chi-square statistic may 
be used for 2 • c tables where expected frequencies may be as low as 
1 [114]. In any case, in our data set, for 2 x 2 tables, there was no 
difference in the resulting interpretation of bias between the 
conventional chi-square test and the Fisher exact test. 
21 Combining categories is generally not considered to be good 
practice. This leads to loss of information, affects the sampling 
characteristics in manners whose consequences are unknown, and the 
different possible ways in which the pooling of categories is done can 
lead to different results. In this study, where pooling was performed, 
pooled and unpooled results were compared. Where there was no 
difference, the unpooled results are pTesented. On only one occasion 
was there a difference. 
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R2 R 2 
User Participation Uncertainty Interaction (raw) (centred) 

User Participation 1.00 0.8641 0.3347 

Uncertainty -0.3282* 1.00 0.9202 O. 1084 

Interaction 0.3834* 0.7067* 1.00 0.9237 0.2706 

Fig. 14. Bivariate correlations amongst the independent variables without centring, and R 2 values when regressing each independent variable on 
the other two for raw and centred values (*p < 0.05). 

determined around the mean), number of user sites 
(low/high determined around the mean), 22 position of 
respondents (manager/technical/other), projectmanag- 
er's years of experience (low/high determined around 
the mean), and location (Canada/outside Canada). 
However, for the characterisation by the number of 
users involved in the RE process (low/high determined 
around the mean) and by the lead architect's years of 
experience (low/high determined around the mean) the 
null hypothesis could be rejected. A closer examination 
showed that lead architects tend to have more years of 
experience in the early respondents group than the late 
respondents group. Also, the number of users involved 
tend to be smaller in the late respondents group. Hence, 
on demographic characteristics there seems to be a 
slight bias. 

Finn et al. [88] have argued that demographic 
differences between respondents and non-respondents 
do not automatically signal bias. To investigate this 
possibility, respondents and non-respondents were 
compared in terms of the four main variables being 
investigated in this study (user participation/uncer- 
tainty/quality of RE service/and quality of RE prod- 
ucts). All four variables were dichotomised around the 
mean. The null hypothesis could not be rejected at an 
alpha level of 0.05 for a two-tailed test for all variables. 
Hence, there seems to be no significant bias in 
responses between respondents and non-respondents, 
even though a slight demographic difference was 
identified. 

A.4. Details of the Data Analysis Method 

In regression models where multiplicative terms are 
used, there is usually a high degree mult icolI ineari ty .  23 
This is because the multiplicative term exhibits strong 
correlations with its component parts. 24 

z z  We repeated this test after removing outliers. The null hypothesis 
could not be rejected at c~ = 0.05. 

In our data set, the bivariate correlations amongst 
the independent variables are shown in Fig. 14. It is 
clear that the correlation between the interaction term 
and uncertainty is rather high. A better approach to 
detect multicollinearity is to regress on each independ- 
ent variable all the other independent variables. This 
allows one to detect the case where an independent 
variable depends on more than one other independent 
variable. The results of this regression are also shown in 
Fig. 14. This dearly indicates high multicollinearity 
(because of the relatively high values of R2). 

One approach to deal with multicollinearity is to 
transform the independent variables by centring them. 
This means subtracting the mean for that variable from 
each raw observation [89]. The centred values are then 
used to estimate the regression coefficients. Using this 
transformation, the new (centred) R 2 values are shown 
in Fig. 14. This has resulted in a substantial reduction in 
multicollinearity as indicated by the relatively low R 2 

23 One of the requirements of the linear regression model  that we 
have employed in our analysis is that no independent  variable is 
perfectly linearly related to one or more of the other independent  
variables. This situation is referred to as perfect multicollinearity. 
When there is perfect  multicollinearity then the regression surface is 
not even defined. Perfect multicollinearity is not common. However,  
the larger the multicollinearity, the greater the standard errors of the 
coefficient estimators. This means that t-statistics for significance tests 
tend to be small, and confidence intervals tend to be wide [115]. One 
implication of this is that the conclusions drawn about the relative 
impacts of the independent  variables based on coefficient estimates 
from the sample are less stable. 
24 Such high multicollinearity has led some authors to discourage the 
use of  multiplicative terms in multiple regression [115]. The multiple 
regression equation with a multiplicative term, however, specifies a 
conditional relationship. The standard errors of the regression 
coefficients are not general as in an additive model  (i.e., with no 
multiplicative term), but are conditional upon certain values of X1 
and X2. Therefore the standard errors of bland b a are the conditional 
coefficients when )/2 and X 1 are zero respectively [49]. In the 
presence of interaction, the conditional standard errors of the 
coefficients in the interactive model  will be lower than those in the 
additive model  for some values of X1 and X2 [116]. Furthermore,  a 
Monte  Carlo simulation demonstrated the reliability and stability of 
these coefficients [49]. However,  multicollinearity has another possi- 
ble effect: that of computational errors [89]. Therefore, steps still have 
to be taken to reduce it. 
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values. Furthermore, the largest of the variance infla- 
tion factors [90] for the three X's is 1.5 (the average 
value is 1.33), which is considerably smaller than the 
maximum acceptable value of 10. 

Another one of the assumptions that the multiple 
regression model is based upon, as stated by some 
authors [91], is that all the variables should be 
measured at least on an interval scale. This assumption 
is based on the mapping originally developed by 
Stevens [92] between scale types and 'permissible' 
statistical procedures. In our context, this raises two 
questions. First, what are the levels of our measurement 
scales? Second, to what extent can the violation of this 
assumption have an impact on our results? 

The scaling model we have used in the measurement 
of our constructs is the summative (or 'Likert', as it is 
also referred to) model [77]. Some authors state that 
summative scaling produces interval-level measure- 
ment scales [77], while others argue that this leads to 
ordinal-level scales [93]. In general, however, our scales 
are expected to occupy the grey region between ordinal 
and interval level measurement. 

Given the proscriptive nature of Stevens' mapping, 
the permissible statistics for scales that do not reach an 
interval level are distribution-free (or non-parametric) 
methods (as opposed to parametric methods, of which 
multiple regression is one) [87]. Such a broad proscrip- 
tion is viewed by Nunnally as being 'narrow' and would 
exclude much useful research [62]. Furthermore, stud- 
ies that investigated the effect of data transformations 
on the conclusions drawn from parametric methods 
(e.g., F ratios and t tests) found little evidence support- 
ing the proscriptive viewpoint [94-97]. Suffice it to say 
that the issue of the validity of the above proscription is, 
at best, debatable. As noted by many authors, including 
Stevens himself, the basic point is that of pragmatism: 
useful research can still be conducted even if, strictly 
speaking, the proscriptions are violated [91,92,98,99]. A 
detailed discussion of this point that supports our 
argument is given in Briand et al. [100]. 

Appendix B: Activities of the RE process in 
Method X 

The following are the activities of the RE process as 
stipulated in Method X. 

Examine the Existing System 

This gives the analysts an understanding o f  the user 
environment where the new system will be imple- 
mented. During this activity, users provide the relevant 
information about their existing manual and automated 

processes. Users should ensure that all statements 
based on this examination are based on fact and not 
only on impressions. 

Define System Context and Objectives 

The objectives of the system are the results to be 
achieved. The context defines the boundaries of the 
system. The key issues identify the factors critical to the 
success of the system. Users participate in this activity 
to ensure that the objectives are realistic and supported 
by the findings of the activity above (examining the 
existing system). Also, users must be involved in 
deciding on the boundaries of the system to ensure that 
they agree to it and that it matches their needs. 

Build the Conceptual Process and Data Models 

These two activities ought to be based on interactions 
and consultations with the users to ensure that all the 
users see the same thing the same way and also that the 
models reflect their business processes. Users must 
understand these models, and may even develop the 
models themselves. 

Establish Basic System Concepts 

Basic system concepts guide the technical choices made 
in the system architecture. Each one must be fully 
justified. The users must determine what is important 
and what is 'nice to have'. 

Draft Functional Process Model 

During this activity the functions of the system are 
defined and divided into automated and manual func- 
tions. Users should provide input in developing these 
models as well as ensure that they understand and 
agree to their contents. 

Determine Technical Feasibility 

During this activity, a decision is made on whether to 
adopt a package, to custom build the IS, or do both 
(where the package is part of the solution). The future 
direction and strategies of the user organisation must 
be considered when making this choice. 

Determine Cost Effectiveness 

The cost of the system (costs of development, acquisi- 
tion, implementation, operation, and maintenance) 
must be compared to its anticipated benefits. The users 
must be convinced and committed to the cost and 
benefits estimates that are made during this activity. 
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