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Introduction 

n Let ~2n be endowed with the canonical symplectic form a = ~ i =  1 dxi ^ dY i, and 
consider a Lagrangian embedding of a compact  manifold j :  L" --, (R 2", a). 

A well-known result due to G r o m o v  ( [ G ] )  states that the cohomology class of a 
in H z ( E  2", L)  is non-zero (we identify L with its image in R2"). 

An equivalent assertion is that  the Liouville form 2 = Y',7= 1 xldy i pulls back to 
a closed form j*2 on L, whose cohomology  class does not vanish. 

G r o m o v ' s  proof  uses subtle properties of holomorphic  maps into C". He shows 
that there is always a holomorphic  disk A in C" with boundary  in L. On such a disk, 
a is positive, hence SA a = SOA 2 > 0. 

In this paper we shall only consider the case L = T", and give an "elementary" 
proof  of Gromov ' s  result (elementary should be understood in the sense of  number  
theory, that  is without using holomorphic  functions). In fact our result is somewhat  
more  precise and can be stated as follows. 

Theorem A. I f  j: T" ~ (~2", 09o) is a Lagrangian embedding, there exists a loop 7 on 
T" such that: 

(i) < [ j*2 ] ,  7 )  > 0 
(ii) (#( j ) ,  7 ) ~ [2, n + 1 ] 

where I~(j) is the Maslov class of j, and ( , )  is the pairing between H 1 and H~. 

This result answers a question first raised (as far as we know) by Mich61e Audin 
(cf. [Au 1]). Let us point  out  that since the torus is orientable, (#( j ) ,  7 )  is always 
even, so that  in (ii) we can replace n + 1 by the largest even integer less than n + 1. 
In particular, for n = 2 we get that  (p( j) ,  7 ) = 2. In section 5 we generalize this 
result to the case where L has a metric with nonpositive sectional curvature x. 

1 In March 89, the author received from Leonid V. Polterovitch a manuscript giving a proof of 
theorem A for n = 2, based on a holomorphic curve approach 
* Research at MS.R.1. supported in part by NSF Grant DMS-812079-05 
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Note: The map L a g l m m ( L ) ~  lmm(L) which associates to a Lagrange regular 
homotopy class of Lagrange immersion in 1~2, its regular homotopy class as an 
immersion, has been thoroughly studied by M. Audin ([Au 21). In particular, if 
n > 2, any even cohomology class p in H~(T ") = 7/", is the Maslov class of a 
Lagrange immersion of the torus regularly homotopic to an embedding. A natural 
question is: can this regular homotopy be made Lagrangian. Because the Maslov 
class is invariant through Lagrange regular homotopy, the following corollary of 
theorem A provides a negative answer. 

Corollary 1. I f  # ~ H I ( T  ") = 2~ ~ is contained in d'~_", where d > n + 1, there is no 
Lagrangian embedding of the torus with Maslov class p. 

Let us also remark that for n = 2, regular homotopy classes of Lagrangian 
immersions are classified by the Maslov class. This is because Lagrange immer- 
sions are classified by [ T 2, U(2)], the set of homotopy classes of maps from T 2 to 
U(2). But U(2) - SU(2) x S ~ = S 3 x S ~, thus [ T  2, U(2)] = [ T  2,S 3] 
x [ T  2 , $ 1 ] = [ T  2,$11. It is easy to check that [ T  2,S~] is given by half the 

Maslov class. Thus in this case our theorem tells exactly which Lagrange immer- 
sions are regularly homotopic (through Lagrange immersions) to an embedding: 

Corollary 2. A Lagrange immersion of T 2 is Layranye regularly homotopic to an 
embedding if and only if the Maslov class is twice a generator of H I (T  z ). 

Another application of our main result is: 

Corollary 3. Let j: 7" ~ T* T ~ be a Lagrange embedding such that the degree of n oj 
is nonzero (n is the projection of the natural projection T* T" --* T"). Then j has 
vanishing Maslov class. 

Proof (partially due to M. Herman and L. Polterovitch) We first remark that any 
compact subset of T*S 1 can be symplectically embedded into ~2 _ {0}. Thus any 
compact subset of T* T" ~- (T* S 1), can be symplectically embedded in B e". The 
embedding of course depends on how we write T" as a product of circles. Now, if/is 
such an embedding, i oj will be a Lagrange embedding of T" in (~2n, a). The 
Maslov class of i oj is given by the formula 

12(ioj) = j*(#(i')) + p(j) 

where i" is the restriction of i to the zero section. Now by our assumption, j* is an 
isomorphism, and it is easy to show that #(i') is equal to 2 ~ =  ~ e* where e* is the 
image of HI ( S  a) ~ H I ( T  ") induced by the projection T"--, S 1. By composition 
with a map in SL(n,Y_), we can arrange (el . . . . .  e,) to be any basis of 
H i (T " )  = 7/", and thus ~(?) to be any class equal to twice a generator. Thus we can 
choose i so that if we write #(j) = 2k.e  with e a generator, we have j* #(?) = 2 ' e  
hence/~(i o j)  = (2k + 2).e. According to theorem A, this implies 2 < 2k + 2 < n 
+ 1, so k must be bounded. Let us show that in fact k must be zero. Assume not, 

then by taking a suitable p-fold covering of T", inducing a covering of T* T", we 
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find a new embedding j'" T" --* T* T" with/~(j') = 2kp. e. For p large enough, this 
contradicts the above inequality z. 

Our approach to this problem is through the use of periodic solutions of the 
Hamiltonian system described in section 1. By combining ideas from [V2] with a 
careful comparison of the Conley-Zehnder index of a characteristic curve of the 
unit sphere bundle over T" and the Morse index of the corresponding geodesic, we 
prove 

Proposition B. I f  j: T"~  ~2, is a Lagrangian embedding, there is a loop 7 such that: 

(i) <[j*23, y )  > 0 
(ii) <p( j ) ,y>e[2 ,  n + 1].  

Note that the proposition only differs from the theorem by changing in (i) the 
conclusion < [ j * 2 ] ,  7> positive into <[ j*2] ,  7> nonnegative. Without (ii), the 
proposition would be trivial, while the theorem is already a deep fact. Because of 
condition (ii), we are able to show that the proposition and the theorem are 
equivalent. We now assume the proposition, and prove the theorem by con- 
tradiction. We suppose that any loop for which </~(j),7> is in [2, n + 1] has 
<J*< 7 > < 0. We are now going to describe a Lagrangian isotopy Jt such that 
J = Jo, and for some small e, j~ satisfies: 

(*) for any loop 7 on T", < #(j~), ~ > e [2, n + 1] implies <j*2, 7 > < 0 

which would contradict the proposition. Note that < #(j,), 7 > = </~(j), 7 > since the 
Maslov class is invariant by Lagrangian regular homotopy. 

We construct j, as follows. According to Weinstein's theorem, we can sym- 
plectically identify a neighborhood U of j (T")  to a neighborhood of the zero section 
of T* T". Remember that Lagrangian tori close to j (T")  can be considered as 
graphs of closed one forms on T". Moreover i fL is the graph of ~, then "'2 

= < ~ , y >  + <j~2,7>. 
It is now clear that if we choose ~ to be a closed one form in the cohomology 

class of - t~(jo), then settingL = L~, we get that for s small enough L(T") is well 
defined, and 

"~, <Is -, 7> = <j*2, ~> -- s<p(jo),y> 

Let now ~,' be such that < #(Jo), 7 > is in [2, n + 1 ], then <j* 2, V > < <j* 2, V > by the 
above inequality, but by assumption <j~2,7> < 0 ,  so <A ,~> < 0 ,  hence j, 
satisfies (*). This concludes our proof. 

Remark. Let us point out that the most useful applications of Theorem A follow 
from the property of the Maslov class being in [2, n + 1], rather than from the 
positivity of the action. In fact one of the most celebrated applications of Gromov's 
result is the existence of exotic symplectic structures on R 2", for n > 2. This can also 
be proved using the boundedness of the Maslov class: let io: T " ~  (~2,, a) be a 
Lagrange immersion with zero Maslov class. Consider now T" as a submanifold of 

2 We refer to a forthcoming paper of Lalonde and Sikorav for a different proof, and among other 
results, additional interesting consequences of theorem A 
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~2n, and denote by j the canonical  embedding. Using the Hirsch-Smale theory of 
immersions we see that for n > 2, i o extends to an immersion i of 1t~ z" in ~2.. Then 
co = i*a is a symplectic form on ~2., and j is a Lagrange embedding of T" in 
(R 2,, co) with zero Maslov class, hence co is an exotic symplectic structure (i.e. there 
is no symplectic embedding (•2., co) ~ (R2,, a)). 

Now the reader only interested in the statement (ii) can avail himself of a 
simpler proof, along the following lines. Use as before Weinstein's theorem to show 
that we can embed 2~ = {(q, p)~ T* T"llp] = ~}. N o w  2;~ is a contact  type hyper- 
surface of  R 2" to which we can apply the results of IV2] :  S~ has a closed 
characteristic of  Conley-Zehnder  index in [2, n + 1] (this is not  exactly what is 
proved in [V2], however it follows from Prop. 4.1, Cor. 4.2 and the relationship 
between the Conley-Zehnder  index and the Morse index of the dual action 
functional). We know that  the closed characteristic of ~ are in one to one 
correspondence with the closed geodesics of the torus. Moreover  according to 
Theorem 3.1, the Conley-Zehnder  index of  a closed characteristic is related to the 
Morse index of the corresponding geodesic through the formula 

i~z(X) = iM(q) + ( la(j) ,  q )  

Since on the torus (with the flat metric), iM(q) is always zero, we get immediately 
( /a(j) ,  q ) ~ [ 2 ,  n + 1] as announced.  

The paper is organized as follows: 

1. Hamil tonian systems localized near a Lagrange submanifold 
2. Finite dimensional reduction and applications 
3. Compar ing  the indices 
4. Existence of  periodic orbits with prescribed index and proof  of the pro- 

position 
5. A generalization of  our theorem 

I would like to thank Mich61e Audin and Daniel Bennequin for helpful comments and for 
suggesting many improvements, Y.G. Oh for pointing out several inaccuracies in the preprint 
version of this paper, as well as the participants of the Symplectic Topology workshop held at 
M.S.R.I. in September 1988, where these results were first announced. I also would like to thank 
Michael Herman for asking the question answered in corollary 3, and pointing out to me the 
concluding "covering argument". Last but most important, I would like to thank Franqois 
Laudenbach and Jean-Claude Sikorav not only for their invaluable contribution in carefully 
reading the manuscript, pointing out innumerable mistakes, raising several delicate points which I 
had overlooked, and suggesting ways to improve the exposition, but also for their interest in the 
results which are presented. 

1. Hamiltonian systems localized near a Lagrangian submanifold 

In this section we fix j, a Lagrangian embedding of the n-torus. To simplify our  
notations,  we forget about  j, and consider T" as a submanifold of  ~2,. Remember  
that  according to Weinstein's theorem, we can actually assume that a neighbor- 
hood  U of  T" is the symplectic image of  a ne ighborhood  of  the zero section in 
T* T". 

For  a point x in U, we shall write x = (q, p) with p c  T* T". 
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We now define a family H, of Hamil tonians  on ([t~2n,(D0) such that  the 
corresponding system 

{ ~ = X H , ( x )  

(~r x(0) = x(2rt) 

will have a solution with positive action. We shall show that this solution is 
actually in U and if we write x = (q, p), q is a closed geodesic of  T" (with the 
canonical  flat metric), and the Conley-Zehnder  index o fx  is in [2, n + 1] (prop. 4.4). 
We shall see in section 3, that  this implies (/~(j), q ) e [ 2 ,  n + 1]. 

Let us define H~: Choose p small enough, so that we can assume 
{(q, p ) ~  T * T " I ] p l  <<. p }  = U, and R large enough so that U c B(0, R). Then set 
H~(q,  p) = h,(lpl) where h~ is a C ~ function such that 

h~ is nondecreasing, strictly convex on [-0, e], with h"(0) = 0 
(1.1) 

concave on [ p / 2  - ~, p /2] ,  linear on [e, p/2  - ~] . 

h , ( s )  = - e + cs for  e <_ s < p /2  - e . (1.2) 

h~(O) = h'~(O) = O h , ( s )  = a for  s > p /2  w h e r e  a > 3 RZ (and c ~_ a /p )  . (1.3) 

As a result h'~(s)s - h~(s) < e for all s since this quanti ty is increasing on [0, e] 
(its derivative is h', '(s)s), decreasing on [ p / 2  - ~, p /2]  and constant ly equal to e on 
[e, p /2  - ~], the above inequality is clear. 

We now extend H, to ~2,  as follows 

in B(0, R) - U, H~ -= a (1.4) 

a for =< R 2 
in ~ 2 ,  _ B(O, R) ,  H~(x)  -- .q(Ixb 2) where g(r)  = ~r  for > 2R 2 (1.5) 

and g'(r)  < 3 = 4, g(r)  >= �88 (hence 9 ' ( s ) s  - 9(s)  <= O) . 

Note  that  p and R are geometric  constants,  and thus we can choose a and 
c( ~ a l p )  once and for all, and only e will be allowed to vary. We now define the 
action functional 

o 

for x s H t ( S  ~, ~ 2 , ) .  A n  is St- invar iant  for the S ~ action defined by O . x ( t ) =  

x ( t  + 0). The critical points of A n  are the solutions of (~'~). 
As we will prove in section 4, A u has a critical orbit  of strictly positive critical 

value and of Conley-Zehnder  index in [2, n + 1]. 
It is now an easy fact that, due to the choice of  H, ,  a critical orbit  of A/4~ with 

positive critical value must  have its trajectory contained in U (see [V2] and [H-Z] )  
and thus can be writ ten as x = (q, p) with 

I 
ll = h;([pl)p/Ip[ 
~ = 0  

(q(0), p(0)) = (q(2rt), p(2rc) ) 
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or else 

pc(t) =- Pc, (h(t) = h'~(lp~[)p~/]p~[ 

and q~ is a geodesic of  T" with length 

2 n  2 ~  

[(h(t)ldt = ~ h',(lp~[) = 2nh'~(lp, I) < 2nc 
0 0 

where c is as in (1.2). 
Note  that  since length (q~) < c, c is independent  of e, and the set of geodesics of 

length less than c is compact ,  we can find a subsequence e,--* 0 such that  q~. 
converges to some geodesic qo. 

Note  also that  

2 n  2 n  2 n  

AH~(x~) = ~ P~gh + ~ q*2 -- ~ h~([p~[) 
0 0 0 

2 n  

= 2n(h'~([p~l)lp~] - hdlp~l)) + I q*2 
0 

and using inequality (1.2), we get that  

2 =  

AH,(x~) <= 2 ~  + I q*2 . 
0 

This yields for e = e, 

2 ~  

A~t, (x~,) < 2he. + I q*,2 
0 

so that  if we show that  An~.(x~.) > O, we get 

2 n  

- 2he. < I q*2 .  
0 

and letting n go to infinity, implies (i) of the proposi t ion.  In the section 4, we shall 
prove that  (/~(j), qo ) e [2, n + 1] hence complet ing the p roof  of the proposit ion.  

2. Finite dimensional reduction and applications 

Let A n be the action functional on H I ( S  1, R2"). We want  to reduce the equat ion 
dAn(x)  = 0 to a finite dimensional  problem. 

For  this we recall the approach  of Amann,  Conley and Zehnder  (cf. [A-Z 1], 
[A-Z 2], [Co-Z] )  which consists of  a Lyapunov-Schmid t  reduction. 

For  x e H ~ ( S  1, R2"), we can write its Fourier  decomposi t ion  x ( t ) =  ~ ' ,k~  
exp(kJt)Xk, Xke R 2", and then x = u + v where: 

N 

u(t) = ~, exp(kJ t )x  k 
- N  

v ( t ) = x ( t ) - u ( t ) .  
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Let now PN be the projection operator defined by PNX = U and set 
QN= 1 -- PN, EN= Im PN. 

N 
Assuming that IH ' (x) I  < C < ~-, consider for U~EN the equation in v: 

QNDAn(u + v ) = O  or else Ji~ + QN(VH(u + v ) ) = O .  

We claim this equation has for every u a unique solution v(u), C 1 dependent of u 
(we refer to [Co-Z], p. 225 for this result). Moreover aN(U) = Au(u + v(u)) is a C 2 
function on E N such that u is a critical point of a if and only if u + v(u) is a critical 
point of A n , and the corresponding critical levels coincide. 

Note also that the S 1 action on E restricts to an action on EN for which v ~ v(u) 
is equivariant. Hence aN is also equivariant. We now wish to understand how the 
topology of the level sets of aN changes when N increases. Let us first introduce 
the following notation. If (X, A) and ( Y, B) are pairs of spaces, we define X / A  to be 
the usual quotient space, and X / A  A Y/B to be X • Y/A x Y w  X x B. We can 
now state 

Proposition 2.1. Let E~ = {u~ ENIaN(U) < C}, then if c < d and neither is a critical 
value o f  aN, we have that d ~ , .~ ( D 2 n / s 2 n  - (EN+I/EN+I) 1) /x(E~/E~)  where the S 1 
action on the product is inherited from the canonical one on E, and the N + 1-fold 
Hopf  action on (D 2", S 2"- 1) (i.e. O'(Zl . . . . .  z,) = (e "N+ t)~ 1 . . . . .  e "N+ 1)~ 

The main consequence is obtained by applying Thom's  isomorphism, 

Corollary 2.2. I f  H*, denotes Borel's equivariant cohomology functor, 
u , - Z . N ' ~ d  E~,) for N, N '  large "'S'H*-2nN~d~'~N, E~) is canonically isomorphic to , , s ,  ~'~N', 

enough. 

The proof of proposition 2.1 will take up the end of this section. It is mainly 
based on Conley's theory of isolated invariant sets and Morse indices (cf. [Co])  
that we will first try to summarize. 

Let ~ be a vector field on a manifold M, q)t its flow, S an invariant set of the flow. 
In our applications, ~ will be a pseudogradient vector field of some function, and S 
some union of critical points and connections between them (heteroclinic orbits). 

Let us define an index pair for S to be a pair (N 1, N2) of subsets of M such that 

(i) S c inter ior(Nl\N2) 
(ii) S is the largest invariant set in N I \ N  2 

(iii) q~,(N2) c~ N 1 c N z for t > 0 that is N 2 is an exit set 
(iv) if for x in N~ and positive t we have ~o,(x)r then for some positive t', 

q~[0,t,](x) c N~, and q~,,(x)~ N 2 (that is, i fx  eventually exits N~, it does so 
through N z, thus N2 is the exit set of N~). 

We then set h(S) to be the homotopy type of the quotient space N t / N  z. 
Provided the flow of ~ satisfies the Palais-Smale condition, h(S)  is indeed independ- 
ent of the choice of the pair (N~, N2) (cf. [Co], p. 50 for the case N x compact). 

Let us remark that if (N~, N2) satisfies (iii) and (iv) with respect to two vector 
fields ~ and r/, then, if S and T are the maximal invariant sets in N I \ N 2 ,  and if they 
satisfy (i) and (ii), then it is clear that h(S) = h(T). 
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This last remark can be useful in computing the homotopy index, and shall be 
one of the ingredients of our proof. 

Let us now consider ~, a pseudogradient vector field for a function f on M, 
that is 

d f ( x ) { ( x )  < - II d f(x)[I 2 

(we should say a minus pseudogradient!). 
Then if a < b are two regular values of f, and f satisfies the P.S. condition in 

X b \ X  ", then ( X  b, X a) is an index pair for the isolated invariant set S of critical 
points and connecting orbits between these critical points contained in x b \ x  ". 

We shall apply this to a suitably chosen pseudogradient vector field { for arc+ 1, 
so that h(S) d = [EN+I/EN+I].  On the other hand, we prove that for R large 
enough the pair (E~, E~) x (D(R,  Vff+ 1), S(R,  Vff+ 1)) is also an index pair for the 
set of bounded trajectories of ~ in E~+I - E~+I.  Proposition 2.1 follows immedi- 
ately. Here D(R,  V~+ l) and S(R,  V~+x) are the disk and sphere of radius R in 

V~+ 1 = {veErc+i[v(t  ) = exp((N + 1)Jt)vrc+l, vrc+l E[]~ 2n} 

and 

V / ~ / +  1 = {v~Erc+llv(t)  - exp( - ( N  + 1)Jt)vrc+l, vrc+l ~R 2" } 

(hence Erc+ 1 = Erc 0) V~+ 1 @ V~,+ 1)- 
We should also explain how Erc sits into Erc + 1: we have the embedding 

Erc ~ Erc+ 1 

d e f  

u ~ u +  Prc+l(v(u)) = u + v r c + l ( u ) .  

Note that vrc+l(U ) is the unique solution of dvrc +-~ arc+l(u + vrc +1) = 0, and that 

aN(u ) = arc+l(u + VN+I(U)), SO that aN is the "reduction" of arc +1. 
It will be convenient in the sequel to replace aN+ ~ by arc+ 1 such that 

arc+ l(u + vrc+ l) = arc+ ~(u + vrc+ l(u) + vrc+ l) 

for vrc+l e V~+l | V~+l. 
~ ~ c Clearly, if E~v+l is associated to arc+l, E~v+l is diffeomorphic to Erc+l, the 

diffeomorphism being given by u + vrc+ 1 ~ u  + VN§ VN+I. Also, a N is a 
reduction of arc+ 1: 

0 

OUN + 1 
- -  aN+l(U + VN+I) = 0r = 0 

arc(u) = arc+ l(U + 0) 

and the embedding E N ~/~N + 1 is given by u --* u + 0. 
We are now going to construct a vector field ~ on /~N+I such that 

1, EN+I) is an index pair for (2.3) 
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( E ~ , E ~ )  x (D(R,  V~+I ) ,S (R  , V~r§ x V~v+l is another  index pair  
for ~. In fact ~ will be a pseudogradient  vector field of c7 N + 1 near (2.4) 

def { X e ~ N + I I a N + I ( X ) = d }  and dE~+t ,  which will ensure ~ / ~ + 1  = 

(2.3). 
We now define 

def 
Definition 2.5. Set ~l(u + VN+I) = Dvu+~ = JVl~+l, and let tp be a cut off func- 

tion near 0. Then we define 

~(u + v) = (1 - <p([vl2))r + v) -- q~([vl 2) VaN(u ) . 

k 2 
L e m m a  2.6. (i) l f  H is equal to ~lxl outside a compact set with k q~ Z, then ~ satisfies 

the Palais-Smale condition. 
~c (ii) I f  c < d are regular values of  ?t N + 1, then ( E~ + x, Es  + 1) is an index pair for  ~. 

Proof  We leave (i) to the reader. For  (ii) it will be enough to show that 
~c VaN+l(x)r  < --I~(x)J 2 and that ~(x) does not  vanish on c~/~+ 1 or dEN+ 1. 

(Note that this almost says that ~ is a pseudogradient,  except that we replaced on 
the r.h.s. II d f ( x )  II 2 by I r (x)l 2, so that ~ is only a pseudogradient  away from its zero 
set.) 

If the above inequality is satisfied, 0 / ~ §  1 is the entrance set of ~ and 0 / ~ +  ~ its 
exit set, and one easily checks that conditions (iii) and (iv) are fulfilled. 

We now show that VaN+I(x)r < -- I~(x) l  z. We first compute 

VaN+I(U + VN+I)'r + VN+I) = ( -- df~N+l -- JfJN+l(U) -- 

VH(u + VN+I(U ) -Jff VN+ 1 "Jl- W(U "q'- VN+ I(U ) "31- VN+I)),  - -  J/)N+ 1 ) 

where w: E N + I ~  L 2 is the map given by the Lyapunov-Schmidt  reduction to 
EN+I. Since G ( u  + VN+I)E VN+I, and V6s+l(u + 0) has a vanishing VN+I com- 
ponent,  the above quanti ty is equal to 

(17~N+ I(U + VN+ I) -- V~N+ I(U + O), ~I(U + VN+ I) ) = 

(--JvN+I-- VH(u+VN+I(U)+VN+t +W(U+VN+t(U)+VN+I)) (2.7) 

+ VH(u + VN+I(U) + W(U + VN+x(U)),JbN+I) . 

In order  to estimate this term, it will be enough to estimate the part  involving VH. 
We shall need 

C 
L e m m a  2.8.  II dw I[ < 

= N - C "  

We first conclude our  proof, assuming the lemma. We consider the quanti ty 

) VH(u + VN+ I(U) + VN+ I + W(U + V~+ I(U) + VN+I))  --  VH(u + VN+ I(U) 

+ W(U + VN+I(U))[ < supIH"(x)IIvN+I + W(U + VN+I(U ) "}- VN+I) 

C N  
- w(u  + VN+ l (u)) l  < C ( l  + II d w  [I )l vN+ i I < - -  IVN+ t [ 

= = N - - C  
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so that  (2.7) can be bounded  by 

CN 
- ( N  + 1)21VN+112 + N ~ C - C  (N + 1)IVN+Xl 2 

= - ( N + I )  2 1 - ( N _ C ) ( N  + I) [VN+I 

1 2 
< ~2 I DVN + 1 ] for N large e n o u g h .  

Thus, we just proved that  

V~N+l(u + vN+~). ~(u  + v,,+~) <= - �89 I ~ ( u  + vN+~)l 2 �9 

This is very satisfactory, as long as we are away  from E N, the zero set of ~ ,  and is 
the reason for adding a second term to get 4. 

Now 

( V?~N+I(u + VN+l), ~(u + vN+l)) 

= q~(Ivx+l l2) (  V~N+,(U + VN+I), ~x(U + VN+X)> 

- (1 - ~0(IVN+al2)( V~N+a(U + VN+I), VFtN+I(U + 0 ) > .  

The  first term, we just proved to be bounded  by - q~(I vu + 112)�89 + VN + 1)12, we 
now consider the second term. 

Using l emma 2.8, we just proved that  

117~N+~(u + VN+~)--  V'~N+I(U + 0)1 _--< C'IVN+II, 

thus our  second term will be bounded  by 

- (1 - q~(IVN+Xl2){I V~N+~(U + 0)12 -- C'IVN+ll}I I7~N§ + 0)1 

< -- (1 -- ~0(I VN+ 112)1V'~N+ l(U + 0)1{I 17'~N + ~(U + 0)1 -- C'IvN+~ I} 

Now,  because ~iN+ 1 satisfies the P.S. condition, and c3E~v, 0E~ are regular values of 
~iN+ 1, I VaN+ I(U + 0)1 = I VaN(U)I is bounded  from below on these sets. We can then 
choose ~o so that  our  second term vanishes if inf I V~N +I(U + 0)l < 2C'IVN +~l (the 
inf is taken on 0E~r w c3E~) so our  second term is less than 

- -  (1 - -  (p([ UN+ 112)�89 V ~ r  ~ (u  + 0)l 2 . 

It is now clear that  

V?~+l(u + VN+I)~(U + V~+I) < --�89 + vN+,)I  2 

and that  r does not  vanish on OE~+~ u OE~+a, provided we prove l emma 2.8. 
Let w(x) be defined by 

d~ + QN VH(x + w(x)) = 0,  

by differentiating, we get 

Jd~(x) + QNH"(x + w)(dx + dw) = 0 
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that  is [D + QNH"(x + w)]dw = - QNH"(x + w)dx. Since 
C 

lid + QNH"(x + w)l] > ( N -  C), we get Idw] < - -  which concludes our  
N - C  

proof  of  l emma 2.8 and thus of l emma 2.6. 
In order  to conclude our proof  of 2.1, we just need to show that  the maximal  

invariant  set of ~ i n / ~ + ~ \ / ~ + t  is contained in 

+ c E~ x D(R, V~+I) x VN+I\E N x D(R, V~+i) 

and that  

+ 
x VN+lWE ~ x S(R, V~+i) x V~,+t 

E d + (, N,E~) • (D(R, V;,+t),S(R, V~+,)) x VN+ 1 

is an index pair  for ~. 
The latter is obvious from the definition of ~, and we now prove the former. 

n We shall actually prove that if ~Pt is the flow of ~, and for some x, ~0t(x) stays in 
EN+l\EN+ l ~ d  ~c for all t, then X~EN. This is easily seen by looking at the vn+l 
coordinate  of x, it satisfies 

~ v , , + ,  = (N  + 1)v?~+, 

d 
v~,+x - (N  + J)v~+, 

+ is non-zero, then the v~+ ~ coordinate  of qh(x) becomes so that if for instance VN+ ~ ~ 
+ coordinate.  infinite with t, so we can replace x by a point in E N + 1 with large vN + 

Then, for such an x, ~0t(x) coincides with the flow of r hence as+ ~((ot(x)) goes to 
- oo as t goes to + oo, thus ~ot(x) exits EN+I\EN+I.~n ~c 

~ 

As a result, the maximal  invariant  set of ~ in E~+ t\EN+t~c is actually contained 
in E~\E~, which proves our claims and concludes the p roof  of 2.1. [] 

F rom the proof  corollary 2.2 we easily get 

Corollary 2,9. Let iN(X ) and VN(X ) be the index and nullity Of PN(X ) as a critical point 
d e f  d e f  

of a N. Then one has that i(x) = iN(X)-  2n(N + �89 v(x) = VN(X ) are indeed 

independent of N. 

Proof. To fix future conventions,  let us mention that  the nullity shall designate the 
equivariant  nullity, that  is the maximal  dimension of a subspace transverse to the 
orbit  of x and contained in the kernel of O2a(x): for a critical orbit  which is not a 
fixed point of the action, this is one less than the usual nullity. As for the proof,  the 
reader is invited to supply his own, using the proof  of proposi t ion 2.1, or to look it 
up in [A-Z 1] (prop. 2.1, prop. 4.5, l emma 7.2). [] 

Note  also that  v(x) coincides with the nullity of DZAH(X), that  is the dimension 
of the vector space of solutions of 

~: = JH"(x)y,  y(0) = y(2n) 
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We shall call i(x) the Conley-Zehnder index of x and in the next section shall 
denote it by icz(X) to avoid confusion with other indices that shall appear there. Let 
us mention that i~z(x) is denoted byj (x)  in [Co-Z]. We shall give in the next section 
another definition of the index that can be found in [Co-Z]. 

It will be important for us to know how aN depends on H. We now prove: 

Proposition 2.10. I f  we endow the set 

{ H e C 2 ( ~ 2", ~)[H(x)  = 31x12 outside a oiven compact set, and IH"(x)l < C} 

with the C O topology and the set C~ R) with the topology of  uniform C O 
converyence, then the map H ~ aN, which is well defined for C < N/2, is continuous. 

This is clear once we realize that if we write E = E N O) F~ @ F~ where F~ 
(resp. F~ ) is the direct sum of the V~- (resp. Vk) for k > N, then A H is convex in the 
direction of F~ and concave in the direction of F~ .  As a result we get an alternate 
definition of aN as 

aN(U)= sup inf An(u + v + + v - )  
v-eFN v+ eF~ 

Now if II H -  K IIco < ~, then II A n -  AK Ilc ~ < 2rte, thus making our statement 
obvious. [] 

3. Comparing the indices 

Let H(x)  = h(Ipl) as in the previous section, and let x = (q, p) be a solution of ~ ,  
the trajectory of which is contained in the neighborhood of T", U. Then q is a 
geodesic of the torus endowed with the fiat metric, and thus, as a critical point of 
the energy functional, E(q) = SIt~12dt has a Morse index, iu(q). This is defined as 
the maximal dimension of a linear subspace of the set of closed loops in 
W 1, 2(S 1, [~ 2n) on which D 2 E(q) is negative definite. On the other hand if we view x 
as a critical point of A n, we can consider its Conley-Zehnder index icz(x). The 
purpose of this section is to compare iM(q) with icz(x). The result can be stated as 
follows: 

Theorem 3.1. Assume x to be contained in the reyion U ~ = { x ~ U lip[ < e } where h is 
increasing and strictly convex. Then we have that 

icz(x) = iM(q) + (It( j) ,  q )  

Remark. If we had assumed h to be increasing and concave instead of convex, we 
should have added 1 to the right hand side. 

The idea of the proof, which will take up the rest of this section, is to identify 
both icz(x ) and iu(q) with the rotation numbers of a path of Lagrange spaces, as in 
[D]  and [Co-Z]. The difference between the Conley-Zehnder and the Morse index 
comes from the fact that in the first case the rotation of the Lagrange space is 
measured against a fixed space in ~2,, while in the second case it is measured 
against the vertical Lagrangian distribution in T* T". It is natural to expect that the 
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difference between these numbers will measure the rotation along q of the vertical 
distribution of T* T" with respect to a fixed Lagrange space in ~z,. By definition 
this is the Maslov number of q. 

To begin with, we recall some results of Duistermaat (cf. [D]), on the Morse 
index of Lagrangian functionals. Consider the functional E(q)= ~2o~ K(q, O)dt 
defined on the space of 2rt periodic loops on a compact manifold L. The critical 
points of E will have finite Morse index if and only if OZK/Ov2 is positive definite. 
With this same hypothesis, we can define the Lagrange transform of K as H(q, p) 
= (p,  v )  - K(q, v) where v is an implicit function of p through the equation 

p = OK~Or(q, v). Now a critical point of E will satisfy the Euler-Lagrange equation 

d c~K 

dt Ov 
- - - - ( q ,  O)--~Kq(q, ~ ) = 0  

which is classically equivalent through the change of variable p(t) = ~K/~v(q, 0), 
to Hamilton's equation in T*L with periodic boundary condition: 

~3H 
O- op 

~3H 
~q 

(q(0), p(0)) = (q(2n), p(2n)) 

Let now 7Jr be the flow defined by the Hamiltonian vector field of H, and 
x = (q, p) a fixed point of 7 ~ = ~2,- We denote by R(t) the linearized map of 7~t at 
x(0) that is R(t)y = dq~t(x(O))y. Clearly R(t) is a linear symplectic map from 
Tx~o)(T*L ) to Txm(T*L ). We shall now associate to any family R(t) of linear 
symplectic maps from Tx~o) (T* L) to T~t)(T* L) an integer ind(R). 

First of all consider the bundle of symplectic spaces over S 1 with fiber 
E o = Tx~o)(T*L) • Tx~o)(T*L) with the symplectic form n*(dp^dq)  
- n*(dp ^ dq) 3. Now the graph of R(t) can be considered as an element in A, the 

set of Lagrange subspaces of E t. Note that R is not a section of A since usually 
R(2n) 4: R(0). Now given a map ~b: [0, 2hi ~ A such that (o(t)eA, and a section L 
of A, we define an integer indL(~b) as follows. First assume that L(0) is transverse to 
q~(0) and to ~(2n). We can then compute the algebraic intersection number, [~b: L],  
of the path ~b with the hypersurface }-',I. = Uo~s' {c~EAoJ~ n L(O) ~ 0}. Before we 
define indL(~b) we need one more definition. 

Definition 3.2. ([D]) Let (~,/?, 7) be a triple of Lagrange subspaces of a linear 
symplectic space, such that ~ n/~ = 7 c~/~ = {0}. We can then write 7 as the graph 
of linear map C: ~ ~ / L  We now set Q(~, fi; 7 ) =  a(Cu, u). Q(~, fi; 7) is then a 

3 Of course since Sp(n) is connected all symplectic vector bundles over S 1 are trivial (this is the 
point of view of Duistermaat). However the trivialization is not unique since nl(Sp(n)) "-~ 77, and 
this is crucial in our case 
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quadrat ic  form on ~. It is in fact the generating function of ~ if we identify our  
symplectic vector space to T*ct = ct �9 ct* by identifying ~* to ft. 

We can now set: 

Definition 3.3. If L(0) is transverse to ~b(0) and ~b(2n), we set 

indL(~b) = [~b: L ]  + index O(t#(2n), L(0); qS(o)) 

L e m m a  3.4. indL(~b) only depends on the homotopy class of L so that we can extend 
its definition to any section L. 

Proof We can always find a trivialization of A for which L is constant,  i.e. if A is 
identified with S 1 x A(n) then L(t) goes to (t, L0). The p roof  then follows the 
a rgument  preceding definition 2.3 of  [D]  (pages 183 184). Now given two sections 
L 1 and L 2 of A we define the Maslov class of the pair  (L1, L2), denoted by 
~t(LI, L2) , to be the difference of the Maslov classes o f L  1 and L 2 read in the same 
trivialization of A (it does not  depend on the choice of the latter). [] 

We now state 

L e m m a  3.5. Let L 1 and L 2 be two sections of A. Then for any path ~9 as defined 
above, we have 

indL2~ -- indL,~b = - / ~ ( L 2 ,  L1) 

The proof  is easy and left to the reader. Let us now go back to the bundle 
E o = Txto~(T*L) x Txto~(T*L). It has a natural  section that  is I/(0) = I?(0) • I~(0), 

where 17(0) is the vertical Lagrange  subspace of Tx~o~(T*L). 
We now can rephrase Propos i t ion  4.6 of [D]  as: 

Proposition 3.6. Let q~ be the graph of the linearized Hamiltonian flow associated to 
the Legendre dual of K. Then, the Morse index of q as a critical point of the functional 
E(q) = ~2~ K(q, dl)dt defined on the space of 2rc periodic loops on L, is given by 

iM(q) = indv(~b) -  n 

Let (7(0) be the section of Txto~(T*L) induced by the constant  distr ibution of 
~2,,  L0 = It~" x {0} (i.e. (7(0) = dj(x)-~(Lo)), and set C(O) = (7(0) x (~(0). Then, 
using l emma 3.5, and the fact that /~(  V, C) = (# ( j ) ,  q ~, we can rewrite 3.6 as: 

Proposition 3.7. 
iM(q) = indc(qS) - n + (# ( j ) ,q  

Theo rem 3.1 will follow from 

Proposition 3.8. Let q~ be the graph of the linearized Hamiltonian flow along x, then 
the Conley-Zehnder index of x as a solution of ( ~ )  is given by 

i~(x) = indc(~b) - n 

Comments. I f x  is a nondegenera te  solution of a t ime dependent  Hamil tonian ,  then 
3.8 is contained in [Co-Z] .  However  because of the S ~ symmetry ,  periodic orbits  of 
a t ime independent  Hami l ton ian  are always degenerate.  Moreove r  in our  case we 
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are dealing with the problem of geodesics for a flat metric on the torus, in which 
case the solutions are also degenerate in the direction transverse to the $1 action. 
Of course a perturbation could solve this difficulty but this would only further 
complicate our argument, while it seems to us that extending 3.8 to the degenerate 
case is an interesting result in its own right. 

The proof of 3.8 will require several steps. First of all, icz(x) only depends on the 
linearized flow along x, R(t). This is because if H o and H 1 are two time dependent 
Hamiltonians which coincide up to order two along a common periodic orbit x, 
then the Conley-Zehnder index ofx  as a solution of Ofo is the same as its index as a 
solution of ~ 1 .  This can be seen by considering the family H~ = (1 - 2 ) H  o 
+ ),H 1 . Then H~ also has x as a periodic orbit, and D2H~(x(t)) = D2Ho(x(t)) so 

that the linearized flows coi'ncide. As a result, the nullity of D2A~(x)  does not 
depend on 2, and so does the index of this quadratic form, thus proving our 
statement. This implies that icz(X) is also the normalized index of the quadratic 
form Qu which is the Lyapunov-Schmidt reduction of 

Since /~ = JH"(x(t))R we also denote this number by icz(R ). In fact any C 1 
path in Sp(n) can be written as the solution of /~ = JA(t)R,  for some path of 
symmetric matrices A(t). Thus that icz(R) can be defined for any path in Sp(n) 
with R(0 )=  Id. Let us see more precisely how ic~(R) depends on the path 
R: [0, 2re] ~ Sp(n). Clearly, if we deform R in the space of paths starting from the 
identity, so that dim ker(R(2r0 - Id) does not change, the dimension of the kernel 
of the quadratic f o r m -  the index of which defines icz(R)-does not change either, 
hence icz(R) remains constant. Note that the same is true for indc(q~), for 
q5 =graph(R) ,  because k e r ( R ( 2 ~ ) - I d ) =  {0} is equivalent to 4~(2z0c~b(0) 
= ~b(2g)n A (here A denotes the diagonal in R 2" x 1~2"). 

Now consider a deformation R~ of paths in Sp(n), and a value s o of the 
parameter  such that ker(R~(2g) - Id) changes dimension as s goes through So. To 
simplify notations, we shall assume s o = 0. We now state: 

Lemma 3.9. Let R~ satisfy the equation I~ = J A~( t ) R~, and assume that the restric- 
N 

~ ~_o y, y ) _  / to ker(R~(2r0- I d ) i s a n o n  degenerate quadratic tion 

form with signature (1, m). We then have 

i ~ ( R + ) -  i~(Ro) = m 

i ~ ( R _ ) -  i~(Ro)= 1 

indc(q~+ ) - indc(r = m 

indc(4~+) - indc(~bo) = l 

Proof Let N Q~ (y, y) be the Lyapunov-Schmidt reduction of Q~(y, y), and N O be the 
kernel of Q~(y, y). In order to prove the first part of 3.9, it is enough to show that 

d N 
the restriction o f ~ -  s Q, (y, y)I,=o to N O has signature (l, m). This is easy to check 
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with Q~ instead of Q~, since if y = Ro(t)y o is in the kernel of Qo, we have 

d 
2~ (As(t)Ro(t)yo, Ro(t)yo)dt d Qs(Y,Y) - ds o 

d 2n 
= ds ! (JR'R~-lR~176176176 

sn l/ 63 2 R - ) 
= ~J~-ff[R[:RoYo, Roy o d t -  

i ~ ( J l ~ R [  :t~R~ Rs-: RoYo, RoYo)dt 

For s = 0 this becomes: 

2~ n l /~2Rs  2n/" " - l t ~ R s  )dt  

Integrating the first term by parts, and using in the second term the fact that 
Ji~oRo 1 = Ao is symmetric, we obtain 

"o o/1 ) \ 0s s=oY~ /_1o o \ ~s  yo, l~oYo dt 

,o,o)j: o \~ss ~=o y~176176 = 1_\ Os s=o y~ 

= ~O(~s~ (2re),= Yo, Yo) 

This proves our claim. It is easy to check that for y in the kernel of 
0 N Qo, ~sQs(y, y) Is=o and ~ Qs (y, y)[s=o concide, thus proving the first part of our 

proposition. 
To prove the second part, we may, using symplectic reduction to the subspace 

ker(R o - Id), assume that R o = Id. Let J be the graph of - Id. Then A is transverse 
to qSo(0 ) = q~o(2n)= A, and this will be true for s small enough. We can thus 
compute ind(qS) using the formula: 

ind(q~s) = [4~s: A] + index Q(qS~(2n), zl; qSA0)) 

By our assumption, the first term of the right hand side does not change for s small 

enough, so we have to compute index ~ Q(~bs(2n ), A; ~bA0)). Now q~s(0) = A, and A 
/ 

is the graph of the map Cs: ~ ( 2 n ) ~ , ~  given by C~(x, Rsx)= ( l (R~x-  x), 
�89 - R~x)). Here R~ is to mean R~(2n). We can now compute 

l {og(R~x - x, x) - oo(x - R~x, Rsx)} = rn( ~ R,x, x ) ~t~(C~u, u) = 
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This concludes the proof  of  3.9. The proof  of  3.8 is now simple. Because two paths  
in Sp(n) can always be connected by a family satisfying the assumptions  of l emma 
3.9, we know that  the difference icz(R ) - indc(qS) is independent  of R. Thus  we only 
have to show it equals n for one path in Sp(n). Choose  the path  to be 
R(t)  = exp~J t ,  it is then easy to see that  i~z(R) = n while ind(~b) = 2n (the easiest 
way to check this last point is to use the fact that  ind(O) - n is the index of  the 

2re " 2 quadrat ic  form ]'o l-4ql - e2lql2]dt defined on the set of periodic paths in R"). [] 

Proof  o f  theorem 3.1. Let k be the Fenchel dual of  h, that  is k'(s) = tc*,h'(t) = s, 
which is well defined for s < p. Then H is the Legendre dual of K(q, ~) = k(lql), 
and we can apply prop. 3.7 and 3.8 to F(q) = ~ K(q,~l)dt: if x = (q,p)  is a 
periodic solution of ~ with index i~(x), then q is a critical point of F of Morse  
index iM(q) = i~:(x) + (p ( j ) ,  q) .  But iM(q) is also the Morse index o f q  as a critical 
point of E(q) = ~l~[z, because k is strictly convex and increasing, thus concluding 
our  proof  and this section. 

4. Existence of periodic orbits with prescribed index, and proof of the proposition 

The proof  of existence of a critical orbit  of index in the interval [2, n + 1] can 
essentially be recovered f rom IV1] and IV2]. For  the sake of completeness we give 
the p roof  in this section. F rom IV1]  we shall use 

Proposition 4.1. Let  f be an S 1 equivariant function on some space X ,  satisfying the 
Palais-Smale condition, and u ~ H ~ , ( X  b, X a) be a cohomology class whose image 
vanishes in H~, ( XC, X a)for some c. I f  we set x = inf{ c [u is non-zero in H i, ( XC, X ~) }, 
then x is a critical value o f  f Moreover if x is an isolated critical value and the 
critical set in f -  1 (•) contains no f ixed point, then there is at least one critical point in 
f - l (~c)  with index m, nullity v satisfying 

d - v < m < _ d .  

The other  result we need is: 

Proposition 4.2. I f  H is the Hamiltonian defined in section 1, then for some real 
numbers c > ct > O, and any integer r 6 [ n N  - 1, nN  - n] 

n ~ f ( E  s -- E~, Es  - E~) :# O. 

Let us remark  that  this is nothing else than Corol lary 4.2 of [V2] but for the fact 
that  we here use the direct action functional instead of the dual action functional. 
As in I-V2] we rely on 

L e m m a  4.3. There are two S I invariant subspaces of  E N, V and W such that 
V ~  W • ~ Fix(S 1 ), and if  S(e) denote the sphere o f  small radius, e in Es ,  we have, for  

small enough 

(i) a s is greater than ~ on S ( e ) n  W 
(ii) a s is bounded on V. 

(iii) d im W = 2nN, dim V • = 2nN - 2n. 
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Proof  Set Q~(x) = S~ ~ [�89 it) - ~[xl2]dO for x in E (resp. Q~ on Es). Then for 
x e E s small enough, H(x )  ~- o([xl 2) (we assume that 0e  j (T")  which can always be 
done) and An(x )  "~ Q~ and an(x  ) ~- Q~ On the other hand, {IH(x) - �88 2 II 
is bounded. According to proposition 2.10 this implies that aN(x ) - Q 3 / 2 ( x )  is 
bounded as well. We now define W • (resp. V) to be the direct sum of the 
eigenspaces of Qo (resp. Q3/2) corresponding to nonpositive (resp. negative) eigen- 
values. Assertions (i) and (ii) are clear, while (iii) is easy to check if we write 

N 
O ~ ( x ) =  ~ - ( k + 2 ) / 2  Ixkl 2 

-N 

This proves the lemma. [] 

Proo f  o f  proposition 4.2. Consider the maps 

S(e) n W ~ E  u - E ~ E s  

which induce maps in equivariant cohomology: 

H * , ( E s )  ~ H~ , (E  s - E~) --* H*,(S(~) c~ W) 

Now the composition of the above maps is onto for * < dim W because 

H~I(S(f 0 0  W) = (l~[u]/(u (�89 w)) 

where u is the pull-back of the generator of H*, (Es) = Q [u] by the map induced in 
cohomology by the inclusion map. Thus the map 

H * , ( E  u -- E~) ~ H'~,(S(e) • W) 

is onto. On the other hand E s -  E~ is contained in E -  V which has the 
equivariant homotopy type of S(1)c~ V -c, thus 

H'~,(E s - V ) =  Q [ U - ] / ( u � 8 9  . 

As a result, the maps 

E s - E ~ , ~ E  s -  V ~ E s  

induce maps 

H*,(EN) --, H~,(EN - V) ~ H* , (E  s - E~) 

the composition of which vanishes for �9 _>_ dim V I. Finally we see that for r in 
[1dim V• �89 W) - 1], we have that u r is zero in H~,(E  N - E~), but nonzero in 
H * , ( E  s - E~), so that H ~ ( E  N - E~,  Eu - E~) does not vanish for r E [ n N  -- n, 
n N  -- 1] which concludes our proof. [] 

In order to conclude the proof of Proposition B, we still have to prove that the 
solution of out~ that we obtained is contained in {(q, p)] ]p] < e}. Now for r in the 
above interval, we denote by cr(H,)  the critical level defined as the greatest lower 
bound of the set of real numbers c such that u' goes to zero in 2~ Hs~(E N - E~). It is 
easy to check that this is a critical value of A n and it depends continuously on H for 
the C O topology (cf. prop. 2.10). Now c,(n~)  is equal to h',(lP, I)lP, l - hE([Ptl) + 
Ss, q*2 where (q~, p~) is a solution of )f(,. If all the periodic orbits of o ~  were 
contained in IPl > ~ - e ,  then as e goes to zero, c,(H~) goes to c,,. = - 2 h a  
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+ p/2 P(qo,a) ~s, q*,,2. Since the c , (Hj  are all positive so is cr,,. Also because of the 
above mentioned continuous dependence, cr,, must depend continuously on a. But 
for a large enough we reach a contradiction, since ~s, q*2 p/2 P(qo,~) is in a 
countable set (hence totally discontinuous) and thus can only be continuous if it is 
constant. In the above argument, we implicitly assumed that cr(H~) does not 
depend on the choice of the finite dimensional reduction. This follows immediately 
from corollary 2.2. 

We are now ready to prove 

Proposition 4.4. For a suitable choice of e and a with e, arbitrarily small and a 
arbitrarily large, the positive critical level Cznn_z(H ) contains a critical orbit 
corresponding to a periodic orbit of o~ with ConIey-Zehnder index in [2, n + 1] 
contained in {(q,p)llpl < e}. 

Proof. Combining corollary 2.9 and 4.1 we get a critical point of as of Morse 
coindex d, nullity v such that 

d < _ 2 n N - 2 < d + v  

hence since 

d + m + v = 2 n ( 2 N +  1 ) - 1 ,  

we get a critical point of index m, nullity v such that 

2n (2N+  1 ) -  1 - m - v < 2 n N - 2 _ _ < 2 n ( 2 N +  1 ) -  l - m  

or  

m < 2 n ( N +  1 / 2 ) + n +  1 < m + v  

This corresponds to a solution with Conley-Zehnder index icz satisfying the 
inequality 

i ~ < l + n < = i c ~ + v .  

For the standard (flat) metric of T", v = n - 1 thus the above inequality can be 
read as 

icz(x)~[2, n + 13 

which is the promised statement. [] 

5. A generalization of our theorem 

It is easy to see that our proof of Theorem A yields the following generalization: 

Theorem A'. Let L" be a compact manifold admitting a Riemannian metric with 
nonpositive (resp. negative) sectional curvature. Then for any Lagrangian embedding 
j: L --* R z", there is a loop 7 on L such that: 

(i) < j * 2 , ? )  > 0  
(ii) <p ( j ) , v>E[2 ,  n + 1] (resp. = 2) 
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The proof goes exactly as in the torus' case, by noticing that in a manifold with 
nonpositive curvature, all geodesics are of Morse index 0 and nullity at most 
n - 1. Moreover in the case of negative curvature the improvement in condition (ii) 
is due to the fact that all geodesics are non degenerate. By considering c2. N_ 2, and 
C2nN_4, we find two solutions, x 1 = (ql,Pl),  x2 ~ "  (q2, P2) of ( ~ )  of respective 
Conley-Zehnder indices equal to n + 1 and n + 3. Then ? = q2" q 1-1 will satisfy (i) 
and (ii). [] 

Examples of embedded Lagrange submanifolds of 1~2, having a metric with 
negative sectional curvature are nonorientable surfaces with Euler characteristic a 
multiple of four other than the Klein bottle. Note that the conclusion of the 
theorem also applies to products of such surfaces. 

R e f e r e n c e s  

[Ar] 

[Au 13 

[Au 2] 

[A-Z I] 

[A-Z 2] 

[Co] 

[Co-Z] 

[D] 

[G] 

[H-Z] 

[Vl] 

[V2] 

Arnold, V.I.: On a characteristic class entering in quantization conditions. (English 
translation) Funct. Anal. Appl. 1, 1-13 (1967) 
Audin, M.: Cobordism of Lagrangian immersions in the space of the cotangent bundle 
of a manifold. Funct. Anal. Appl. (English edition) 21, 233 226 (1988) 
Audin, M.: Fibr6s normaux d'immersions en dimension double, points doubles 
d'immersions lagrangiennes et plongements totalement r6els. Comment. Math. Helv. 
63, 593 623 (1988) 
Amann, H., Zehnder, E.: Nontrivial solutions for a class of nonresonance problems and 
applications to nonlinear differential equations. Ann. Sc. Norm. Super. Pisa CI. Sci., IV. 
Ser. 7, 539-603 (1980) 
Amann, H., Zehnder, E.: Periodic solutions of asymptotically linear Hamiltonian 
systems. Manuscr. Math. 32, 149--189 (1980) 
Conley, C.C.: Isolated invariant sets and their Morse index. CBMS-NSF Reg. Conf. Ser. 
Appl. Math. 38 (1978) 
Conley, C., Zehnder, E.: Morse type index theory for flows and periodic solutions for 
Hamiltonian equations. Comm. Pure Appl. Math. 37, 207 253 (1984) 
Duistermaat, J.J.: On the Morse index in variational calculus. Adv. Math. 21, 173-195 
(1976) 
Gromov, M.: Pseudo holomorphic curves on almost complex manifolds. Invent. Math. 
82, 307 347 (1985) 
Hofer, H., Zehnder, E.: Periodic solutions on hypersurfaces and a result by C. Viterbo. 
Invent. Math. 90, 1-9 (1987) 
Viterbo, C.: Intersections de sous-vari6t6s lagrangiennes, fonctionelles d'action et indice 
des syst/:mes hamiltoniens. Bull. Soc. Math. France 115, 361-390 (1987) 
Viterbo, C.: A proof of Weinstein's conjecture in ~2,. Ann. Inst. Henri. Poincar6, Anal. 
Non Lin6aire 4, 337-356 (1987) 

Oblatum 23-II-1989 & 10-VIII-1989 


