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Abstract. We show under some specific conditions that the formal diffusion 
approximation for the motion of a particle in a random velocity field is valid. 

1. Introduction 

Let V(x) be a random velocity field with given statistical characteristics. Let x(t) be 
the particle trajectories in IR d satisfying 

dx(t) 
d~-- = V(x(t)), x(O) = x .  (1.1) 

The turbulent diffusion problem consists of analyzing the statistical properties of 
the trajectories x(t) under various hypotheses on the random velocity field V(x). In 
particular, in many theoretical investigations, [1-3-], one wants to find conditions 
under which the particle trajectories have classical diffusive behaviour and to 
compute the diffusion and drift coefficients in terms of the statistical properties of 
the random velocity field V. 

We shall consider here this problem in what is perhaps the simplest situation, 
namely when 

V(x)=v+eF(x) ,  (1.2) 

where v is a constant nonzero vector representing the mean velocity, F(x) is a given 
zero-mean stationary random field and e > 0 is a small dimensionless parameter  
measuring the size of the fluctuations. More precise conditions are given in the 
next section. For ~ small and t large (t ~ e 2 when v and F are given independently 
of e) x ( t ) -  vt will behave like a diffusion process. This is the content of Theorem 1 
in the next section. 

By using formal perturbation theory, as in [4] for example, we shall now derive 
formulas for the diffusion and drift coefficients of the limiting diffusion process. 
Again, in Theorem 1 we show that these formulas are indeed the correct ones. 
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Define 

t 
x~(t)=x(t/g2)-- - -  C2 v, 

which satisfies the equation 

~?x~(t) - lF(x~( t )+ 

(1.3) 

t > 0 ,  

x~(0) = x .  (1.4) 

We write x~(t)= x~(t;x) to indicate dependence on the initial point. We also write 
x~(t;s,x) when (1.4) is satisfied for t > s  with x~(s;s ,x)=x.  Clearly x( t /e2)-v t /e  2 
= x~(t;0, x). Let f (x)  be a smooth function on IR a and let 

u~(t, s, x) = f(x~(t; s, x)). (1.5) 

From the relation 

x~(t, s, x) = xE(t, s + h, x~(s + h, s, x)) 

we see that this function satisfies the adjoint or backward Liouville equation 

c3u~ ~ ( s ' ~3u~ s<t, 
(1.6) 

u~(t, t, x) = f (x ) .  

Here c3/ax denotes the gradient operator and the dot stands for Euclidean inner 
product. In integral form (1.6) becomes 

i t (  a) ~u~ 
u"(t, s, x) = f (x)  + -e { F x + 7 v • ~xx (t, a, x)da . (1.7) 

We iterate (1.7) once and take expected values. Since E{F(x)} =0  we obtain 

E{u~(t, s, x)} = f (x)  

+ 2s!E r x+7  F x + 7  )fa a  

Now we take u ~ outside the expectation sign on the right and average it as if it were 
independent of F. Justifying the equivalent of this step is what requires most of the 
work in the proof of Theorem 1. Retaining the equality sign as an approximate 
equality for ~ small we have 

E{u~(t, s, x)} = f (x)  

t t 

+~-1 ! . !E  {F(x+~sv) .~xF(X+~V/ '~-~g2,  ~xJ 

• E{u=(t, 2, x)}d2da, 
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which in differential form becomes 

8s ~ E F x + ~ s v  • f x+e2 ] 8xJ 

. E{u=(t, 2, x)}d2, s < t, 
(1.8) 

E{u=(t,t,x)} = f(x).  

When the correlations of F with itself at two different points decay rapidly with 
the distance between the points, (1.8) can be simplified to 

O E{u~(t,s,x)}=~E{F(x)'~--~F(x+crv)'~--~} 
c3s o 

.E{u(t,s,x)}dcr, s<t ,  
(1.9) 

E{u~(t, t, x)} = f(x). 

Here we have used also the stationary of F and have performed a change of 
variables (cf. [4] ; this step is sometimes called the longtime Markovian approxi- 
mation. The approximation that leads to (1.8) is called the smoothing approxi- 
mation). Put 

5~ 9(x) = i E { F(x).J~ (F(x + tv). ~gJ~Xx )) } dt . (1.10) 

This is a diffusion operator with constant coefficients: 

5~g(x)=½ ~ a~j--c32g(x) + ~,_, bj c~fxX), (1.11) 
i, j = 1 ~ X i ~ X j  j = 1 j 

where 

7 aq= E{ f  i(x)f j(x + tv)}dt + ~ E{Fi(x + tv)Fj(x)}dt, 
o o 

and 

bj = o 
o i=1 l Oxi 

Let 

w %  s, x)= E { u %  s, x)} = E{f(x~(t ; s, x))}. (1.13) 

We have shown formally that as e ~ 0  wE(t, s, x) tends to w(t, s, x) which satisfies 
~w 

--5~w, s <t,  
c~s 

(1.14) 
w(t, t, x) = f(x). 

Since ~ has constant coefficients it follows that w(t, s, x) depends on t - s  only. 
Setting s = 0  we see that as e-~O 

E{f(x(t/e 2) - vt/e2)} ~ w(t, x), (1.15) 



100 H. Kesten and G. C. Papanicolaou 

where w(t, x) is the solution of the diffusion equat ion 

8w 
- ~,('w, t > 0 ,  w(O,x )= f ( x ) .  (1.16) 

8t 

(1.15) and (1.16) show that  x( t /e2) - tv /e  2 converges to the diffusion process 
generated by £o as e$0. This is exactly what  is p roved  in Theorem 1. 

The me thod  of analysis that  is ' fo l lowed 'here  works  also for more  general 
velocity fields V(x) where the mean  velocity is not  a constant  v as in (1.2). One can, 
for example,  obtain theorems that  cover some cases treated in [1] concerning the 
turbulent  dispersion of particles in the a tmospher ic  bounda ry  layer. Along 
different lines, one can also generalize Theo rem 1 to discuss the mot ion  of several 
particles in the same field. An example  of  this is given in Theorem 2. 

2. Statement of the Main Theorem 

We begin by introducing several hypotheses  regarding the vector  field F(x). 
Let ( fLY-,P)  be a probabi l i ty  space and let F(x, co):iRa x f2-+iRa be jointly 

measurable  relative to ~ x ~ ,  where ~ = a -a lgebra  of Borel sets in IRa. We assume 
that  for P a lmost  all co the r a n d o m  field F(x) = (Fi(x, co)) is three times cont inuously  
differentiable in x = (x 1 ....  , xa). We also assume that  F(x) is strictly stat ionary,  i.e., 
for each h~iR d and points Y~,Y2, ... ,Y, in IRa the joint  distr ibution of 

F(yt + h), Fly z + h) , . . . ,  Fly,  + h) 

is the same as that  of 

FLY1), FLY2) . . . . .  F(yn). 

We define a process x( t )=x(t ,  co) with values in IR a, t > 0 ,  co~f2, as the solution 
of the differential equat ion 

dx(t, co) 
dt - v + e F ( x ( t ,  co),co), x(O, co)=Xo~IR a . (2.1) 

Here  veiR a, v+O, is a fixed vector, e~(0, 1] is a small pa ramete r  which we shall let 
tend to zero and x o is the (nonrandom)  initial position. It will be par t  of  our  
theorem that  under  the stated condit ions plus (2.2) below, (2.1) has with 
probabi l i ty  one a unique solution for all t >0 .  We are interested in the asympto t ic  
behavior  of x(t, co) as e ~ 0  and t--+oo with e 2 t = c o n s t a n t  as described in the 
introduction.  For  this purpose  we need addi t ional  hypotheses  on F(x, co) as 
follows. 

Let  fi = (ill . . . . .  fie), with fii > 0  integers, be a multi-index, denote by D p part ial  
derivatives as usual and set [fil=fil + ... +rid- We shall assume that  for each 
0 < M <  oo and each fi with 0<Lf i ]<3  

~[ sup IDflf(x,o,))l]rnax(8'd'p(dco):g~[ sup IDflf(x)l]max(8,d'}<oo. (2.2) 
~llxl_-<M ] lllxl--<M 

Since F is s tat ionary,  if (2.2) holds for one M, say M =  1, then it holds for all 
M < o o .  
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We assume that  F has mean  zero, i.e., 

F(x, co)P(dco) = E{F(x)} = 0. (2.3) 

Let  Ae  N(IR d) and let ~A denote the minimal  a-a lgebra  of  subsets of  f2 in Y 
generated by sets of the form 

{co~f2lF(x, co)EA}, A ~ ,  x e A .  

With v e n  d, v # 0  fixed, and 0__<M< oo we shall use the nota t ion  

~](v,M)=YA, --oo<_s<t< +oo, (2.4) 

where 

A= {x~Rd.s< (x'v) x (x'v)v } 
= Ivl __<t, - ~  < M  . ( 2 . 5 )  

Here ( ,)  denotes the usual Euclidean inner p roduc t  of vectors. When  v + 0 and M 
are fixed we write Y]  for short. 

We shall assume that  P is s trongly mixing on the a-algebras  ~ t  as follows. 
With  v 4:0 and M < oo fixed define 

c~(t,v,M)=sup sup IP(AB)--P(A)P(B)I, t>O. (2.6) 
s A ~ g ° +  t 

B e o  ~ s -  ~o 

If  e ( t )=  e(t, v, M ) ~ O  as t ~  oo, we say that  P is s trongly mixing at the rate c~(.). For  
our  result we assume that  the mixing rate satisfies 

• {c~(t, v, M)} 1/Vdt < oo (2.7) 
0 

for p = 6 + 2d. Define x'(t, co) by 

x%co)=x ~,co ---~2 v, (2.8) 

where x(t, co) is the solution of (2.1). Let Q~ denote the probabi l i ty  measure  induced 
by x~(t) on C = C([0, oo) ;IRa), the space of cont inuous  functions f rom [-0, oo) to IRa. 

Theorem 1. I f  v 4 0  and the above assumptions hold (in particular (2.2), (2.3), and 
(2.7)) then (2.1) has with probability one a unique solution for all t >0. Moreover Q~ 
converges weakly on C as eJ, O to the measure Q corresponding to the diffusion process 
in IRa with infinitesimal generator ~ given by (1.11), (1.12) and with initial position 
X 0 . 

Remark 1. For  the definition and general theory  of weak convergence the reader is 
referred to [5]. Fo r  the case of  the infinite t ime interval I-0, oo), as here, 1-6] is the 
mos t  helpful. 

Since the coefficients of  5f  in (1.12) are independent  of x, the measure  Q is 
essentially the Brownian mot ion  measure.  
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Let 

r~j(y) = E{F~(x)f j(x + y)}, i,j = 1,..., d, (2.9) 

be the correlation matrix of the fluctuations of the velocity field, It is clear from 

- - - r~ .  is well defined. Moreover, by our mixing condition (2.7) and (2.2) that ro, i -  ay~ a 

Theorem 17.2.2 of [7] rij(y ) = ra~(-y) and rlj ' i(Y) decay rapidly as lyl--' oo and the 
coefficients aij and bj in (1.12) may be represented by the following absolutely 
convergent integrals : 

+ c o  m d 

aij= I ro(tv)dt, b j= ~ ~ r~j,~(tv)dt. (2.10) 
- c o  0 i = 1  

One can use Theorem 1 to obtain the asymptotic form of the probability 
measure of two (or more) trajectories of (2.1) starting from different initial points. 
The correct form of the generator of the limiting diffusion is again obtained easily 
by formal perturbation theory as in the introduction. Let x(t, co) be as in (2.1) and 
let y(t, co) be the solution of (2.1) with y(0, co)= yo~lR e, with Yo =t= Xo. Let x~(t, co) be 

defined by (2.8) and set y~(t, co) = y 7g, oo - e~ . Let be the probability measure 

on C([0, oo);lR 2a) induced by (x~(t),y~(t)). 

T h e o r e m  2. Under the same hypotheses as in Theorem 1 x~(t, oo) and y~(t, co) are with 
probability one uniquely defined fbr all t >0. Moreover Q~ converges weakly as eJ, O to 
the measure Q, correspondin9 to the diffusion process in I N  2 d  with initial position Xo, 
Yo and with infinitesimal 9enerator 

~ = ~ e x + ~ #  + ~ % ,  (2.11) 

where Y x  is the operator (1.11), £oy is the same as (1.11) with x derivatives replaced by y 
derivatives and d(x~ is given by 

a ~ 02 
5(~y= ~ r o ( y - x  +tv)dt ~ ~ . (2.12) 

i ,  j = 1 - oo O X i ( T Y ~  

Remark 2. Note that the generator £0 does not have constant coefficients because 
of the cross-derivative generator Yxy. 

Theorem 1 (and implicitly Theorem 2) will be proven in the next section. In the 
Appendix we construct some examples of random fields which satisfy the 
hypotheses of Theorem 1. In particular, Theorem 1 applies to Gaussian random 
fields with certain rational spectral densities. 

3. P r o o f  o f  T h e o r e m  1 

O b s e r v e  that  
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which will usually be positive for small e. This means that the v-components of 

x and x ~- will usually differ at least by (2e2)-l(t2-tl)  and consequently 

F x and F x ~ will be almost independent by virtue of our mixing 

assumption. Even though this argument does not appear explicitly in our proof it 
has its reflection in the crucial Condition III of Theorem 3 below. 

Our first step will be to reduce Theorem 1 to a theorem of a more familiar form, 
in which the random field also depends on time, but in such a manner that two 
values corresponding to widely separated times are almost independent. 

Step (i). Define 

G(t, x, ~, co) = F(x + tv, o), (3.1) 

and let x~(t) be as in (2.8). (In our case G does not depend on e, but the general 
Theorem 3 below permits such dependence.) It is immediate that 

d x ~ ( t ) - l G (  t ) 
dt ~ ~ '  x`(t)' e , x~(O) = x o . (3.2) 

We next verify that G satisfies the Conditions I-VI below. 
I. G is jointly measurable in all its arguments and a.s. in C3(IR a) as a function of 

x for each t, e. 
II. The process {G(t, .,~, co)}t>_ o is stationary in t for each fixed e. 
III. Let 

~'s (~ ,M)=~{G(u ,x ,~ ,  . ) l s<u<_t ,  Ix[ <M} 

and 

/~(t, M) = sup sup IP(AB)- P(A)P(B)[. (3.3) 
s>= O AEf~(e, M) 

0<~<1 BeN~+t(e,M) 

Then 

{fl(t, M)} l/Pat < oo (3.4) 
0 

for p = 6 + 2 d .  
IV. Write 

G(x, e)=E{G(t, x, e)}. (3.5) 

There exists a fixed w~IR a such that for each M <  oe 

sup 1G(x ,e ) -w  = 0 .  (3.6) lim 
e,,O [xl<M 

V. For each M <  oo there exist a constant C =  C(M) independent of t, z and e 
such that 

E/tlx-~I_-<Msup [DaG(t,x,e)[ m"x(a,a)} <=C, 0_<[/3[_<3, (3.7) 
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and these integrals converge uniformly in z. [The derivatives in (3.7) are all x 
derivatives.] 

VI. The following limits exist uniformly on compact sets and are bounded 
functions of x : 

A/j(x) = lim ~ E{Gi(0, x, e)Gj(t, x, E)}dt, (3.8) 
e,,0 0 

c/j(x)=l}smoiEIGi(O,x,e)~--~iGJ(t,x,e)}dt, (3.9) 

where 

d = G - O .  

[The integrals (3.8) and (3.9) converge absolutely on account of III, for the reasons 
given before (2.10).] In addition either the matrix a/j=(Ai~+Aj/) is twice con- 
tinuously different/able in x and the vector 

d 

bj(x) = ~ c/j(x) + wj (3.10) 
i = 1  

is uniformly Lipschitz continuous in x, or A is strictly positive definite and 
continuous at each point x ~ IR ~. 

I, II, IV (with w=0), and V are immediate for the choice (3.1) of G by our 
assumptions on F. To prove III for the choice (3.1) of G note that for Ixl<M, 
S<--u~t, 

x (x + uv, v)v s lv[ -M<lv l - l (x+uv ,  v)<__tlvl+M, +uv ~ <=M. 

Consequently 

N;(e, M) C J tlvl + M (v, M) 
s l v l - M  

and 

fl(t, M) < ~(tlvl - 2M) +, v, M). (3.11) 

Thus (3.4) is immediate from (2.7). Finally the convergence and continuity 
properties of (3.8) and (3.9) are trivial in our case since the integrals are 
independent of ~ [-by (3.1)] and of x (by the stationarity of F). Indeed we have the 
explicit expressions 

oo 

aij(x) = I E{Fi(x)f j(x + tv) + f i(x + tv)Fj(v)}dt, 
o (3.12) 

qj(x) = ! E Fi(x ) Fj(x + tv) dt, 

exactly as in (1.12). 
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We note that aij = A~j + Aji is always nonnegative definite since it equals 

1 + T  + T  

a~.(x)=lim l i m -  ~ ds ~ dtE{G~(s,x,e)dj(t,x,e)} 
J ~0 r ~ 2 T - r  - r  

We also observe that even integrals of the form 

E { f g(x)F j(y + tv) }dt 
o 

(which appear in 5¢~y in Theorem 2) are twice continuously differentiable by virtue 
of (2.2) and the rapid decrease of r~j(y) and its derivatives, which follows from (2.7) 
and Theorem 17.2.2 of [7] (see Remark 1). 

Before stating the next theorem we comment that we have not made any 
continuity assumptions for G as a function of t. Accordingly by a solution of (3.2) 
we mean from now on any continuous function x~(-) which satisfies 

x~( t ,e ) )=Xo+~!G ~,x(~,co) ,e ,  coda ,  t>=O. (3.13) 

Theorem 3. Let G be a random field which satisfies conditions I -VI .  Then with 
probability one (3.13) has a unique solution for all t >O. Let R ~ be the measure on 
C([0, oo) ; IR a) induced by this solution. For each f e C2(IR e) put 

Lf(x)  = ½ ~ ~ " a i j ~ ' x ) ~  -}- ~ ,  3f(x) (3.14) 
32f(x) 

i,j=l j = l  Dj ~X~j " 

Then R ~ converges weakly to the probability measure R on C([O, ~),IR d) which 
corresponds to the diffusion with the infinitesimal generator L and starting point x o 
(i.e., R{X(0)=x0} = 1). 

It is clear from the above that Theorem 1 is indeed a special case of Theorem 3. 
Results like Theorem 3 were first proven by Khasminskii [8], in [9], and more 
recently by Borodin [10]. In fact Theorem 3 is very similar to Borodin's result. 
However, our proof differs f rom Borodin's in some important details. We 
circumvent the usual technique of breaking up the increments of x~(t) into blocks 
and we end up with a weaker mixing condition than Borodin's (but our 
differentiability condition is stronger than Borodin's). Moreover, by introducing a 
truncation in Step (ii) we can get away with requiring III and V for each finite M 
only, with the constants dependent on M. We actually exploit this in our explicit 
examples (see Appendix) which do not satisfy Borodin's conditions as they stand. 
Despite its length we shall therefore give a complete proof of Theorem 3 in Steps 
(ii)-(iv) below. After introducing the truncated process x ~,M in Step (ii) we show in 
Step (iii) that the corresponding family Q~,M of measures is tight on D([0, oe), IR e) 
(see/-5, 6] for definition of D). This is done by means of a mixing lemma proved in 
Step (iv). The Steps (v) and (vi) show that the measures Q~ actually have a limit as 
e ~ 0  and identify the limit. The truncation is not removed until the very last step. 

Remark 3. In Theorem 3 we do not try to find the weakest possible differentiability 
condition in V. If G is of the form G ~1) + eG (2~ then one can separately estimate the 
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terms involving G (a) in (3.44) below. In this case it suffices that G ix) satisfies (3.7) for 
[fl[ __< 3 and G (a~ satisfies (3.7) for [fl[ =< 1 only. 

Step (ii). Let CPM(X ) be a C°~(IR a) function such that 0 ~ ~PM =< 1, 

i if [X[< M 

= 2 (3 .15 )  
q)~(x)= if Ixl>_-M, 

and such that gradient (q~M(x)) is bounded uniformly in x, and M > 1. We define the 
truncated field GM(.) by 

GM(t, X, e, CO) = G(t, x, ~, co)q)M(X ) 

and the corresponding process x~'M(t, CO) as the solution of 

/ e,M ! M (7 e,M x (t, e)) -- Xo + ~ G , t > 0 .  7~,x (a, co),e, coda (3.16) 

We assume M >  Ixol throughout. At this stage we first prove that (3.16) and (3.13) 
have unique solutions as stated. First note that for each fixed M and T 

EIlr![sup GM(~,x,~)+sup ~_~GM(~,x,¢) t 

---<-SE sup G sup G dt<oo 
g o [[Ixl_-<MI +lxl<=M 

SO that almost surely 

lisup ) eo x ~,x ,e  dt<oo 

and 

) eo ~ ~ ,x ,e  dt<oo. 

For any rn for which this is satisfied there exists a 6 > 0 such that 

7 ! sup 3 G M ,x,e dt<½ for all O<_s<s+6<=T. (3.17) 

It follows from (3.17) that for each fixed zelR d, 0_<s_< T - g ,  the map 

1 s + .  / t \ 
f(s+u)-*z+~ ! GMl~2,f(t),e)dt, O<_u<6 

is a contraction on C([s, s + 3] ; IR d) (with the sup norm) and therefore for each such 
z, s there is a unique solution to 

1 ~+~ / t \ 
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By iteration we see that (3.17) implies that almost surely (3.16) has a unique 
solution on [0, T]. This holds for all M, T, hence (3,16) has almost surely for each 

M 
M a unique solution for all t > 0. Since GM(t, x, e) = G(t, x, ~) for [x I < ~- we see that 

M 
any solution x~'M(.) of (3.16) which satisfies ]x~'M(t)[< 2- on [0, T] is also a 

solution of (3.13) in [0, T]. Now the solution of (3.16) satisfies 

1 T m t 
sup ix , itll l or+ S sup dt 

o_<t<r ~o [xl r \e /I 

so that existence of a solution of (3.13) will follow if we show 

lira P . l ~ s u p  G , ~ , x , ~  dt> =0.  (3.18) 
M-~oo L e o  Ixl I \ e  /p 

However, (3.18) is easy because for any t />0 

E { l i  sup~, GM(t---~'x'e]ke /I dr} <q-MTe 

-[-li2El~, o n (]X--Zn]<= 1Sup G(~,X,,~)I[ G(~,X,F,) ~tlmt}dt , 

where the sum is over a finite number of points z, such that the union of the balls 
{x: ix-z , [  < 1} covers {x:ix[ <M}. We can do this with at most C~M a balls. The 
nth expectation in the sum is at most 

t a t 

l l ~ -~ . l ~  1 

=o(m-d+l ) ,  m-~ oo, 

(by V), It follows that 

E ~sup ,x:e dt =o(M), M ~ o o ,  
o Ixl 

which immediately implies (3.18). 
Now that the existence of a solution to (3.13) has been established, the 

uniqueness of the solution again follows by the standard argument, given just 
below (3.17). 

We return to the solution x ~' M of (3.16). Since GZa(t, x, e)--0 for [xl > M we have 

[x~'M(t,c.o)l~m for all t ~ 0 .  (3.19) 

Until the end of Step (v), [Xo[ < M  < oo will remain fixed and we only deal with x ~'M, 
G M. For brevity we suppress the M in the notation in Steps (iii) and (iv). The only 
property used in these steps which hinges on the truncation is (3.19). 

Step (iii). Let Qe, M be the measure induced by x ~'M on D([0, oo);IRa). In this step 
we show that for each fixed M the family {Q~,M}~>o is tight. By a result of 
Chentsov (see [-5, p. 125ff.], especially the proofs of Theorems 15.4 and 15.6) it 
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suffices for this to show 

EIx~(u)-  x'(t)l ~' < C(u - t) ~ 

and 

EIx~(s)-x~(t)l'~lx~(u)- x~(t)l ~ __< C(u-S) 1 + ra 

for some r l , . . . , r 4 > 0  and O<-s<-t<_u<_T and 

(3.20) 

(3.21) 

C= C(T)< oo independent of 
eE(0, 1] and s, t, u. In turn (3.20) and (3.21) follow if we show that for O<_t<_u<_T 

E {[Xe(U) -- Xe(t)12• } ~ Cl (U - t )E 1/8 {~ i8 } (3.22) 

for  

~b=cI)(s,t)=lx~(t)-x~(s)[ r, O<s<_t  and 0<r_<2 

and C 1 = C I ( T ) <  oo independent of e~(0, 1] and s, t, u. Indeed, taking r=0 ,  i.e., 
• =1  we obtain (3.20) with r1=2,  r3=1.  If we take r=2 ,  and use the bound 
]x~(t)-x'(s)[ < 2M then we obtain from (3.22) and (3.20) 

/~lx~(s)_ x~(t)121x~(u)_ x~(t)12 __< C l C ( U -  s) 9/8 . 

In accordance with our suppression of M and previous notation we now write 

G(x, ~) = EGM(x, e) = (PM(x)EG(x, ~) , 

G(x, e) = G(x, e) - G(x, ~) . (3.23) 

Then [see (3.16)] 

Here we used the comma-subscript notation for x-derivatives. The second equality 
in (3.24) follows from (3.16) and 

It follows from (3.19) and IV that 

ai(x  (z), D ( x i ( z ) -  x~(t))dz~ 
t i 

< 4 d M ( u - t ) ~  sup IG(x,~)IE{I~I} 
Ixl<=M 

< C 2 ( u -  t)E 1/8 {(b s } (3.25) 
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for a suitable C 2. Thus 

2 ur ( _  /a  \ 

~" tt [j \~" / 

"I~ G~'J(~' x~(a)'e) (x~(a)-x'(t))+ Gj (;2, x~(a),e)]} dadz. (3.26) 

The double integral in (3.26) consists of a number of terms to each of which we can 
apply the following 

Lemmal. Let U( t ) ~ ,  x,e be ff~/~2(e) measurable for each fixed Ixl<=M, and such 

that 

Let V e~ , e , s <-_ t, be a f#~(~) measurable random variable. Then for 0 < 7 < 1 there 

exists a constant C = C(y, d) such that for all 0 <-_ Q <_ s <_ t 

sup II E{U(~,xe(O),g)r(~,g)} ~C(E{I/~I~__<I Ixl<=M \; /4j]1/4 

Before proving the lemma we show how we can estimate (3.26) by means of it. 
For instance we can apply this lemma with 

and 

Since 

x"U(a)=Xo+ G ~ ,  x~'M(o),e do, 

x"M(a) is ~o/~2(e,M) measurable and so is V(~2, e). Also (3.27)is satisfied because 

by virtue of (3.7) and the definition of G. Moreover by (3.19) 

/;) V , e -<2Ml~bl sup G a _ _  , X , ~  

I~'] =< M 
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so that  Lemma 1 with 7 = 1 and Schwarz' inequality and V imply that  

SdeSd~E (~, v 
t t 

1 

= c3(u-  t)el/8{~ 8} ~ {/~(s)} 3 +dds 
0 

<= C 4(u- t)E1/S { q)s} . 
The other  terms in (3.26) are handled similarly. 

Thus (3.22) and the tightness of {Q~}o<~__<l have been reduced to Lemma 1. 

Step (iv). Proof of Lemma 1. First we approximate  x~(Q, co) by step functions as 
follows: For  co in the set 

A(k)= {co kJ ~ ~ M ,  l <j<d} : ~ M <-_ xj(~, co) < 

take 

{k~M if k~->O 

x~,N(q, co) = N - ' (3.29) 

(kz+l)  M if ki<O. 
N 

For  brevity we denote the right hand side of (3.29) by kM/N. Clearly 

M 
x~i N,t0, co) - x~(Q, co)l = N  < - -  

and 

Ix~,N(~,o)l<lx~(~,co)<M for all co. (3.30) 

Moreover  A(k)ef¢~'~(e) since x~(0) is f#g/~(e) measurable. Define also 

{0 U if Igl<=K 
UK= if [ U [ > K  

and similarly for V L for V truncated at L. Then 
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N ~ 
(3.31) 

Here k stands for an integral k-vector (kl, ..., ka) and the sum over k runs over the 
(2N + 1) a such vectors with [kjl <__ N, )~A stands for the indicator function of A. The 
first-third term are estimated in the obvious way by means of (3.30) without 
intervention of the mixing hypothesis. In the last term in the right hand side of 
(3.31) we apply Theorem 17.2.1 of [7] to each summand. Since IuKI <K, ]VLI <L, 
we find that the k-term is bounded by 

+ K ~ [Ixl==_MI 

[use (3.27) to estimate E{U~}]. After summing over k we obtain that the left hand 
side of (3.28) is at most 

t [IBI= ~ IxI-M \e 

1 / s u p  U(~, ~]'+'] {s )} IVan, lP, I~MI \e 

1 aft/t-  s\l 
) l )l 

(3.28) now follows from Schwarz' and Jensens' inequalities if we take 

K =  

i 
4 1/4 t - -s  2+y 

(Ef.p~ 1 sup U(~,x,e) }) / ( N + l ) a f l ( T )  ) , 

L =  

[( /t_s\]-~/(2+y+~a)l 
N=ll f l f~-) l  1>1  ( s ince f l< l ) .  [] 
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For the next step we also need the following variant of Lemma 1. 

Lemma 2. Let X(~2, e) be ~2(e)  measurable, and for [xl<-_M, let 
% (t )( (~ )) 

U ~ ,  x, e V 72, x, 8 be J~/,2cgt/~ (respectively (#~ul~(~)) measurable. Assume that 

I( u I} E V ~ , x , e  =0 ,  (3.32) 

and set 

Then for each 0<7__<1 there exists a constant C--C(7, d) such that for all 
O<_s<_t<_u 

I ~ (~, ~11 ~ (~, ~,s,,~)~(~, ~,~,,~) ~(:~, ~, x~,,~)] t 
{ s NIa/\ '/a t 

• E ~ D ~ sup V e 
Ifl 1 Ix l<M ~ , x ,  

{~(t ~,_lp(u_ tlt,,,,+ 2,÷ i,d, 
1-~-] / ~ 7 - / l  (3.33) 

Proof. First apply Lemma 1 with U V -  W substituted for U and X for V. This 
shows that the left hand side of (3.33) is bounded by 

# t u t u ~(~{ ~ 1 ~su~o ~c~, ~,~ ~(~, ~,~) o,~(~, ~, ~,~t ? ~ , ~  

• E ~ ,  e) f) /fl~L~-2~)t (3.34) 
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Next we apply Lemma 1 again, this time with V substituted for U and X U  for V. 
We find that 

S 8 8 1/8 

\~ /I J (Ix __<M 

[ \ " (3.35) 

Lastly, by Theorem 17.2.2 of [-7], p. 307 

Since fl __< 1 and ½ > 7/(2 + 7 + yd) for • __< 1, we see that the left hand side of (3.33) is 
also bounded by twice the right hand side of (3.35). Thus the square of the left hand 
side of (3.33) is bounded by twice the product of the last member of (3.34) and 
(3.35). This fact plus another application of Jensen's inequality proves (3.33). [] 

Step (v). This is the first step in the identification of the possible limit points of R ~ 
as e+0. We reintroduce the superscript M. As in Step (iii) Q~,~t is the measure on 
D =D([0, oe);iRe) induced by x ~'M .X(t) will be the t-coordinate function on D and 
the corresponding a-fields of subsets of D are given by 

~/',~ = a-field generated by {X t : u <_ t < v} . (3.36) 

Assume now that {e,} is a sequence of positive numbers tending to zero such that 

Q~.,M==~QM a s  n ~ o e .  (3.37) 

(As usual ~ here means weak convergence on D([0, oo) ; IR e) with its Jl Skorokhod 
topology; see [5], Chap. 3 and [6] for details.) Expectations with respect to QM 
will be denoted by E M. For any C ° function f:IRd~IR with compact support 
define 

M, . ozf(x)  d 
LMf(x) = ½ ~ a~j ix) ~ + Z b~t(x) 3f(x) ,  (3.38) 

i,j = 1 OXiOXj  j = 1 OXj  

where 

a~(x)=aij(x)P~t(x), c~(x)=cij(x)p2(x)+q)M(x)(~--~iq~t(x))Ao(x), 

b~(x) = Z c~(x)+ w/p~t(x ) . (3.39) 
i 
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We show in this step that  

t 

f (X( t ) ) -  S LM f(X(a)) da (3.40) 
0 

is a (QM, J/l~) martingale.  
To  prove  tha t  (3.40) is a mart ingale  it suffices to prove  for any integer m > 0 and 

bounded  cont inuous function O : (IRa)"o]R and 0 __< s 1 < s 2 < . . .  < s m _< s = t that  

EM {(f(X(t))- f(X(s)))O(X(sl),...,X(sm))} 

=EM{!LMf(X(a))q~(X(sl),...,X(sm))da}. (3.41) 

Indeed, a s tandard  m o n o t o n e  class a rgumen t  shows that  (3.41) implies 

t 

for any bounded  . / ~  measurable  function 05. This is clearly equivalent  to (3.40) 
being a martingale.  

In addition, 

(f(x ~' M(t)) -- f ( x  ~, M(S)))~b(X~" M(S 1 ),..., X ~" M(S,,)) 

is bounded  and because X~f (X(s ) )  and Xoq~(X(sl), ..., X(Sm)) are cont inuous  
a.e. [QM] on D [by (3.20) and (3.37)], it converges in distr ibution to 

(f(X(t)) - f(X(s)))q~(X(s,) .... , X(s,,)) 

as e ~ 0  through the sequence {G}. Thus the left hand  side of (3.41) equals 

lirn E{(f(x~",~t(t)) - f(X~"'M(s)))q~(X~"'M(sa),..., X~"'U(Sm))} . (3.43) 

N o w  with GM(x, e)= G(x, a)qgM(X ) and ~ M _  G M_ ~u, as in (3.23), we have anal-  
ogously to (3.24) 

f(x~,M(t))-- f(x~,M(s)) 

~" s " 

Of (X~,M(~))~M(X~,Sa(Z) ' e)dz 
E 8 " 

+ ~ (x'  (a))G~,j , x"'M(a),e G f  (~i, x~'M(~r),e . (3.44) 
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We now multiply (3.44) with • and take expectations and let e+0 through the 
sequence e,. The first term in the right hand side yields 

l im!~E{~x  (X~'M('c))!G~(x~'M(z),e)~}dz 

by virtue of IV and (3.37). The second term has limit zero, on account of Lemma 1. 
~M T 

Indeed, an application of Lemma 1 with U ~-, = G¢ e [note that this 

has expectation zero by definition of G, cf. (3.5)] and V ~ ,  e = ~Sx~ (x~'M(s))' 

7 = 1 shows that 

s \ - Z - ] j  = o ( e ) .  (3.46) 

Finally the double integral in the right hand side of (3.44) is handled by means of 
Lemma 2. We restrict ourselves to the term 

e ~ Wxyx i ~ '  

We write 

T O- ~M "C M o- 

and in accordance with previous notation put 

, ~ , x , e  = E H  - -  x,e 

ITt = H -  f t .  

Then (3.47) equals 

'~" s s g2 ' 

l t ~ c f S z f [ 2  T (7 xe,M(G), E~lt~) +~ !dz ]daEs~(x~'g(tT))FI,  I f  . (3.48) 
s tGXjOXi  \ J '  E2, 
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We first analyze the/~ term in (3.48); as we shall see this contributes the part of 

EM{!daLMf(X(a))~} 

with the second derivatives. Indeed, after a change in the order of integration the/~ 
term in (3.48) becomes 

f ~2f 
dae ~ ~ (x~'U(a)) 

s ( OXjOXI 

tie 2 

} . 

By the standard mixing Theorem 17.2.2 of [7] 

M O" {fl(~__ 0-/~1/3 

uniformly in Ixl <M, ee(0, 13. Thus by II and (3.8) 

oo 
= ~°~t(x) I E{Gj(O, x, e)G,(2, x, e)}d2 

0 

= ~ o ~ ( x ) A j i ( x )  + o,(1) 

as e $0, uniformly in Ixl < M, for each fixed a < t. It follows that the limit of (3.49) as 
+0 through the sequence e, equals 

' e O~f (x~'U(afiAM(x~'U(a))da~ limE{! 02 
~x~c~xi " J J 

=EM{ ! ~2 ' cI)A~(X(a))~ (X(a))da} , (3.50) 

as claimed [again we used (3.37)_] and A~/= q)~Aji. 
Next we shall show that the H term in (3.48) tends to zero. For this we need to 

apply (3.16) once more to obtain 

s ~2 ~ 

s s [GXjOXi  \l~ ~2 ' 

e s [ [ ~ X k ~ X j ~ X i  ~ ,  xe'M(,~), 13 
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• Gk (e2~ -, x~'~a0.), e) q~ } . (3.51) 

First estimate the double integral in the right hand side of (3.51) by means of 
Lemma 2. Take 

(s) 
x ~,~ - ~ ,  (~J'(s))+, 

Then by Lemma 2 with ? = 1 we find that the double integral is 

1 

0 " c - a  c r - s  

and by (3.4) 
1 

The triple integral in (5.51) has two terms. We estimate the first. This time take 

X(8~ -, 8 ) -  t~3f (x'eM (2 xe, M()~) ' e)~ 
~ , ~ x ,  ( '~))~J '  ' 

and U, V as in (3.52). By Lemma 2 this term becomes 

(! t ,~ ,~ f / z -  a\ /a-  2\ /6-~7 

S $ s 

Thus again e-2 times this term tends to zero and similarly for the second term in 
the triple integral. 

The above observations show that the limit of (3.47) is given by (3.50). In the 
same way we obtain 

I a f ,  ~ ,  ,,;~M[Z ) 
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Adding all the contributions we finally obtain that (3.43) equals 

t 

as required. 

Step (vi). In this step we remove the cutoff in M and show that as M ~  oo the 
measures QM of the last step converge to R. Because of the tightness of the family 
{Q~'M:0 < e_-< 1 } [see Step (iii)] each sequence of e~ $ 0 contains a subsequence for 
which (3.37) holds for some QM. If we could show uniqueness of QM then we would 
have Q~,M~ QM as e ~ 0  in any way. Because the coefficients of L M vanish for large 
x it is somewhat unpleasant to prove uniqueness for QM. Another nuisance 
difficulty is that Q~,M and QM are measures on D=D([0,  oo);lR d) rather than on 
C = C([0, oo);IW). Since x~'M(t) is continuous, Q~,M is actually concentrated on C. 
We shall now show that also QM is concentrated on C and that the family 
{QM:M > [Xo[ } is tight in C. We shall then be able to take limits as M ~  oo without 
checking the uniqueness of QM. 

By assumption VI and (3.39) there exist constants A and B such that uniformly 
in M 

1 Z O,A (x)Oj<_ A, 
10l 2 ~,s 

Z (b~(x)) 2 <= B2. (3.53) 
J 

By [11], Eq. (2.1) [note that the proof of this estimate remains valid if xU(t) is 
merely in D rather than C] for each fixed s = 0, A > 0, 2 > 0 

22 
<2dexp  2Adl/2 A , (3.54) 

and consequently for any T => 0 and 2 > 0 

QM(/o__<~t~rsup p~(t)-X(s)l> 22} <= +1 exp 2Adl/2 A ,0 (3.55) 

J [. It-sl<=A 

as A $ 0, uniformly in M. Since also 

QM{X(0) = Xo} = tim Q~'M{x~'M(0) = x o } = 1 (3.56) 

it follows from Theorem 8.2 in [5], that each QM is concentrated on C and that the 
family {QM}M~Ixo I is tight on C. Moreover, since each Q~,M is concentrated on 
C,Q ~"'M converges weakly on C to QM as n--,oo (cf. [5], p. 151). 

We can now easily complete the proof. Let M k T oo be any sequence for which 
QM~ converges weakly in C to some measure Q* on C. By the tightness of {QM} 



A Limit Theorem for Turbulent  Diffusion 119 

any sequence of M's tending to infinity contains a subsequence with this property. 
From the fact that the coefficients of L M converge boundedly, and uniformly on 
compacta, to those of L, and (3.42), it follows that 

t 

f ( X ( t ) ) -  ~ LF(X(a))da 
0 

is a (Q*, J~*)  martingale, where ~/~* is the trace of ~ *  on C. Of course [cf. 
(3.56)] 

Q*{X(O)=xo} = 1 .  

By the hypotheses made in VI on a~,j and bj and by Theorems 6.2 and 5.6 of [12], 
respectively Theorem 2.3 and Remark 2.1 of [13], there is only one measure on C 
with these properties, namely the one denoted by R in Theorem 3. Thus Q* = R  
and 

Q M ~ R  on C .  (3.57) 

Now define for X E C  

z(X, K) = inf {t > 0 : [X(t)l > K} . 

We already observed in Step (ii) that x~'M(t)=x'(t) up till the first time that 
M M 

Ix~(t)] = ~-  so that for each K<_2-- 

"c(x ~" K)  = "c(x ~'M, K)  . (3.58) 

Now let S O be a closed subset of C([0, T] ; IR d) and 

S = {XE C :Xlto, TI~So} . (3.59) 

Assume that we can show for each such S 

lim sup R'{S}  < R{S} . (3.60) 
e . , 0  

It then follows from Theorem 2.1 in [5] that 

lim W{ ~} =R{~ v} (3.61) 
e l0  

for each bounded continuous functional T on C with the property that 7J(X) 
depends on X( . )  restricted to [0, T] only. (Here we have written R{7 j} for the 
integral of ~ over C with respect to the measure R.) As in [6] this result for every 
T implies R ~ R  on C.1It therefore suffices to prove (3.60) for all S of the form 
(3.59). 

Let e, ~0. If necessary by going over to a subsequence we may assume that for 
each M = 1, 2,... 

Q~,,M~QM on C (3.62) 

1 See also Theorem 6 in [19] 
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for some probability measure Q~t on C. It follows from (3.58) that for every S of the 
M 

form (3.59) and K < -  
- 2  

R~{z(X, K) <= T} = Q~'M{z(X, K) <= T} , 

R~{S, r(X, K) > T} = Q~'M{S, r(X, K) > T} . 

Consequently 

lim sup W"( S) < lira sup Q""'M { S} + lim sup Q~"'M { z(X, K) < T} 
n ~ o o  - -  h___~ o o n - - +  o o  - -  

<Q~{S}+QMIoSUpr~X(OI~K-1 / [by (3.62)]. 

If we let M ~ o o  we obtain from this and (3.57) 

lim_~p R~"{S} <R{S} +R,  o_<~_<rSUp ~X(t)l > K - 2  I ,  

and finally as K-~ oo we obtain (3.60). This completes the proof of Theorem 3. 

4. Appendix, Examples 

a) Gaussian Random Fields. Let F:IR d x ~2~IR d be a stationary (i.e. with distri- 
bution invariant under translations ; cf. Sect. 2) Gaussian random field with mean 
zero and correlation matrix 

rk,(Y)= E{Fk(X)Ft(x+Y)}, x, yal  Rd, l<=k,l<-_d. (4.1) 

By Bochner's theorem ([14], Chap. 1.5) there exist totally finite complex valued 
measures #k,~ on IR d such that 

r~,(y)= ~ e'(a")#k,,(d2), (4.2) 
R a  

and for each Borel set B the matrix 

(!#k,z(d2))l~k,z~ d is hermitian and nonnegative definite. (4.3) 

#k,~ is the so called spectral measure. We shall assume that the #k,~ have densities, 
i.e. for some LI(IR a) functions fk, l 

rkz(y)= ~ ei(;-Y) fk, l(2)d2 . (4.4) 

Without loss of generality we may assume that for each 2 the matrix 

(fk,l(2))l<k,l<d is hermitian and nonnegative definite. (4.5) 

The f~,~ take the place of the usual power spectral density. We define 

z(2) = smallest eigenvalue of (fk,~(2)) • (4.6) 
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For simplicity we shall take the vector v in (1.2) in the direction of the positive first 
coordinate axis, i.e. 

v =(Ivl, 0 , . . . ,0) .  (4.7) 

We shall write 2elR d as (21, 22) with 21 e IR, 22 ~IR e- 1. We then have the following 

Theorem 4. Let F be a stationary zero mean Gaussian random field as above. 
Assume that fk,z as in (4.4) exist and that for some ~> 1 

N6 (log 2)~fk,k(2)d2 < oe , l <_k <_d . (4.8) 
2E~. a ,  121 > i 

I f  in addition (4.7) holds and for some integers p = p(k, I)> 7 + 2d and constants r > 0 
and A < oo 

(3@,) vfk,,(21 +t,  •2) <=A(l+tf 'c(21,) .2)  

for all 2~IR d, t~lR and l <k,  l < d  , (4.9) 

then F satisfies the conditions of  Theorem 1 (even with M = o0 in (2.7)). 

Remark 4. (4.8) could be sharpened slightly by a more carefull application of 
Theorem 2.10 of [ 15]. If (fk, l(2)) is nonsingular for all 2 and p(k, l) is independent of 
k, l it is also possible to replace (4.9) by the slightly less restrictive condition 

sup (1 + t)-r 
)~EN a 
tE~. 

( / • largest eigenvalue of ~ f(2 l+ t , 22 ) f - l (2 t , 22 )  =<A . (4.10) 

Here f - 1  stands for the inverse matrix of (fk,~) and f is the matrix 

\021] , j .  Neither of these refinements seem useful for finding actual examples. 

It is helpful, though, to observe that one may replace z in (4.9) by its lower bound 
(see [16], Sect. 5) 

rnkin b,k(2X, 22) -- ,~k fka(21,22)l+.  (4.11) 

Example. Set 
d - - 1  

R2 =c~1(21 - i l l )  2 + Z czi0"2,,-fl,)2 (4.12) 
i = 2  

for some cq>O, fl~elR and 22=(){.2,2,...,22,a). Assume that 

Pk,l(R 2) 
fk,,(2a, 2z) = Qk, z(R a) ' 
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where Pk, l( ) and Qk, l(") are polynomials. Assume that (fkd(•l,J.2)) is positive 
definite for all 2 and that in addition for all k, I and some constants x o > 0, 0 < 7 < 1, 

inflQk, l(x)l>0 and for all x Pk,k(X)>O, Qk,k(x)>O; (4.13) 

Pk j(x) Pk,k(X) 
~ <y  for all Ixl>=x o ; (4.14) 

j , k  _ Q k , ~ ( x )  

degree Qk,k > degree Pk,k + ½(d + 6). (4.15) 

Then a Gaussian field with spectral density (fk,t) satisfies the conditions of 
Theorem 1. 

Proof  It is almost immediate from (4.8) that si(x ) = - ~ rkk(X ) exists, is finite 

and satisfies 

Is~(0)-si(x)l < c l o g ~  (4.16) 

for some constant C and Ixl _-< 1. It follows from Theorem 2.10 in [15] that s~(.) is 
the correlation function of some continuous and stationary Gaussian process, 
Yk,i(Y, o)) say, One can further take Xk(X 1 . . . . .  Xi_ 1, 0 . . . . .  Xa) Gaussian and such 
that 

Xi 

Zk(X)-- Xk(Xl . . . . .  x i -  1, 0 . . . . .  xa) + S Yk, i(Xl, -.. , Xi- 1, t , . . . ,  xa)dt 
0 

has the correlation function rkk(.) and therefore has the same distribution function 
as Fk(x ). From this it follows that any continuous version of F k has almost surely a 
continuous partial derivative w.r.t, x~ which has the same distribution as Yk,~. 
Repeating this argument we see that almost surely Fk~C3(IRd). Since the de- 
rivatives of order =< 3 of Fg are again mean zero continuous stationary Gaussian 
processes (2.2) is automatic (cf. [17], Theorem 8). It remains to verify (2.7). By a 
result of Kolmogorov and Rozanov ([-14], Theorems IV.10.1 and IV.10.2) and (4.7) 
we have for all M, including M = oc, 

~(t, v, M) < e(t), (4.17) 

where the "maximal correlation coefficient" q is given by 

e(t) = sup (E { Y Z }  - E{ Y}E{Z}) (4.18) 

with the sup taken over all random variables Y, Z with aE(Y)= aa (z )=  1, and Y in 

the linear span of {F(x, .):(x,v)__<0} and Z in the linear span of F(x, . ) : ~ j -  > t  . 

Therefore Theorem 4 is implied by the Proposition below, which is modeled after 
[14], Lemma IV.10.6. 

Proposition. I f  F is a stationary zero mean Gaussian random field whose spectral 
density (fk, l) satisfies (4.9), then 

Q(t) < dCAt  -q , (4.19) 

where q=minp (k ,  l) and C depends on r and the p(k, l) only. 
k,l 
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Remark 5. We can use the argument of [18-1, Lemma VI.I.1 to obtain further 
examples of random fields which have the required mixing properties. Indeed if 
fk, z= ~ Fk, ifk, f~,j, where the Fk, ~ are entire functions whose Fourier transform has 

t,J 
support in [ -  T, + T], then the maximal correlation coefficient ~ corresponding tof 
satisfies 

~(t) __< ~ ( t -  2T).  

Proof Standard manipulations show that 

0(t)=sup j~ (l<=~<=dCpk(2)~pZ(2)eiO'lfk, l(2))d2, (4.20) 

where the sup is over all complex valued vectors of functions q)k(2), q,~(2) of unit 
norm in the space H}, which is the closure of all functions of the form 

~Tvexpi(2,xv) (a finite sum) 
v 

with the first coordinate of x,>0, in the norm 

II %]1 ~ = ~ ( Z  ¢Pk(2)fk, ~(2)0z(2)} d2. (4.21) 
~.a~k,l J 

Now take 

2m > r + max p(k, l) + 2 (4.22) 
k,l  

and 

~,.--o~ j g°"(~)~=l ( -1)  "-1 L . , ( ~ + v x , ~ g d x ,  

where p =p(k, l), 

/sin a x \ 2" 

and 

+ o o  

7,. = I a~,m(x)dx. 
-oo 

We note that for all 22 with 

+ o o  

S ]fk, l(21,22)ld21 < ° °  for all 
- o o  

(i.e., for almost all 22) we have 

J" a~,,.(x)lL, x(21 + vx, 22)ldx < or3. 

(4.23) 

1 <k, l<d (4.24) 
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This follows from the boundedness of 9,,,,.. The principal estimate is that for all ;~ 
satisfying (4.24) and all 21 and o-> 1 

Ifg, t(Ai, 22)-  Qk,/('~1, '~2)1 ~ CA(T-P(k' l)"C('~ 1, "~2)' (4.25) 

To prove (4.25) observe that its left hand side is bounded above by 

l ~(9,,,m(X) ~=O(--1)v-l (:)fk,l(21+VX, 22, dx (4 .26,  
Ym 

[note that (4.26) differs from (4.23) by a term with v = 0]. Now all x derivatives at 
x = 0 u p t o o r d e r p - 1  of 

v = 0  

vanish, so that its absolute value is at most 

Cplxl p sup fk, l(2a + 
[t[<pIx] 

< CpAIxl~( 1 +plxl)r~(;~l,,~2) [by(4.9)].  (4.27) 

Substitution of (4.27) into (4.26) gives 

Ifk, ~('~ 1, '~2) - Qk,~('h'~2)l 

< C~'A'c(;~;~z 7,,, -~  g~"m(X)lXlP(1 + plxl)rdx 

i + oo ~lo.xlv i~xl~+~ 
go,m t +P" j 

--<Az()~, ;L2){Vp,,,,oa-P+Vp .... a -e - ' }  , 

where [see (4.22)] 

1 +oo 
I~ = _s.~,.,.-., I p+ sd p . . . .  p .d.t..,p~jm _ooga,rn(X)l(TX [ X 

1 +oo 
=r'2'Cp ~ -o~f (sinx) 2mxv+'- 2'~dx < oe . 

This proves (4.25). 
By the minimax characterization of eigenvalues 

2 q)k(2)fk,~()i)~Z(;~) >---- "C('~ 1J[2) 2 [('Ok ('~)12 " (4.28) 
k,l k 

It follows easily from (4.28) and (4.25) that for all a > l  and II~oll~, IIq~lll finite 
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We claim that for a < t 

S {~, CPk(2)~p~(2)eitalQk, ~(2~, 22)} d2 = 0 .  (4.30) 
(k,l J 

To see this, let 

q~(2) = ~ 7'~,k exp i(2, x7,,~) , 
v 

tp~'(2) = 2c5~,l exp i(2, Y~,,O, 
v 

i n n n with the first coord nates OfXk, ~ and Yk, ~ >0, be such that (q)k)~(q~k), (tp~') ~ (~Z) in H} 
as n~oo.  By virtue of the above estimates (4.30) is the limit of 

n n it2L1 { 2  %(2)~0t(2) e Qk,~(2)}d2 
~ . U t k ,  1 , J 

as n ~  oo. Thus it suffices to prove 

I e~SalQk,~(2~, 22)d2~ = 0 (4.311 
~a 

whenever s > t > a  and (4.24) holds. This, however, is easy because for fixed 
,~2,Qkd(21,22) is a convolution of translates of f and g~,m, and the Fourier 
transform of g~,~ has support in [ - a ,  + a]. 

The proof of (4.19) is now easily completed. For q~, ~p a H~ with norm equal to 1 
we have for 1 < a < t 

"2" "2)eltZ~" t2 d2 

= ; {~" q~k(2)~;(2)dtz~[fk,;(2)--Qk,;(2)]}d2l 
I k ,  l J I 

< CA~-~ y. ~ I~0k(,~)llV:t(X)[~(;~ x, ,~2)d,~ 
k,l 

" ( 2  ~k(2)fk, ~(2)tP,(2)} ~/2 d2 (4.32) 
I k, l j 

[by Schwarz' inequality and (4.28)]. A final application of Schwarz' inequality 
shows that (4.32) is bounded by 

dCAcr-qlltpll:ll~ll:=dCAa-q . [] 

b) Trivial Gaussian examples for F satisfying the conditions of Theorem 1 can be 
obtained by taking F a stationary mean zero Gaussian random field with a 
correlation matrix rk~(y) which is seven times continuously differentiable [this 
implies F~ C 3 and (2.2) as in a)] and which vanishes for lyll> t o. [In the latter case 
Q(t), and hence e(t, v, M) vanish for t > to. ] Any matrix of the form 

rkl(Y) = ~ 2 Sk,,,,(X)Sl, m( x + y)dx (4.33) 
N d  m 
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with (sk, m(x)) a rectangular matrix of real valued 

sk,~.(.)~CT(IRd)c~LJ(lRd), sk,~.(x)=0 for Ixll> t° 
= 2  

can serve as such a correlation matrix. Indeed (4.33) is easily seen to be 
nonnegative definite. 

c) Poisson Blobs. Let F be any random field (not necessarily Gaussian) which 
satisfies the conditions of Theorem 1 with M = oo in (2.7). (E.g. F - 0  is permitted.) 
It is then possible to obtain a new field, F say, which still satisfies the hypotheses of 
Theorem 1 by "perturbing F on the union of a countable number of randomly 
located balls". More precisely, let PQ be a Poisson point process on [0, oo)x IR ~ 
with intensity oG(dr) x d2, where G is some probability distribution on [0, oo) and 
2 is Lebesgue measure on IR ~. I.e., N(B) - the number of points (r i, pi) in the Borel 
set B C [0, oo) x IR ~ has a Poisson distribution with mean oG x 2(B); if B 1 .... , B k are 
disjoint then N(B1),...,N(B~) are independent. In addition let Z1,Z2,. . .  be a 
sequence of independent identically distributed random variables. We shall 
assume that 

Po, Z 1,Z2,..., and the field F are independent of each other. (4.34) 

For the jth point (in some ordering) (rj, pj) of PQ we form the ball 

B j= {xelRa: lx-pj l  <rj} . 

In addition we introduce 

d =U. Bj 
J 

and for xelR a, the union of those B~ which contain x, i.e., 

O(x)= U Bj. 
Bj~x 

We do not change F on the complement of A, i.e. F(x, co)=F(x, o~) for x~A. For 
x ~ A we perturb F in any way which depends only on D(x), the values of F on D(x) 
and those Zj for which Bj contains x. Roughly speaking for each ball Bj which 
contains x there is some effect on F(x) and this effect may still have some random 
element in it, because it may depend on the extraneous random variable Zj. For  
instance the perturbations might be additive 

P(x) = F(x) + Y~ Gj(x, z j), 
Bj3x 

where Gj(-, Zj) is some C3(IR d) function with support in Bj. Of course we must 
make sure that P is still jointly measurable, stationary, belongs to C3(IR d) and 
satisfies (2.2) and (2.3). This, however, is easy to achieve and here we only give a 
condition which guarantees that F again satisfies (2.7). 

Theorem 5. Let F and F be as above and e(t, v, M) be defined by (2.4)-(2.6) and 
similarly for ~(t, v, M) with F replaced by _~. I f  

~ {e(t, v, oo)} l/P dt < oo , (4.35) 
0 
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and 

dt w a- iG([w, oo))dw ] I/p < oo , (4.36) 
o 

then for every M < oo also 

{a(t, v, m)} 1~"at < oo . (4.37) 
0 

We shall merely give a heuristic argument for this theorem. Consider the event 
El(t ) defined as follows: 

All the balls Bj which intersect the strip 

S 1 = {xeIRd:(x,v)<O, x -  ~ 7 - v  <=M} 
(x,v) 

lie entirely in the half space 

Iv] = ' 

Similarly we define E2(t ) to be the event that all balls Bj which intersect the strip 

( d (x,v)> x-(X'V) s2= lxOR : ~ r  = t, ~ - v  __<M / 

lie entirely in the half space 

H2={x~IRa.(x'v) >3~} 
Ivl = " 

El, E 2 are independent of each other and depend on PQ only. If a realization of PQ 
is given, such that E1 occurs, and if Z1, Z2,... are given, then {F(x) :xe S 1 } depends 
only on {F(y):y~Ha}, and similarly if the subscript 1 is replaced by 2. Since the 
a-fields ~-t]~ (v, ~ )  and ~ 4 ( v ,  M) [see (2.4) for notation] are "independent up to (t ) 
an error e ~, v, oo one can conclude that for any events ,41 ~ o&o ~(v, M) [-defined 

as in (2.4), with F replacing F]  and BE~°(v ,M)  one has 

IP{7tBE1E2}- P{AE, }P{BE2}] <=a (2, v, oo ) • 

Consequently 

~(t,v,M)<e ~, v, oo + 2 P { E  1 does not occur} 

+ 2P{E 2 does not occur}. (4.38) 

It is routine to estimate P{E i does not occur} and to derive (4.37) from (4.38), 
(4.35), and (4.36). 
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