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Abstract. A Monte Carlo model is presented to study details of the energy depo- 
sition inside tracks of heavy charged particles in water vapor. The input data for 
most of the calculations based on the binary encounter approximation are dou- 
ble-differential cross sections for electron emission after heavy-ion impact. The 
paths of the liberated electrons are simulated, taking into account elastic scatter- 
ing, ionization, and excitation. Each basic interaction of an electron or heavy ion 
is treated individually. Radial dose distributions and specific energy deposition 
are calculated for projectiles from protons to uranium in the energy range from 
one to several hundred megaelectron volts per unified atomic mass unit. Good 
agreement with measurements in tissue-equivalent gas and propane is obtained 
for light and medium-heavy projectiles, whereas for heavy projectiles such as 
uranium, deviations around a factor of 2-3 are observed. 

Introduction 

Motivation 

Experiments with beams of heavy charged particles have demonstrated that 
the biological response to heavy ions differs from sparsely ionizing radiation 
at all levels of biological organization. From experiments it is evident that both 
the nature of the biological lesion and the dose required to produce the lesion 
depend on the track structure [1, 19]. First, the efficiency of double-strand-break 
induction depends on both linear energy transfer (LET) and particle energy. 
Moreover, even in cases where the induction of double-strand breaks is strictly 
proportional to the dose, a significant prolongation for rejoining has been found 
[163. 
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Two major approaches are used to describe a heavy-ion track: the microdosi- 
metry and the track structure model. 

In microdosimetry [26], the energy deposition in a volume of approximately 
1 gm in diameter is regarded to be the critical parameter. The measurements 
of the specific energy deposited in such a volume have shown a significant 
decrease of the mean values for increasing distance from the center. However, 
for large distances the mean specific energy deposition is constant, and the 
probability to hit the volume diminishes. 

In the so-called track structure model there is no microstructure of the dose 
deposition. A continuous dose distribution inside the track is approximated 
by an r-2 dependence, where r is the distance from the center of the track. 
A modification is the core-penumbra model [10, 11], where a core of increased 
dose in the center of the track receives half the total energy lost by the heavy 
ion. An earlier variant of the model [-9] cuts off the dose profile at small distances 
without a region of enhanced energy deposition in the center. 

A realistic description of the particle track has to be compared with both 
approaches and should reproduce the measured radial dose distributions as 
well as the specific energy as a function of radial distance [34]. The preferred 
strategy to study details of track structure, spatial ionization and dose distribu- 
tions is the Monte Carlo (MC) method. It has been used, for example, by Par- 
etzke and Berger [25] to simulate the interaction of electrons and protons with 
water. The main purpose of the present work was to apply the MC technique 
to heavy ions in order to obtain dose distributions and specific energy as a 
function of the radial distance. 

Calculation strategy 

The calculation procedure using the MC method is designed to simulate the 
emission and transport of 6 electrons after heavy-ion impact. The starting point 
is the creation of primary electrons along the path of a heavy ion. Each ionizing 
collision of a heavy ion with a molecule is treated individually, with a mean 
free path between two interactions according to the total cross section for this 
process. The emission angle and energy of a primary electron are sampled from 
the appropriate double-differential cross section. The mean kinetic energy of 
the created electrons is on the order of 100 eV. The maximum energy is deter- 
mined by the binary collision kinematics between the projectile ion and a target 
electron, e.g., ~ 20 keV for a 10-MeV/u ion. In this energy region an electron 
undergoes a few hundred to a few thousand collisions with atoms or molecules 
until its energy drops below a threshold where further ionization and, in conse- 
quence, biological damage is no longer possible. 

The outline of the electron transport program presented here follows to 
some extent the instructions given by various authors [5, 14, 25]. The details 
of the basic interactions for electron transport used in our model are simpler 
than those discussed by Paretzke [24]. This simplified treatment is considered 
to be sufficient because the dominating uncertainties are the inaccurately known 
primary cross section for 6-electron creation by heavy ions. Each collision of 
an electron with a molecule is treated individually, taking into account three 
basic interactions: elastic scattering, ionization, and excitation. The single-col- 
lision approach is in contrast to high-energy simulations where multiple scatter- 
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ing distributions are used to combine the hundreds of thousands of interactions 
to a few hundred steps in a condensed random walk [5]. 

In the present calculation as well as in the cited experiments, the stopping 
material is a gas (water vapor and tissue-equivalent gas or propane), so that 
no solid state our plasmon effects are included. The mean free paths of the 
particles are calculated assuming the normal bulk density p = 1 g/cm 3. An essen- 
tial requirement for any MC calculation is the precise knowledge of the underly- 
ing interaction cross sections. Though scarce, experimental data are used as 
far as possible for the construction of cross-section tables, either directly or 
via semiempirical fits. 

The present model is restricted to electrons with energies above 10 eV. This 
is reasonable, because electrons of lower energies are below the ionization thresh- 
old of most molecules so that they produce little damage. Therefore, electrons 
are removed from the calculational procedure when their energy drops below 
10 eV. 

Transport of low-energy electrons in matter 

Basic interactions 

Cross sections for the basic processes of elastic scattering, excitation, and ioniza- 
tion are strongly energy dependent. Since the mean energy of the primary 
electrons is of the order of 100 eV, the cross sections for this particular energy 
region are of great importance. Figure 1 shows the cross sections used in the 
code, together with some experimental data. In the high-energy limit, the inelastic 
cross sections obey I-7] 

4 7 c a 2 R 2  (Tc~l~l) O-i,~e]-- ~,  Min~ In (1) 
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T' = 1 me v2 (2) 
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Fig. 1. The three basic cross sections for electrons 
in water  vapor  as function of electron energy. The 
symbols are experimental  da ta  (zx [18]; v [39]; o 
1-29]); the curves represent  the cross sections used 
in this work 
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where ao = 0.529 x 10-s cm is the Bohr radius, R = 13.6 eV is the Rydberg energy, 
M2nel is the oscillator strength, and Cine~ is a constant with a value close to 
the interaction threshold. 

Elastic scattering 

Although elastic scattering does not contribute to energy dissipation, proper 
treatment is important because it is mainly responsible for the spatial diffusion 
of electrons in matter. Below 200 eV it is the dominating interaction. The handle 
elastic scattering, both the total cross section ael and the differential cross section 
d a/df2 are needed. Few experimental data on H20 are available in the literature 
[18, 391 . Fortunately, it turns out that the differential as well as the total cross 
sections follow the additivity rule approximately: 

GH2o = ~H2 + ½ %2 (3) 

so that cross sections for H20 can be synthesized from H2 and O2 data at 
energies where no water data are available. Two regimens of energy are distin- 
guished to account for the deviations from Rutherford scattering at low energies. 
For high energies, T>0.5  keV, the well-known Rutherford cross section with 
screening correction [5, 14, 211 is applied. For energies below 0.5 keV, the elastic- 
scattering cross section starts to deviate strongly from the Rutherford cross 
sections. Backward scattering in a single collision becomes increasingly impor- 
tant for decreasing electron energy. Therefore, experimental data are preferred 
rather than theoretical considerations. The few available data were fitted with 
a function of the form: 

d~ P l [  1 ~1-1 
d f2-47r  P2-~ p0(2~p ° [(1-x+po)-2+PaPo+P3P2(x)] (4) 

The first term in the second set of brackets corresponds to the screened Ruther- 
ford cross section, with po=2t/,  pl=ael, the total elastic cross section. The 
factor in the first set of brackets ensures normalization to o'er. Po and P2 are 
the Legendre polynomials: 

Po = 1, P2 = ½ (3 x 2 - 1), x = cos (0) (5) 

introduced to describe the backscattering, its relative importance controlled by 
parameters P2 and P3- Equation 4 gives the best fit to the experimental distribu- 
tions. Figure 2 shows the experimental data along with curves calculated from 
(4) and according to Rutherford scattering with screening correction. 

Electronic excitation 

Very little information is found in the literature on the energy dependence and 
angular distribution of electronic excitation processes in water vapor. From 
other molecules, e.g., N2, it is known that the angular distribution of electrons 
after exciting molecular levels is strongly peaked forward [39]. Therefore, it 
is justified to assume that no change in the direction of flight of the incident 
electron takes place during excitation. 
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Fig. 2. Differential elastic scattering cross sections for electrons in water at two energies. Symbols 
show experimental data from Ref. 39. The broken curves demonstrate the additivity rule applied 
to experimental H 2 and 02 data. The solid curves represent the fitted distributions 

The mean energy ~k)~xc transferred in excitation events is taken from Par- 
etzke and Berger [25]. It  is only weakly dependent on electron energy T and 
rises from 8 to about  13 eV in the energy range between 0.010 and 100 keV. 
Other molecules show similar dependences: N 2 from 7 to 13 eV, 02  from 5.6 
to 8.4 eV [14]. The dependence for H 2 0  can be parameterized as 

~ 8 + 5 1 g ( 1 0 0 T ) ,  T < 0 . 1 k e V  
@)~xc leVi = [ 1 3 ,  T >  0.1 keY 

The total electronic excitation cross section was taken from [25] and was para-  
meterized according to (1) with the oscillator strength z Mexc= 1.194 and the 
constant Cexe = 8.2 eV. 

I o n i z a t i o n  

When an ionization event occurs, a secondary electron is released from the 
molecule that is struck provided the energy of the pr imary electron is above 
the ionization threshold Eio ". This threshold equals the mean energy transfer 
@)ion needed to remove an electron from any shell of the H 2 0  molecule. The 
mean potential energy transfer for ionization rises from 12.7 to about  16.7 eV 
in the energy range between 0.0127 and 100 keV [25]. In the present calculations, 
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no attempt was made to resolve the partial ionization of one of the five shells 
of H20. Instead, for @)ion the empirical formulas (T in eV) 

12.7+0.3 ln(T/12.7)/ln (20/12.7), r_<20 eV 

@)ion[,eV] = 13.0+ 1.7 ln(T/20.O)/ln(1.25), 20 eV_< T_<25 eV 

14.7+2.0 ln(T/25.0)/ln(40.O), T > 2 5  eV 

were constructed from the curve given in [-25]. 
The total ionization cross section was derived from the experimental data 

published in Schutten et al. [-29]. For energies greater than 0.3 keV, (1) gives 
a good fit to the experimental data with the oscillator strength M2on= 3.14 and 
the constant cio, = 12.7 eV. For energies below 0.3 keV the experimental values 
are taken directly. 

The energy and angular dependence of the double-differential cross sections 
of primary and secondary electrons, d2ojdTdf2,  are difficult to handle, partly 
due to the lack of experimental data and partly because no analytical expressions 
or semiempirical relations are available from theory. An extensive data compila- 
tion exists for various materials and secondary electrons below 200 eV [-23]. 

The energy differential cross section d o-/d T~e c is needed to produce a random 
sample of secondary electron energies T~e ~. It is described semiempirically by 

The value of F may in principle depend on the initial energy of the electron. 
Hoyvever, by comparison with the data of Opal et al. [-23] a constant value 
of 11.4 eV was found to be sufficient. 

The emission angles of the primary and secondary electrons were chosen 
according to the suggestions given in Grosswendt and Waibel [,14]. 

Results and checks 

It is good practice to verify the predictions of MC calculations using experimen- 
tal data on macroscopic quantities. Here W values and dose profiles are consid- 
ered. We assume an electron point source at z = 0 emitting monoenergetic elec- 
trons along the positive z-axis. 

W values. The W value is defined as the average energy needed to produce 
an electron-ion pair and includes the energy dissipated by electronic excitation. 
The W value is therefore sensitive to the ratio between the excitation and ioniza- 
tion cross sections. For most materials the W value ranges between 30 and 
40 eV in the high energy limit. For large energies the W value is constant 
(~30 eV in water vapor) due to the constant ratio of excitation to ionization 
cross sections. For lower energies it increases rapidly because of the steeply 
decreasing ionization cross section. In the vicinity of the ionization threshold 
a large fraction of the dissipated energy goes into electronic excitation rather 
than into ionization. Our MC calculation shows sufficient agreement, within 
5%, with the measured data of Combecher [13]. 
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Fig. 3. Normalized axial dose profiles in low-Z materials. Symbols: experimental data for N 2 
[3] and air [-15]; histograms: calculations for HzO, this work 

Depth dose profiles 

Figure 3 shows axial depth dose profiles for various materials. The experimental 
data [3, 15] were obtained by measuring the light emission profile originating 
from de-excitation via the 391.4-nm transition in N2. 

In the calculations for H20 the total deposited energy dose for each z interval 
is summed up along the directions perpendicular to the z-axis. It is convenient 
to plot the results in the dimensionless quantity (AE/A z)/(Eo/Rp) vs z/Rp, where 
Rp is the practical range and E0 the incident kinetic energy. Then the profiles 
are widely independent of stopping material and incident electron energy. In 
Fig. 3, measurements and MC simulation results agree within 10%. It should 
be noted that the shapes of the profiles depend on the assumed Rp, defined 
with a precision not better than ~ 5%. 

P r i m a r y  e l e c t r o n  d i s t r i b u t i o n s  

In this section the primary energy and angular distributions of electrons entering 
into the transport calculation will be discussed. In the present work the relatively 
simple theoretical approach of the binary encounter approximation (BEA) will 
be described and compared with experimental double-differential cross sections. 
Two classes of collision systems are distinguished: light and "structureless" 
projectiles, on the one hand, and heavy or structured projectiles, on the other. 
The processes of charge transfer into the continuum and projectile ionization 
are not included. 
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The binary encounter approximation 

The BEA [8] is well suited to describe the secondary electron production by 
structureless projectiles such as protons or c~ particles. 

The theory is essentially based on the assumption of a classic binary collision 
between a projectile with velocity Vp and a single target electron with initial 
velocity re. It yields basically the triple-differential cross section for the ejection 
of an electron at a polar angle 0 with an energy transfer AE: 

d3a 

dAEdf2dve 
-F(AE,  vv, v~, O) (7) 

An integration over the initial electron velocity distribution f(ve) is necessary 
to obtain the double-differential cross section: 

d 2 a Vmax d 3 a 

dAEdY2(AE'O)= ~ dAEdOdv  f(v~)dve (8) 
0 

where /)max is determined by kinematic constraints [8]. This integration is per- 
formed numerically. It was shown by Bonsen and Vriens [8] that, at least for 
light target atoms like He, it is sufficient to use a 1 s hydrogenic distribution: 

2 5 32v~ Vo (9) 
f (v~) = n~hdl 2 2 4 

7~(V e +1)0) 

where nshen is the number of electrons in the shell under consideration. A reason- 
able choice of vg should give the average kinetic energy of the bound electrons 
according to the Virial theorem: 

(Eke.> = ½ me v2= --½ (Epot> = R ( ~ )  2 (lO) 

where the rightmost expression follows the Slater rules [31]. The shielding con- 
stants s,~ depend on the shell number n and subshell number I. Although original- 
ly intended for use with atomic s shells only, in the present work the BEA 
formulas [Eqs. (7) and (9)] are applied to the water molecule. The five shells 
of H20 are oxygen-like and have Ols, O2s, O2p, O2p, and O2p character [6, 
30]. Thus, the application of the Slater rules yields <Ekin> = 806, 70.4, 70.4, 
70.4, and 70.4 eV. 

Light and structureless projectiles 

The light and structureless projectiles represent the class of collision systems 
for which the BEA is supposed to work best. Figure 4 shows experimental cross 
sections for 0.5 MeV protons on water vapor [32] compared with BEA calcula- 
tions using different values of {Ekin>. It is evident that the approach according 
to the Slater rules gives much better agreement with experimental data than 
the sometimes used alternative <Ekin> = Eblnd with experimental binding energies 
Ebind (539.7, 32.2, 18.4, 14.7, and 12.6 eV; Ref. 30). For the spectrum at 15 ° 
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the classic binary peak is clearly visible at an energy of 

Eproj T=4me ~ cos2 0 ~950 eV 

The small angle spectra exhibit a contribution from continuum charge transfer 
at an energy where the projectile velocity equals that of the ejected electrons: 

T= me Tp~250 eV 
mp 

The peak at ~ 540 eV in the spectra at larger angles is due to Auger electrons 
which are emitted isotropically and therefore appear most pronounced at angles 
where &electron emission is less probable. 

A major deficiency of the BEA theory is the underestimation of high-energy 
backward emission as one might expect from the classic binary collision 
approach. However, for energies > 50 eV and the most important  angular range 
0 < 0 < 90 °, the agreement is quite good on an absolute scale. 

Another  comparison with experimental data concerning the angular distribu- 
tion for selected energies is depicted in Fig. 5 for 1-MeV protons on water 
vapor. The discrepancy at backward angles 0 >1 2 0  ° is evident. For  angles 
0< 1 20  ° the quantitative agreement between experiment and BEA theory is 
good. The binary peak is especially well reproduced in width, height, and loca- 
tion. Only at the lowest energies, Te-~  100 eV, does the experiment show a 
virtually isotropic distribution due to the increasing contribution of larger ejec- 
tion angles. The deviations in the forward direction cos 0 =  1 for 250-750 eV 
are caused by continuum charge transfer, expected to be centered around 500 eV. 
Figure 5 also shows similar data for the system c~ + H20.  The good agreement 
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between theory and experiment is due to the fact that the basic assumptions 
of the BEA are ideally fulfilled: an unstructured light ion hits a heavy target, 
ejecting electrons from an unperturbed electron cloud. 

Heavy or structured projectiles 

Collisions with heavy projectiles are normally beyond the scope of the BEA 
for several reasons. 
• Due to the high charge of the projectile, the perturbation of the target electron 

cloud is not small. 
• Projectile ionization may contribute to the cross section if the projectile is 

not fully stripped. 
• The recoil effect on the target atom may be considerable. 
An additional complication arises from a possible impact-parameter dependence 
of the effective projectile charge. In peripheral collisions corresponding to low 
electron energies the nuclear charge of a projectile is screened by the ion's 
remaining electrons, whereas in central collisions with high momentum transfer 
the target "sees" the full nuclear charge. This effect is most pronounced for 
ions which still carry many electrons, i.e., slow heavy ions. 

In our calculations, where the heavy ion suffers many collisions, the projectile 
is assumed to have lost all electrons with Ve<Vp SO that projectile ionization 
is neglected. Therefore, the BEA will be used also for heavy projectiles due 
to its relative simplicity. 

Data  from the collision U 33+ on Ne [17] are shown in Fig. 6 as an example. 
The calculations assume a projectile charge of Z e f  f = 33 +.  The measured intensi- 
ty is peaked strongly in the forward direction as a consequence of the kinematics 
of a collision between a very heavy projectile and a light target atom. This 
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behavior cannot be fully reproduced by the basic BEA calculation. It overesti- 
mates the yield toward backward angles. The agreement is surprisingly good 
at forward angles. 

Computing the LET from the BEA 

With the BEA one can calculate the electronic stopping power or LET by 
weighting the energy loss AE (including the binding energy) in a single collision 
with the differential cross section (8) and integrating numerically over the angle 
and kinetic energy of the ejected electrons. The projectile charge is calculated 
according to the formula of Barkas [2] in (11). The results are collected in 
Fig. 7 for some projectile-energy combinations with the minimum 5-electron 
energy as a parameter. Excitation of target molecules is neglected. Comparing 
the results with the tables in [41 and [22] one finds surprisingly good agreement 
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for all projectiles and ion energies below ~ 100 MeV/u. The deviations increase 
with increasing ion energy, probably due to neglected relativistic effects in the 
BEA model. 

Dose calculations 

Calculation of dose proceeds as follows. A projectile moving along the z-axis 
interacts with the water molecules in the medium. The interaction points are 
sampled from an exponential distribution with a mean free path according to 
the total f-electron emission cross section. Electrons are liberated from the mole- 
cules struck along the ion's path with energies and emission angles according 
to the double-differential cross section. The effective charge Zeff for heavy projec- 
tiles with nuclear charge Zo is assumed following the formula of Barkas [2] : 

2 

Zef f ~ -  Z 0 [1 -- exp (-- 125 fi Zo~)] (11) 

with fl=%/c. Charge equilibrium is supposed to be reached in the collisions 
within the first few micrograms per square centimeter [38]. 

The energy dissipated by the primary electrons and their secondaries during 
their deceleration is stored in a two-dimensional array D(r 2, z), using cylindrical 
coordinates (r, z) to exploit the symmetry of the problem. To obtain the radial 
energy dose distribution D~(r) in grays, D is summed up along the z-coordinate 
and divided by the volume under consideration: 

~,zD(r 2, z) [keV cm- 3] 
D~(r) [Gy] = 2 ~ r - ~ r ( Z m ~ ,  ~ x 1.602189 x 10 -13 (12) 

where ~ is the bulk density and Nions is the number of heavy projectiles consid- 
ered. By default, the z-region for dose recording is limited by Zmln=--Rp(Emax) 
and Zmax=Rp(Emax). To avoid boundary effects the actual ion path is started 
at 2z,~, and stopped at 2Zm~x. The maximum electron energy Ema x is chosen 
to be 1.5 times the binary peak at 0 ° for the BEA or the highest energy available 
from experimental input. Correspondingly, the minimum energy is taken as 
10 eV or the lowest energy available from experimental input. The lower limit 
of r was fixed at r = 10- 8 cm to allow logarithmic representation for comparison 
with experiments. Inelastic events outside the limits of D(rZ,z) are not recorded 
in the histogram but are still treated in the MC procedure. Thus, the total 
energy (including the binding energy) lost in the stopping material is equal 
to the LET. The calculated radial dose distributions, however, contain only 
the energy dissipated by the 6 electrons. The scattering and energy loss of the 
primary ion is not accounted for in the current implementation. This simplifica- 
tion is justified for the simulation of usual ionization chamber measurements. 
For example, a 1-MeV proton with an energy loss of ~250 MeV/gcm -2 loses 
~0.03 MeV on its path, A z = 4R~(E,~  = 3 keV) = 12 x 10- 5 gem- 2. 

Experiments usually determine the radial dose distribution of a track by 
measuring the ionization current in a chamber filled with gas at low pressure. 
The spatial energy dose distribution is obtained by multiplying the measured 
currents with a constant W value. The distance in liquid water can be simulated 
by varying the gas pressure [40]. Therefore, an array I(r 2,z) is provided to 
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record the spatial distribution of ionization events. It is treated the same way 
as D(r 2, z), but it must be multiplied with the same W value (in keV) as in 
the experiment for comparison with the measurements. 

Light projectiles 

Figure 8 shows radial dose profiles determined experimentally from ionization 
current measurements [40] compared with MC simulated distributions. 

In general, the agreement of the BEA-based calculations with experiment 
is surprisingly good despite the deficiencies of the BEA angular distributions, 
due to the fact that the dose distribution at distances of a few nanometers 
is most affected by the cross section at 0=90 ° for electron energies on the 
order of 100 eV. In this region, the agreement between experiment and the 
BEA theory is quite good. At very large distances the electrons in the binary 
peak are the most important. These are also well described by the theory. 

The e-particle data show the general trend: as the ion energy increases, 
the dose distributions become flatter due to the increasing number of high-energy 
electrons that deposit an increasing fraction of their energy farther away from 
the ion path. 

Medium-heavy projectiles 

As examples of structured and medium-heavy projectiles, 2.57 MeV/u oxygen 
[37], 0.4 MeV/u bromine [38], and 17.2 MeV/u germanium ions [34], in tissue- 
equivalent gas (0, Br) and propane (Ge), respectively, are compared with calcula- 
tions in water vapor of unit density. The primary double-differential cross sec- 
tions are computed with the BEA using Barkas effective charges of 7.2, 10.1, 
and 29.0 for oxygen, bromine, and germanium, respectively. Figure 9 shows 
experimental and simulated radial doses for these systems. The oxygen data 
agree very well because the high effective charge of the projectile leaves it nearly 
unstructured. In contrast, the bromine system shows agreement only for short 
distances. This is probably the result of a distortion of the primary 6-electron 
spectrum due to screening effects. High-energy electrons are underestimated 
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because they originate from close collisions where they see the full nuclear charge 
of the bromine projectile. This screening effect is relatively large for low-velocity 
bromine because it still carries the majority of its electrons. 

The higher-energy germanium experiment is reproduced after scaling the 
MC results by a factor of 2.5 to account for the larger number  of weakly bound 
electrons in propane compared with water. This is justified because it was shown 
experimentally [32] that the pr imary electron-emission cross sections for water 
and hydrocarbons are quite similar when normalized to the number  of weakly 
bound electrons. 

For  the oxygen system the radial dose distributions according to the models 
of Butts and Katz  [9] and Chatterjee and Holley [10] are shown. They are 
similar to the MC results for distances larger than 10-7 cm. Large differences 
can be found for smaller distances and also in the region of max imum range 
of the high energy ~ electrons. 

In Fig. 10 the validity of the model for high-energy projectiles is verified. 
At intermediate distances, the measured as well as the simulated doses show 
the usual r -  2 dependence. 

Very heavy projectiles 

As pointed out previously, the BEA is not adequate to obtain the correct pr imary 
electron distribution for heavy projectiles. To demonstrate  the effect on the 
radial dose, the experimental and theoretical distributions of Fig. 6 were used 
as input to the transport  calculations in water. The resulting dose curves are 
compared in Fig. 11. They differ by a factor of 2-3. The rapid falloff at large 
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distances is artificial due to the limited range ( < 1.5 keV) of the primary distribu- 
tions in Fig. 6. The agreement is still quite reasonable, if the deficiencies of 
the BEA are kept in mind. 

Figure 11 also shows dose distributions from 5.9 MeV/u uranium ions. The 
measurements were performed in propane, whereas the calculations use H 2 0  
as material. Again, a factor of 2.5 was applied to account for the number of 
electrons in propane. In the range where data are available, experimental data 
and our MC calculation agree within a factor of 2. 

The comparison with calculations according to the models of Butts and 
Katz [9] and Chatterjee and Holley [10] show the same differences as in the 
case of oxygen projectiles. 

Radial dose systematics 

In order to simplify comparisons between different projectile-energy combina- 
tions as well as to condense the representations, it is advantageous to establish 
systematics for the radial dose curves. The basic cross section [Eq. (7)] is practi- 
cally independent of the projectile mass due to the negligible ratio of electron 
to projectile mass mJm v. Hence, the spectral shape depends only on the projectile 
velocity being proportional to the square root of the energy per nucleon. The 
absolute height of the cross section is determined by the square of the effective 
charge also dependent on the projectile velocity and the nuclear charge Z o 
of the projectile. Therefore, the cross section and the dose curves derived from 
it can be parameterized as a product  of two functions, 2 Zeff(Vp, Zo) and f(Vp). 
This means that it is sufficient to calculate dose curves for protons with various 
energies to obtain the shape, and to multiply these curves by the square of 
the effective charge to obtain the absolute height. The results are shown in 
Fig. 12. The distributions obtained this way are quite similar out to large dis- 
tances, where they fall of rapidly due to the finite range of the electrons ejected 
with the maximum energy possible in a binary collision. 

Mean specific energy deposition in small sites 

In addition to the computation of radial dose distributions, our code is capable 
of calculating the mean specific energy Zb deposited by ions in small sites. In 
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contrast to the dose, which is an average over all events, Z b is obtained event 
by event. The experiments reported in Toburen et al. [34] were simulated using 
a spherical site with a diameter of 0.5 gm. Experimental and simulation results 
for 17.2 MeV/u of germanium are shown in Fig. 13. At small distances the data 
are overestimated by our calculations due to the overestimation of the primary 
cross section for low 6-electron energies. The sharp rise in energy deposition 
toward r = 0 is an artifact due to the finite size of the counting volume. At 
large distances the flattening of the experimental data caused by the high energy 
6-electrons is reproduced within a factor of 1.5. One should note, however, 
that the experimental values at large distances have large systematic uncertainties 
due to the small signals of the detector which made them sensitive to noise. 
A high cutoff threshold in the energy spectra leads to a systematic overestimation 
of ~b. Figure 13 shows, in addition, a comparison with data taken under better 
experimental conditions [-20] with a 600-MeV/u iron beam. Again, the far-reach- 
ing 6-electron component can be reproduced. The overall agreement of the 
simulations with the measurements is better than in the germanium experiment. 

Conclusion 

The calculated radial dose distributions presented here are in good agreement 
with all published experiments. This is a surprising result when the shortcomings 
of the BEA theory and the complexity of the electron emission (as summarized, 
e.g., in Ref. 27) are realized. Models using a physically less-justified angular 
and energy distribution are also able to characterize the radial dose distribution 
with reasonable accuracy. The main feature of all calculations is the r -  2 depen- 
dence of the radial dose. This dependence is also predicted in the track structure 
model of Butz and Katz [9] and in the core-penumbra model of Chatterjee 
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and Schaefer [111. However, in contrast to the core-penumbra model our calcu- 
lations do not exhibit a central region of elevated energy deposition. The radial 
dose rises as r -2  decreases, down to distances around 1 nm. At smaller distances 
the increase is less steep. Measurements of the radial dose around alpha particle 
tracks by Colautti et al. [12] show a similar trend. It should be noted, however, 
that the inner part of a track is the most sensitive region when the BEA is 
replaced by more realistic initial electron distributions for very heavy ions. Be- 
cause the BEA generally overestimates low-energy electrons, such a replacement 
would rather yield a dose reduction in the inner part of the track. 

Solid-state effects, such as recombination of the low-energy electrons with 
the positive deficiencies, would also reduce the biologically relevant dose in 
the inner region. The same amount  of energy is dissipated in more reaction 
channels, a finding which does not necessarily lead to biological damage. 

Recently, a parameter-free track structure model [28] was used to calculate 
the cell inactivation probability of heavy ions on the basis of the radial dose 
distribution and the measured X-ray sensitivity, without assuming different inter- 
action modes of high and low LET radiation. The success of this model in 
reproducing the measured data on the basis of an r-2-radial  dose distribution 
gives some confidence that no dramatic change is expected when solid-state 
effects in the central track region are included. However, the unique biological 
effects of particle radiation should not be attributed to the action of a restricted 
high LET area accompanied by a few 6 electrons. Instead, the high LET effects 
of the charged particles have to be attributed to the spatial pattern of the primary 
ionization and to the ionization caused by the subsequent electron diffusion. 
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