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Abstract. We study the existence, uniqueness and regularity of the solution of 
the initial value problem for the time dependent Schr6dinger equation iau/& = 
( -  1/2)zlu + V(t, x)u, u(O) = u o. We provide sufficient conditions on V(t, x) such 
that the equation generates a unique unitary propagator U(t, s) and such that 
U(t,S)Uo6Cl(N, L2 )nC° (R ,  Ha(Nn)) for uoeH2(~n). The conditions are 
general enough to accommodate moving singularities of type Ix f- 2 +~(n > 4) or 
txt-"/2+~(n < 3). 

1. Introduction, Assumptions and Theorems 

In this paper, we study the existence, uniqueness and regularity of the solution of the 
initial value problem for the time dependent Schr6dinger equation in ~": 

i~u /&= - ( 1 / 2 ) A u +  V(t,x)u, t ~ [ -  T , T ] = I T ,  x ~  ~, 

u(s, x) = Uo(X), (1.1) 

where A = OZ/dx2 + ... + 9Z/Bx2, and V(t, x) is a real valued function. We regard 
Eq. (1.1) as an evolution equation in the Hilbert space ,~  = L2(N"): 

idu/dt = H(t)u, H(t) = - (1/2)A + V(t, x), u(s) = Uo, (1.2) 

and treat the problem by using the perturbation technique and the well-known 
L p -Lq-type estimates for the free propagator exp (itA/2). We shall give sufficient 
conditions on V(t, x) such that Eq. (1.2) uniquely generates a strongly continuous 
unitary propagator {U(t, s)} on gg¢', and such that U(t, S)Uo~ 
C(IT, H2(N"))c~CI(IT, OCf) for every uoeH2(N"). The conditions are general 
enough to accommodate potentials which have moving singularities of type 
Ix[ -2+" for n > 4  and Ixl -"t2+~ for n_<_ 3, e>0 .  

We consider, along with Eq. (1.2), the integral equation 

t 

u(t) = Uo(t - S)Uo - i S Uo(t - z)V(z)u('c)dz, (1.3) 
$ 

where Uo(t ) = exp (itA/2) and V(t) is the multiplication operator by V(t, x). For an 
interval I and m, p > 1, L'~'°(I) is the Banach space of Lm(N")-valued p-summable 
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functions over I: 

Lm'°(I) = {u: [~ { I [u(t, x)['~dx}°/mdt] 1/o = [1 u []m,o < oo}. (1.4) 
I N n 

If f is a Banach space Ck(I, f )  is the space of all f -va lued  C~-functions, C(I, f )  = 
C°(1, f) .  

Assumption(A.I). For  some p__>l, a_>_l, f l > l  with 0 < l / a < l - n / 2 p ,  
VeLP'~(IT)+ L~'P(IT), that  is, there exist VlsLP'~(IT) and V2eL°~'P(IT) such that  

V(t,x)= Vl(t,x ) + V2(t,x) a.e.(t,x)eI T x N". (1.5) 

Under  the assumption(A.1), we shall prove in Sect. 3 that  the integral 
equation (1.3) admits a unique LE-solution for any uo s~(f. We set 0(/) = 41/n(l - 2), 
or 2/0(/) = n(1/2 - 1//) for 2 <_ l _< oe. 

Theorem 1.1. Let Assumption (A.I) be satisfied and q = 2pip - 1. Then: 
(1) Eq. (1.3) has a unique solution u~C(IT, ~f)c~Lq'O(IT), 0 = O(q)= 4p/n, for every 
U o ~  and s t i  r. 
(2) tl u(t)]l = I[ Uo II, t ~ I r .  

Corollary 1.2. There uniquely exists a family of unitary operators { U ( t, s), t, sE I r } on 
,~  which satisfies the following properties: 
(1) U(t,s)U(s,r)= U(t,r), U(t,t)= ~,.t, s, r s I  T. 
(2) U(t, s) is strongly continuous in ~" with respect to (t, s). 

(3) llg(t,s)ullqdt =<C~.rtlu]l, ueY-f, O=O(q). 

(4) u(t)= U(t,S)Uo is a solution of Eq. (1.3) for every UoeW. 
When n > 4, the assumption (A.1) implies that  for each t the operator H(t) is 

selfadjoint in W with t-independent domain N(H(t)) = H2(R" ) and C~ (N ~) is its core 
(cf. Reed-Simon [10]). This is also the case when n < 3 and p > 2. In such cases, it is 
easy to see that  the solution u(t) = U(t, S)Uo, UoeW satisfies Eq. (1.2) in H-a(Rn), a.e. 
Then it is natural  to ask, for uosH2(R"), whether u( t )=  U(t,s)u o is strongly 
differentiabte in ~4:, strongly continuous in H2(N ") and satisfies Eq. (1.2) in ~f .  The 
following theorem provides a sufficient condition for this to be the case. The 
exponents p, ~ and fi are hereafter fixed as in Assumption (A.1) and q = 2 p i p -  1. 

Assumption (A.2). The function V~C(Ir,  I-f(R"))+C(IT, L~°(N~)) and OV/&e 
LP"~I(IT) + L~'P(IT), where /~ = max (p, 2); Pl = 2np/n + 4p if n > 5, p~ > 2pip + t 
if n = 4 and Pl = 2p/p + 1 if n < 3; al > 4p/4p - n. 

Note that  Assumption (A.2) implies (A. 1), hence, Theorem 1.1 and Corollary 1.2. 

Theorem 1.3. Let Assumption (A.2) be satisfied. Then the strongly continuous unitary 
propagator { U (t, s)} of Corollary 1.2 satisfies the properties (1) ~ (4), and 
(5) U(t,s)H2(~ n) c H2([~ n) for every t, S~IT and U(t,s) is strongly continuous in 
H2(~ n) with respect to (t, s). 
(6) For every uo~H2(~"), U(t, S)Uo~Cl(Ir x IT, ~ )  and 

i(~/at) U(t, s)u o = H(t) U(t, S)Uo, (1.6) 
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- -  i(~/Os) U(t, S)Uo = U(t, s)H(s)u o. (1.7) 

(7) For every uoeH2(R ") and sEIr,  (~/&)U(t,S)uoeC(Ir,~g)c~Lq'°(Ir), 0 = O(q)= 
4q/n. 
Moreover the family {U(t,s)} which satisfies the properties (1), (2), (5), (6) is 
unique. 

Remark 1.4. In the assumptions (A.1) and (A.2), 1/~ + n/2p < 1 and 1/al + n/4p < 1 
can be taken as close to 1 as pleased and the potential V(t, x) can be less regular in the 
time variable if it is more regular in the space variables. In the case when p > n/2 is 
close to n/2, Pl "~ n/3(n > 4) or pl ,,~ 2n/n + 2(n < 3), ~ ~ ov and al ~ 2. Thus for (1.2) 
to have a unique HZ-solution for uoeH z, 1/1 (or ~V/Ot) can carry Ix[ -z+~ (or 
Ix[ - 3 + ~)-type singularities for n > 4 and l xt -"/2 +8 (or Ix[ -"/z- 1 + ~)-type singularities 
for n < 3 .  

In the case when H(t) = H is independent of t, the celebrated Stone theorem (or 
the functional calculus of selfadjoint operators) guarantees the existence of the 
unitary group exp ( -  itH) such that exp ( -  i(t - s)H) = U(t, s) satisfies the properties 
(1), (2), (4) ~ (6) of Theorems 1.1 ~ 1.3 under the assumption (A.2). On the other 
hand, in spite of the increasing interest in time dependent Schr6dinger equations ([1, 
2, 14, 15]), the initial value problem for Eq. (1.2) is not yet fully studied when the 
potentials are genuinely t-dependent, and the authors usually rely upon the abstract 
theory of evolution equations for obtaining their solutions. In the abstract theory of 
evolution equations (cf. Tanabe [12], Masuda [8], Pazy [9], Goldstein [4]) authors 
classify evolution equations into two types, the parabolic and the hyperbolic types, 
putting SchrSdinger equations into the latter. However, unfortunately, direct 
applications of the existing abstract theories generally lead to rather strong 
smoothness conditions on V(t, x). For example, if one would naively apply Kato's 
theorem on evolution equations [6] to (1.1) with V(t, x )=  W ( x -  v t ) (wR",v  v~ 0), 
which incidentally may be reduced to the equation with t-independent W(x) via a 
simple unitary transformation, one would have to impose on W(x) obviously 
superfluous smoothness conditions which even exclude Coulomb potentials 
W ( x ) = Z / I x [ ( n = 3 )  (see [16 and 17] for time translation potentials where 
suitable reductions were made before applying Kato's theorem). 

Thus we feel it appropriate to study Eq. (1.1), taking the characteristic features of 
Schr6dinger equations into account and establish a theorem which is directly 
applicable for obtaining the solution of (1.1) for a larger class of potentials than in 
existing abstract theories. The advantageous character of Schr6dinger equations 
which we shall exploit in this paper is the smoothing property of the free propagator 
Uo(t) = exp (itA/2), which is spelled out in Lemma 2.1, and is a simple consequence 
of Kato's inequality (Lemma 2.2), the estimate of common use in the scattering 
theory for SchrSdinger equations. In fact, Kato's inequality was first used by 
Howland [5] to prove the existence of the strongly continuous unitary propagator 
for Eq. (1.1) with singular V(t, x) in a slightly different framework. The inequality is 
also an indispensable tool in recent studies of non-linear Schr6dinger equations, and 
we refer to Kato [18] for this, which we were informed of after the submission of the 
paper (see also Ginibre-Velo [3], Tsutsumi [12]). 

The following notations and conventions are used throughout the paper. L~(~ ") 
is the Banach space of l-summable (complex-valued) functions on ~" with the norm 
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II u Ih : (Slu(x)[tdx)l/l I! u II = I1 u II 2. For  se N 1, H'(R") is the Sobolev space o r  o r d e r  s 
and its norm is denoted by t[ u TIn,. We often write H o -- -- ½A. The free propagator 
Uo(t) = exp ( -  itHo) = exp (itA/2) is defined by the oscillatory integral 

uo(t)f(x)=(2=ltl) ":2~nexp(lxN-tY'Zi)f(y)dy. 
The same symbol may represent different operators in the sense that their domains 
and images are considered in different spaces. For  example, Uo(t ) may be considered 
as a unitary operator in J f  as well as bounded operator from Ll(N ") to Lv(N"), 
l-  a + / ' -  ~ = 1, 1 ___ 1 _< 2. Likewise the integrals of vector-valued functions which appear 
in what follows may be understood in various senses, although all of them make 
sense at least as the weak integrals in 5:'. It should be clear from the context in which 
sense they should be understood and we often do not mention it explicitly. For  a 

Banach  space f ,  ~3(X) is the Banach algebra of bounded operators on X and its 
norm is denoted by l]" II~oz~. For a function W(t, x), W(t) and W stand both for the 
multiplication operator by W(t, x) and the function W(t, "). For 1 < p < o% p' = 
p i p -  1 is its dual exponent. In this paper the exponents p and q are reserved to 
denote those p and q in Assumptions (A.1)~ (A.2) and Theorems 1.1 ~ 1.3. 

2. Preliminary Estimates 

In this section, we collect some basic estimates which will be needed in the sequel. 
By Q and S we denote the integral operators 

t 
(Qu)(t) = S Uo(t - s) V(s)u(s)ds, (2.1) 

0 

t 
(Su)(t) = S Uo(t - s)u(s)ds, (2.2) 

0 

(Qu)(t) = (SVu)(t). (2.3) 

For  studying these operators we introduce two sets of Banach spaces over I × ~", 
I = [ -  a, a], for the parameter l, 0 < n(1/2 - 1/I) < 1: 

X(a, l) = C(I, Yg) c~ U '°, 0 = O(1) = 41/n(l - 2), 

X*(a,l) = Ll(I,~zt °) + L v'°', I '= l / I -  1, 0 '= 0 / 0 -  1, (2.4) 

~l(a, l) = {u:u6C(I, H2), f leX(a, l)}, fi = ~u/Ot, 

~/*(a, t) = {u:ueC(l, ~ ) ,  fi~X*(a,/)}, (2.5) 

with the norms defined respectively as 

llUll~'~a,~ = ItU[12,oo + I1U lit,0' 

11 u It~*(~.0 -- inf{ 11 ul It2,1 -1- tl//2 lll',O ":u --~" bli "~ U2}'  

II u []~(o~0 = sup tl u(t)tln~ + 11 f 11~(o.0, 

Itu ll~.~o,0 = [lull2,~ + l[ ~ It~*ta,0. 
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The following integrability property of the free propagator  Uo(t), which is mostly 
known, is fundamental  in the following discussions. 

Lemma 2.1. Let 0 <= n(1/2 - lfl) < t. Then 

tl U o (" ) f tl ~(~,o < Cliff1, f E ~ .  (2.6) 

Jl Su It~(~,o < C II u fix*(,,0, ueX*(a,  1). (2.7) 

It S u  llo~(a,l) ~ C(1 + a)It u ll~*(a,0, u ~ * ( a ,  l). (2.8) 

Here the constants C > 0 are independent of  a and u. 
For  proving the lemma we need the following well-known 

Lemma 2.2. (Kato [6]). Let 2 < m < ~ and m' = m/m - 1 be its dual exponent. Then 

[I Uo(t) f  t[,, < (2n[tl) -2/°~m) [If 11,,', 2/O(m) = n(1/2 - l/m), (2.9) 

and Uo(t)ueC(Ei\{O},  Lm(E")) for every u~L"'(R"). 

Proof. Let G(t) = e *x2/2t and ~ be the Fourier  transform. Then 

Uo(t) f (x) = G(t)(it)-"/2(~ G(t) f)(x/t).  (2.10) 

We apply Young's inequality to (2.10) and obtain (2.9). 

Proof  of  Lemma 2.1. For  proving (2.6) and (2.7) it is convenient to consider a slightly 
more general integral operator, 

Fu(t) = ~ K ( t , s ) U o ( t -  s)u(s)ds, (2.11) 
--of) 

where K(t , s )~L~(R z) is a piecewise continuous complex-valued function. If 
K(t, s) = 1 for 0 -< + s _< + t ___ + a and K(t, s) = 0 otherwise, we have F = S. Since 
0 < n(1/2 - 1//) = 2/0 < 1, Lemma 2.2 and Sobolev's inequality imply 

][ Fu [[,,0 < (2n)- 2/°L dt (t - s)- z/o [[ u(s)[1 eds 

<CoLllulh,,o,, u~Se(R"+l), L=IIK]I®.  (2.12) 

Applying (2.12) to the case Kr(t,s ) = K(r, OK(r, s), we have 

II Fu lt~,~ = sup joo K~(t's)Uo(t - s)u(s)ds' u(t 

< Co L2 I1 u 1120 ,, ueSa(R "+ i). (2.13) 

By (2.13) and H61der's inequality, 

(Fu(t), v(t))dt = u(s), K(t, s) Uo(s - t)v(t)dt ds 
-- Ct3 --cO 

< w/rC0-Ll] u II:,l II v [It',o', u, y e s  a, (2.14) 

(u(t), K(O, t) Uo(t)f)dt = I(Fu(0),f)I 
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< C~/ZLllullv,o, llfll, u~Se(R"+l), feO°(N"). (2.15) 

It follows by the standard approximation procedure and the duality argument that 
(2.12) ~ (2.15) hold for general u, veLv'°', f e L Z ( R  ") and that 

IIFul[t,o < C~/2LNull2,i, u e Z  2'i, (2.16) 

11K(O, ") Uo( ' ) f  11,.o < C~/2L [[ f II, f e L2. (2.17) 

Taking K(t, s) -= 1 in (2.17), we obtain (2.6). Combining (2.12), (2.13), (2.16) with the 
obvious estimate, 

IlVullz,oo <= Lllulle,a, (2.18) 

we have (2.7) for F, hence for S. By the density argument SueC(I ,  ~/g) for ueir*(a, I). 
For proving (2.8), we note, for t e l i =  ( -  a, a), 

( -  id/dt + Ho)Su(t ) = - iu(t), ueC°~(I~, 5e(~")), (2.19) 
and 

(d/dt)Su(t) = (SfO(t) + Uo(t)u(O). (2.20) 

By (2.6) and (2.7), it follows from (2.20) that 

II (d/dt)Su(O ll~(,,0 < C(ll ~ I1~,~o,0 + II u(0)II 2) < c II u [1~,(~,~, (2.21) 

and from (2.19), (2.21) and (2.18) that 

sup ]t Su(t)11~ < 2(11Su(t) ]l 2,~ + 11HoSu(t)l] 2,~) 

=< 2(11 u [12,i + [I u II2,~ + II (d/dt)Su 11~o,~)) 

=< 4(a + 1)l[ u [[2,~o + C 11 u [le*(~,0. (2.22) 

(2.21) and (2.22) imply the desired (2.8) for u~C~( l l ,  5°(R")). By 

II Vl[~ = inf{ II Vt IIp,~ + II mz II oo,p, r = v1 + g2}, 

[[ V[I~7 = inf{ [I Vl I[~,, + T[ V2 I[~,~o, V = V i + V2}, 

II fill:: = inf{ II Wi llp~,~l + II W2 lt~,p, aV /& = W~ + W2}, 

~(a) = Y'(a, q), ~r*(a) = ~r*(a, q), 

q/(a) = ~(a,  q), Yl*(a) = ~(a,  q), q = 2pip - 1. 

Note II VH~ < C1[ V[[~. 

L e m m a  2.3. Let Assumption (A.I) be satisfied. Then 

II Vu II ~.<~) :<_ (2a) ~ I1 v [[,/• 11 u l] ~(~), 

with ~ = min (1 - 1/fl, 1 - n/2p - 1/~). 

Proof. Recall the relation of exponents: 0__<1//~<1, 

2a < 1 (2.28) 

(2.23) 

(2.24) 

(2.25) 

(2.26) 

(2.27) 

0 < 1/~ < 1 - n/2p = 

Estimates 
approximation, it is easy to see that Eqs. (2.19) and (2.20) and estimate (2.8) extend 
to all ue~l*(a, 1). 

As for the multiplication by the function V(t, x), we need the following lemmas. 
We denote 
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1/0' -- 1/0, 0 = O(q) and 1/q' - 1/q = 1/p. Then by H61der's inequality, 

tl Vlullq.,o, < It v l  itp,2p/2~-, il u tlq,0 
< JlJ(~-"/2P-~/~)It V1 ll,.~tluJlq.o. JlI = 2a, 

IJ V2u ll2,1 < Jl Vz[[®n [lu 112,~ ~ I/II-I/Pll g2 II~o,t~][ ul{2,~o. 

This proves (2.28). 

Lemma 2.4. Let Assumption (A.2) be satisfied. Then 
(1) V maps ~(a)  into ~*(a) continuously. 
(2) For any ~ > O, there exists a constant C~ > 0 such that for J2a[ < 1, 

IlVult~.(o) <=(el[vll~+(2a)~ltf'[l~)llu]l~o~+c~ltvtl~llu[[2,~ (2.29) 

for all u ~ ( a ) ,  where tc = min (1/0' - l/a1, y). 

Proof. We prove the lemma for the case n > 5 only. Other cases may be proved 
similarly. Decompose V =  V 1 + V 2, VI~C(I,L~), V2~C(I ,L °°) and 1;1= W 1 + W2, 
W ~ L  p~'~', W z ~ L  °~'p. By the Sobolev embedding theorem, we have 

Huil2,o~ + Hut[q,,~ <- Cl]u]l~(~), l/q1 = 1/2--2/n.  (2.30) 

Since p > n/2, 1/p~ + 1/q~ = t/q' and 1/cq < 1/0' = 1 - n/4p, we see that 

I1Vul[2,~ < (~llulle + C~JluH2,~)ll Vile, (2.31) 

tl W~u [1¢,o' < It Wa IIp,,o' IJ u tlq~,o~ (2.32) 

<CllI1/°'-x/~[lWl[Jp~.~,J[ull~,~.), ti1 = 2a, 

IIW2ull=,x < lIW211~o,xllull2,~<llIX-~/PllWz[l~,~llull~o~. (2.33) 

On the other hand, we have by Lemma 2.3 

tl vii  II~.) < I I I  ~ II v l l ~  tl t~ [l~r~). (2.34) 

Combining estimates (2.31) ~ (2.34), we obtain the statements of the lemma. 

Lemma 2.5. Suppose that usYY(T) satisfies 

u(t) = Uo(t)Uo - iSVu(t), uosH2(~"), (2.35) 

and Vus~J*(T). Then usO#(T) and it satisfies (t.2), idu/dt = H(t)u, and 

(d/dt)Sf(t) = Uo(t)f(O) + Sf(t),  f = Vu. (2.36) 

Proof. Since Uo(t)Uo~J(T), for uo~H2(~'), the lemma follows by Lemma 2.1 and 
the remark at the end of its proof. 

3. Existence of LZ-Solutions, Proof of Theorem 1.1 

Recall for 0 < a < T, 

Yf(a) = Y((a, q), q = 2pip -- 1. (3.1) 
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Suppose also that 

lim II Uo, - u0 II = 0. (3.8) 
e---r 0 

Let u, e X ( T )  and u e X ( T )  be the solutions of 

t 

u~(t) = Uo(t - S)Uo, - i ~ Uo(t - 7)V~(7)u~(7)dr (3.9) 
s 

and (1.3), respectively. Then 

lim ]] u~ - u ][~(73 = 0. (3.10) 
e-~O 

Proof. By the argument as above, it suffices to show (3.10) for the case s = 0 and for 
T > 0 small. If we denote as uo~(t ) = Uo(t)Uo~ and Q~ = SV,, we see by Lemma 2.1 and 

422 

It follows by Lemma 2.1 and 2.3 that the integral operator 

(Qu)(t) = i Uo( t - s) V(s)u(s)ds (3.2) 
0 

is bounded on ~r(a) and 

I1Qu tl~r(~) < C,,la r II V I1~ H u il~(,), 7 > O. (3.3) 

Hence if a is sufficiently small so that 

C.,ta~ ]l VtI~t < 1/2, (3.4) 

the operator Q is a contraction on X(a): 

II Ou lie(,) < (1/2)II u I[~(,). (3.5) 

Since, by Lemma 2.1, uo(t)= Uo(t)uoeX(T),  for any uoe2/~, it follows that the 
integral equation 

u(t) = uo(t) - i(Qu)(t) (3.6) 

has a unique solution u(t)=(~ +iQ)-lUo(t)e•(a).  Considering Eq. (3.6) with 
U o ( -  S)Uo and V(t + s) in place of Uo and V(t), respectively, we see that the 
integral equation (1.3), 

t 

u(t) = Uo(t - s)u o - i ~ Uo(t - "c) V(z)u(v)dz, 
s 

has a unique solution u(t) ~ C([ - a + s, a + s], Yf)  c~ Lq'°( [-- a + s; a + s] ) for any s 
and Uo~Ct ~. Thus the standard continuation procedure for the solution of linear 
integral equations yields a global unique solution u~X(T) .  

For proving the equation II u(t)[I = II u0 II and also for later use, we need the 
following lemmas. 

Lemma 3.1. Suppose that V~ (e > O) satisfies the assumption (A.1) and that 

lim tt V~- VII~ =0 .  (3.7) 
~ 0  
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(3.3) that 

lim I[ Uo(t) - Uo,(t)I]~-~T~ = 0, (3.11) 
e--~O 

lim II Q - Q, II ~<~r¢r)) = 0.  (3.12) 
~---~ 0 

Thus u,(t) = (~ + iQ, ) - lUo, ( t )~u( t )  = (4 + iQ)-lUo(t) in 5f(T). 

L e m m a  3.2. Let V e C I ( l r ,  L®(Rn)) and uoeH2(R'). Then the solution u e f ( T )  of  
(1.3) belongs to Off(T) and it satisfies (1.2), 

ilJ(t) = H(t)u(t), n ( t )  = H o + V(t), ft = du/dt. 

Proof.  As before it suffices to show the lemma for T > 0 small. Set for h ~ 0 small, 
Vh(t ) = (u(t + h ) -  u(t) )/h, Itl < T. Then Vh(t) satisfies the equation 

Vh(t) = fh(t) -- i(Ovh)(t), (3.13) 

with 

h 
A(t) = Uo(t)(Uo(h ) - ~)uo/h - ih-  1 Uo(t + h) ~ U o ( -  z)(Vu)(z)dz 

0 
t 

-- i ~ Uo(t - z){ (V(z + h) - V(z))/h} u(~ + h)dT. (3.14) 
0 

Since uoeH2(R n) and ue:~(T),  we see by using Lemma 2.1 that 

fh(t) ~ f ( t )  = - i[Uo(t)H(O)u o + SlZu(t)] in :Y,o¢(T). (3.15) 

Hence by the contraction property of the operator Q = S V  in f ( T )  for T > 0 small, 
we have 

Vh = (~ -[- iQ)-~ f h ~ ( ~  + iQ) - l  f in :Y~oc(T). 

This proves that du/dt = (4 + iQ)- ~f  e X ( T )  and 

(3.16) 

if~(t) = Uo(t)H(O)u o + Sf'u(t) + SV~(t). 

Thus Vueoff*(T) and Lemma 2.5 implies the desired result. 
Now it is easy to prove the statement (2) of the theorem: 1[ u(t)1[ = 1[ u o ]1. We 

approximate V =  V 1 + V2eLP,~+ L ~°,~ by VeeCI(IT, L°°(Rn)). For this we take 
p ( x ) e C ~ ( R  n) and xeC~°(R 1) such that 

and define 

p(x), Z(t) >= 0 and fp (x )dx  = ~Z(t)dt = 1, (3.17) 

V~(t, x) = ~ V1 (t + es, x + ey)z(s)p(y)dtdy + ~ V2(t + es, x)z(s) ds, (3.18) 

Uo~(X) = ~Uo(X + ey)p(y)dy, (3.19) 

where we extended V~(t, x) outside I T x R n as Vj(t, x) = 0, j = 1, 2. Then it is well- 
known that 

V~eCI(Ir,  L°°(Rn)), I[ V ~ -  V l l ~ 0  ( ~ 0 ) ,  (3.20) 
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Uo, eH2(~"), lluo~- uoll ~ 0 .  (3.21) 

Then the application of Lemma 3.1 and 3.2 shows the solution u, eq/(T) of (3.9) 
satisfies 

idu~/dt = (H o + V,(t))u~, (3.22) 

]1 u~ -- u tl~c(~ ~ 0. (3.23) 

Since H o + V,(t) is selfadjoint with the domain HZ(Nn), we immediately see from 
(3.22) that d ]1 u~(t)l[ z/dt = 0, and hence, [1 u~(t)I] = 11 uo, 11. Then by (3.21) and (3.23), we 
obtain the desired equation ][ u(t)[] = 1[ Uo [] for tEIr. 

4. Regularity of  Solutions, Proof  of  Theorem 1.3 

As in the preceding section, it suffices to prove the theorem for the case s = 0 and 
T > 0 is small. We have only to prove that if uosH2(~"), the solution u(t)sYC(T) 
of (1.3) satisfies 

u ~ ( T )  (4.1) 
and 

idu/dt = H(t)u(t). (4.2) 

The statement of Theorem 1.3 then follows by the standard technique of semi-group 
theory ([4, 8, 9, 12]). 

We begin with the following 

Lemma4.1. Let VECI(Ir, LP(~"))+CI(Ir, L°~(ff~")) and uoeH2(~"). Then the 
solution ue~r(T) of (1.3) satisfies (4.1) and (4.2). 

Proof. We write as V = 1/1 + Vz, 1/1 ~Cl(Ir,  L ~) and V2 eCl(Ir ,  L~). Take p~C~(g~ n) 
of (3.17) and set for e > 0, 

Vl~(t,x) = ~ Vt(t,x + ey)p(y)dy, t e l  T, 

v~(t, x) = vl~(t, x) + v~(t, x). 

It is easy to see that V~eC~(IT, L~(~")) and 

lim (]l V~- V 1t,7 + ]112~- lZllx)= 0. (4.3) 
~--+0 

Therefore, by Lemma 3.1 ,-, 3.2, the solution u~ of the integral equation, 

u,(t) = Uo(t)u o - iSP;u,(t), uoeH2(N"), (4.4) 

belongs to ~(T) and satisfies 

t]u~(t) ][ = ]]u o ][, telT, (4.5) 

H u~ - u ]l~(r)~ 0 (e ~ 0 ) .  (4.6) 

Then, applying Lemma 2.1 and 2.4 to (4.4), we have for any 6 > 0, 

[1 u~ 11~ --< C(l[ Uo tIH~ + (t + T)l[ V~u~ 11~*) 
< C(1 + T)(6 II V.ll~ + T~II l?~]ly)llu~L~, 

+ C( 1[ u0 [[u~ + C~ li re [[21[ Uo 1[ ), (4.7) 
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where C and Ca are independent of T < 1. Hence choosing 0 < 6 < 1 and 0 < T < 1 
small so that 

sup C(1 + T)(b 11V~ I1~ + T ~ II f'~ I1~) ~ C(1 + Z)(6 II V I1~ + T ~ [I I;'11~) < 1/2, 
~ > 0  

(4.8) 

we see that for 0 < e < 1, 

l[ us 1[~03 ~ 2C( l[ Uo tln~ + C~ l[ V t[~ [I Uo tt). (4.9) 

Estimating similarly as in (4.7) by using Lemma 2.1 and 2.4, we have 

II us= - u~ I1~¢~ --< C(1 + Z)(6 II V~ - V~, I1~ + T ~ II 17~ - f'~ IIx)II u~ I1~,¢~ 

+ C(1 + Z)(~5 II V~, II~ + T~ II f/~, llx)Ii u,~ -- u~ ll~,<r)- 
(4.10) 

Thus choosing 6 and T > 0 as in (4.8) and using the relations (4.3), (4.6) and (4.9), we 
see that us ~ u in qC(T) as e ~ 0. This proves (4.1). Since Vue~C*(T), then Lemma 2.5 
implies (4.2). 

Now we suppose that V(t, x) satisfies the assumption (A.2) and prove (4.1) and 
(4.2). Except for the way of approximating V(t, x), the proof goes entirely similarly as 
in that of Lemma 4.1. We extend V(t,x) as 

V(t ,x)=V(-T,x)  for t < - T ,  x~l~ n, 
V(t,x)= V(T,x) for t >  T, x~R n, (4.11) 

and set for e > 0 small 

V~(t,x)= ~ V(t +es, x)x(s)ds, t~IT, (4.12) 
- - 0 0  

where Z(t)EC~(R 1) is the function of (3.17). It is clear that V~CI(IT, LP(Rn))+ 
Cl(Ir, L°~(Rn)) and that (4.3) is satisfied. Hence, if ujt) is the solution of (4.4) with 
this V,, we have u~qJ(T) and it satisfies (4.5) ,-, (4.6). Then we repeat, word by word, 
the argument after (4.6) of the proof of Lemma 4.1. This yields (4.1) and (4.2), 
completing the proof of Theorem 1.3. 
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