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Abstract. We discuss finite temperature lattice Yang-Mills theory with special 
attention to the confinement problem. The relationship between the confine- 
ment criteria of Wilson, Polyakov, and 't Hooft is clarified by establishing a 
string of inequalities between the corresponding string tensions. 

The close connection between finite temperature Yang-Mills models and 
spin models is exploited to obtain new and rather sharp upper bounds for the 
critical coupling constant above which there is confinement. This same analogy 
also allows us to establish infrared bounds for the gauge models that yield a 
lower bound for this critical coupling and thereby show the existence of a weak 
coupling regime without confinement at nonzero temperature in three or more 
space dimensions. 

Finally we discuss extension of our results to other forms of the lattice 
action, the Hamiltonian lattice models of Kogut and Susskind and 't Hooft's 
N ~  ~ limit. 

I. Introduction 

One of the outstanding problems of quantum field theory is to understand the so- 
called confinement of quarks. In the most general sense this means the question 
why the particle content of quantum chromodynamics (QCD) consists only of 
hadrons but not of anything like quarks or gluons (not even in bleached form). 
Since this is an almost intractable problem, at least for the moment, one normally 
considers some simplified version of it. 

First of all, since (continuum) QCD has not been constructed so far, one uses 
the device of replacing space-time or at least space by a lattice; together with some 
more or less well-founded scaling hypotheses this still allows one to gain insight 
into the properties of the continuum theory. On the other hand the well-developed 
machinery of lattice statistical mechanics becomes available for the analysis. 

The next drastic step that is conventionally employed consists of eliminating 
the quarks from the theory and only considering "quark test charges" or "infinitely 
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heavy quark sources" as probes to test the properties of the "glue" that is supposed 
to keep the quarks together. This leads to the well-known Wilson criterion for 
confinement [61]. 

So far even this reduced problem has not been settled completely but both 
numerical [9] and analytical work [8, 25, 34, 36, 55] make it plausible that in four 
spacetime dimensions nonabelian lattice gauge theories in the usual "compact" 
form show indeed "permanent confinement of quarks" (attempts to see signs of 
confinement in "noncompact" lattice versions of QCD have produced negative 
results [39, 48]). 

The problem of confinement in this restricted sense can also be posed in a 
slightly different form: one may ask whether the (free) energy per unit length of a 
chromo-electric flux tube goes to zero if the tube is allowed infinite room in the 
transverse directions or if it tends to a nonzero limit. 

Or one may ask whether the minimal energy of a pair of quark sources grows 
indefinitely with their separation, or levels off. This last question is most naturally 
first asked in the framework of quantum field theory at finite temperature with 
"energy" replaced by "free energy", as Polyakov pointed out some years ago [40]. 

This is also an interesting question in its own right. QCD at finite temperature 
is relevant both for the very early universe and possibly for superdense stars ; one 
might argue that even present day experiments do not work at temperature zero 
but at 2.7 K, the temperature of the cosmic microwave background. 

In this paper we first give a systematic discussion of finite temperature lattice 
Yang-Mills theory (Sect. II), in particular we discuss the introduction of external 
sources in this framework in some detail. While these concepts have been 
occurring in the physics literature for some time, we feel that a completely 
satisfactory derivation of the formulae which are employed is missing so far (this 
might also be the reason why the usual formulae are not absolutely correct). This is 
why we include this rather elementary section. We also include a careful treatment 
of the so-called z-continuum limit that removes the lattice cutoff in the time 
direction and leads to the Hamiltonian formulation of lattice gauge theories due to 
Kogut and Susskind [26]. Some rather tedious technical details of this limit are 
banished to an appendix. 

We then introduce the three concepts of confinement (Wilson, Polyakov, 
't Hooft) and prove inequalities between the associated string tensions. It turns out 
that confinement ~t la 'tHooft implies all other types of confinement and 
confinement ~t la Polyakov implies confinement in Wilson's sense. 

We then adapt the formalism of Durhuus and Fr/Shlich [15] linking Yang- 
Mills theories in d+ 1 dimensions to spin models in d dimensions to the problem 
considered here. By combining this formalism with the random walk methods for 
spin systems of the same authors, we obtain a new and sharper lower bound 
for a possible critical coupling of a deconfining transition. 

Section III is devoted to the proof and application of infrared bounds in the 
sense of Fr/Shlich et al. [18] adapted to the case of lattice gauge theories. They lead 
to a rigorous proof of the existence of a weak coupling regime without confine- 
ment at finite temperature in any lattice gauge model in at least four space-time 
dimensions. This has been expected on the basis of heuristic arguments [40, 41, 52, 
60] and numerical studies [16, 27, 33]. 
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It turns out that the high temperature, weak coupling regime of lattice gauge 
theories resembles a ferromagnet at low temperature and breakdown of confine- 
ment corresponds to the existence of spontaneous magnetization in the fer- 
romagnetic analog. 

In Sect. III we first show how deconfinement is proven for the highest possible 
temperature on the lattice since this is technically easier. After that we treat the 
general case; our bounds are strong enough to carry over to the z-continuum limit 
and to 't Hooft's N ~ o e  limit [g2N fixed; N refers to the gauge group U(N) or 
SU(N)]. 

Finally in Sect. IV we describe various modifications of the model that can also 
be treated and we discuss some open questions such as Debye screening in the 
gluon plasma and the behavior of full QCD with dynamical quarks. 

Section III is based to a large extent on [2] ; a brief description of the results 
appeared in [3]. 

II. Lattice Gauge Theories at Positive Temperature 

We assume that the reader has some familiarity with the general formalism of 
lattice gauge theories (see for instance [45]). 

In the general formalism [38, 45] reflection (=physical) positivity is used to 
construct a quantum mechanical Hilbert space and a transfer matrix 
(~Hamil tonian)  in a rather abstract fashion. The fact that the lattice action 
couples only neighboring sites or links (essentially a Markov property) then allows 
us to go to a simpler and more explicit description of the Hilbert space and the 
transfer matrix which is more suitable for our investigation. We start with this 
description and leave it to the reader to establish the almost obvious relation to 
the general formalism. Everything is formulated in a finite volume ; the thermody- 
namic limit will be taken when needed. 

t. Hilbert Space 

We consider a spatial box A o C 2g a. We may think of this as the time zero slice of a 
space-time lattice A o × z2L We pick a positive orientation for all p-cells (sites, links, 
plaquettes etc.) of A 0 and A 0 × z;g. 

The classical configuration space consists of all maps from the positively 
oriented nearest neighbor links ( x y ) ~ A  o into a compact group G, the gauge 
group [which in most applications will be U(N) or SU(N)]. If ( x y )  is positively 
oriented we define gyx =- gxy 1" Our Hilbert space "~ao is simply the L 2 space over 
this configuration space with respect to Haar  measure: 

fff  ao -- L 2( {gxy} ) -- L2(g) • 

2. Transfer Matrix  

The transfer matrix Y is a positive trace class operator on J/gao, which sometimes 
will be written as Y- = e x p ( -  zH) and corresponds to translation by one lattice unit 
z in the time direction. (The general formalism provides such a ,Y- if the model 
possesses reflection positivity with respect to reflection both in lattice planes and 
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in planes lying half-way between lattice planes.) ~2- is of the form 

~- = M ToM , (II.1) 

where M is multiplication by a positive function and T o is a positive convolution 
operator. The precise form of M and T O depends on the version of lattice gauge 
theory considered. 

For instance for the lattice gauge theory of (Wegner [59] and) Wilson [61] 

M = Mw({gx,}) = exp~J M ~ Re ()~(goe)- )~(11)), 
P 

(IL2) 

where the sum is over all positively oriented plaquettes of A o and Z is a faithful 
character of G; gop stands as usual for the ordered product ~ g~y (the starting 

point is arbitrary). Furthermore T O is given by convolution with 

Tw(g)=exp {J~ (~ ReO~(9~,y)- ~Cll))}, (II.3) 

where the sum is now over all positively oriented links. (The subscripts E and M 
refer to "electric" versus "magnetic".) 

Contact with the usual euclidean formulation is made by setting 

2z 8 ~- 3 2e e ~- a 
J ~ t -  e g2 , JE= z 92 . (II.4) 

[-For G=U(1) one conventionally replaces 2/g 2 by 1/e2.] To sum up: The Wilson 
transfer matrix has the kernel 

~-w(g,h)=exp {JE ~ Re(z(gx,h~,l)-)~(~-))} 

• exp {½ JM ~ Re ()~(g0P)+)~(hoP)-2)~0[)} • (II.5) 

Our notation is motivated by the z-continuum limit. Sending z to zero we 
obtain as will be seen below: 

H=lim_l( l l_J_w)= 2 g2 x~y e2-aA (II.6) ~-*0 z - ~ Zee-4e Re(x(g0p)-)~(~))- -~-< > x,, 

where Axy is the Laplace-Beltrami operator on G and corresponds to E 2 (the 
square of the electric field) whereas the first term corresponds to B 2 (the square of 
the magnetic field in the classical continuum Hamiltonian ~-~ (E 2 +BZ).) 

Other lattice gauge models have different functions M and To; for us it is 
essential that 

(1) M and T o are positive definite, positive and 
(2) for g2 ~0 ,  become concentrated more and more at the unit element of the 

group. One other choice that is of interest is the so-called heat kernel or Villain 
action : 

M 2 = M~(9) = I~ (exp J~t 1 A) (gel,), (II.7) 
P 

To = T H(9)= I~ (expd~lA)(g~x,>) • (II.8) 
(xy) 
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But it is also possible to make different choices for T o and M, for instance to 
choose T =  T H and M = M W. A simple fact is the following 

Lemma ILl .  Let  7o= T u or Tw, M = M H  or M w. Then the transfer matrix is 
bounded and strictly positive. 

Proo f  Only ~--> 0 is not completely trivial (see [29] for a proof for a special case). 
Since obviously M > 0 and T H >0, we only have to show T W >0. Since T W is a 
tensor product over links, it suffices to show that the operator t given by 
convolution with the function 

t(g) = exp J Re z(g) 

is strictly positive. 
Using the Peter-Weyl theorem [24] one gets for the eigenvalues of t 

1 
m e = ~ ~ dg z~(g) exp(J Rez(g)) 

- n!m  

with 

c~,,, = ~ dg z~(g)z(g)~z(g) '~ >=0. 

is a label for the irreductible representations of G. Since )~ was assumed to be 
faithful, Rez(g)<XO1) if g # 1 and for J--*oo, expJ  Rez(g) becomes very sharply 
peaked around 11. Therefore 

m~ 
- - ~ 1  as J-+oo,  
mo 

and thus for each z at least one Cnm 0 which implies m~>0 for all J > 0 .  

Remark. Liischer [29] proved J - > 0  for the case G=U(1)  or SU(N). 
The lemma allows us to define a self-adjoint semi-bounded Hamiltonian H~ by 

H~= - -1 l o g J .  
z 

Theorem II.2. Let  G be a compact Lie group 

1 
V= - ~ l o g M ,  

uniformly Lipschitz continuous and 

g2 
H = - e  2-d ~ ~ - A x y + V .  

(xy) ~ 

Then for  T O = T H or T w 

~ . ' 8 / ~  = e - ,alt~ ~ e -  M¢ 
"¢~'0" 
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in all Yv norms (p > 1) (Jr  is the space of  all compact operators A such that 

tl A II v =- (Tr(A*A)p/2)I/P < oo). 

Proof  This requires some rather technical considerations which we describe in 
Appendix A. 

Remarks. 1. Strong convergence has been proven by Gawedzki [19]. See also [10]. 
2. Note that the theorem involves a choice of normalization for the generators 

iL a of the group G which is given by 

z(L°Lb)=~ao~. 
In the abelian case one normally drops the factor ~ which leads to a change from 
g2/2 to g2/4 in the Hamiltonian ; with g2 = 2e 2 we obtain again the standard form, 
but with e 2 in place of g2. 

3. External Charges, Gauss's Law, Confinement 

)f'~o is not gauge invariant. If we transform 

{gxy} ~{g~,}~ ~ { h 2 ~ gxyh,} (11.9) 

(where h is a function from A o into G) this induces a unitary map U(h) on Jgao : 

(U (h)T)({gx,}) = T({g~r}-n) • (II. 10) 

U(h) defines a unitary representation of ~ = X G on ~Ao ; we may decompose 
x~Ao 

~ao according to the irreducible representations {%}x~Ao of ~ : 

~Ao = @ , < ~ x }  . (II.11) 

The projection on ~ }  we denote by 

P{,~}= [1 P: , .  (II.12) 
x~Ao 

It is easy to see by the Peter-Weyl theorem [24] that 

(V,~o~) ({gxy}) = d,~o ~ X,~o(h) ~(  {gxy}h~o)dh , (II. 13) 

where hxo is the map 

{~ (X+Xo) 
x~->hx = (x =Xo). 

and d~ ° is the dimension of %0 (cf. [453). 
We say that ~%~{,xl is the subspace having (external) charges {zx}; if % = ll (the 

trivial representation), we say that there is no charge at x. 
Clearly 

[ J ,  P{~xl] = 0 (II. 14) 

etc., so these charges do not move; for that reason they are called infinitely heavy. 
The subspaces °~x} may be considered as different superselection sectors. 
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There is a slightly different way of looking at these sectors based on a lattice 
version of Gauss's law: Let G now be a compact Lie group, assume that for each 
link a direction has been selected, choose a basis {L~}~= ~ of g, the Lie algebra of G. 
Then we define (in a slightly arbitrary fashion) the operator of the electric field 

E~0y o by 

((Exo~o)~ T) (g) - lim (T(g~)- T(g)) (II. 15) 
• ~ ~ 0  S ~ 

where 

[g~, ((xy), <xoyo)) 
(g)~,, = .  e~Lo " t g ~ o y o  ((xy) = ( X o Y o ) ) .  

Furthermore let O~xo be defined as the operator of an infinitesimal gauge 
transformation at Xo: 

where now 

(Go~(.g) 1 ho : l i  m ; ( T ( g  ) -  T(_g)), (II.16) 

11 (X + Xo) 
(h~)~= expeLo (X=Xo)" 

It can then be checked that 

(D. E)~ ° = ffao, (I1.17) 

where (D. E)x ° is some kind of covariant divergence of E at x o : 

(D .E)~xo = ~ E~, -- £ (gxy 1Exygxy) a (II. 18) 
(xy) : x = x o  ( x y )  : y = x o  

in obvious notation. 
By Stone's theorem Qa is an antiselfadjoint operator;  the set {~o~o}~= 1 spans a 

X 0  

representation of the Lie algebra g of G and the decomposition (II. 11) corresponds 
to the decomposition of this representation into irreducible components. 

To say that at point x there is an external charge z x means therefore that the 
"charge densities" ~o~ act according to the irreducible representation zx. This is the 
appropriate generalization of the statement (that makes sense only for abelian G) 
that G has eigenvalue ~.  

We can now define partition functions and free energies corresponding to 
inverse temperature fi and external charges {G} by 

Z{~x} = e-  ~e~,~l ~. Tr  P{~} e - ~m = T r P{~} J~/~. (II. 19) 

At this point we can make contact with the usual euclidean lattice formulation 
of gauge theories. There one starts with an action 

S =  ~ Sp(gep), (II.20) 
P 
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where the sum is over all plaquettes in a space-time lattice A which we assume to 
be of the form 

A = A  0 x {v, 2 r , . . . , f l=Loz  }. 

We impose periodic boundary conditions in time, i.e. we identify fi + t with t. 
For  Wilson's model we specify furthermore S w = ~ Sv, w with 

P 

~JM Re)~(goe) : P spatial 
-Sv. w = [j~ Re x(goe): P contains the time direction, 

where X is as before a faithful character of G. Then we have 

L e m m a  II.3. 

e- Swdg = Z o = TrPo J~/~ , 

where Po is the projection operator onto the chargeless subspace. 

Proof (cf. also [7] for a special case). This is just a computation. Gauge invariance 
may be used to freeze all links in time direction except in one time layer in 
y e-SWdg. These remaining link variables may be identified with the gauge 
variables h in the definition of Po (recall that 

(Po~-)({gx,},{g'x,})=~Hdh~J({h21 h ' gxy r),{gx,})" []  

Lemma II.4. Let L x denote a closed loop in time direction (closed because of  the 
periodic boundary conditions), gLx the corresponding ordered product of link 
variables (with arbitrary starting point), ) ~  the character of the representation z x. 
Then 

k 
S e - s W  H - - (d~)~(gL~)) - -Z  ......... = T r P ~  w ,  

i = 1  

where z~=% if x = x  i and z~=~ otherwise. 

Proof This is almost the same computation as before. [] 

Remarks. 1. Z~(gL~) is variously called a Polyakov loop, thermal Wilson loop, 
Wilson line, etc . . . . .  Its relevance was first pointed out by Polyakov [40]. 

2. The formulae hold just as well for other actions than Wilson's. 
1 

3. Z ~ t  and F ~ =  - ~ l o g Z ~  have a finite limit as z ~ 0 ;  

lim Z~¢~ =TrP~¢~e -~u. This is an obvious consequence of Theorem II.2. 

These facts suggest the following definition: Let 

1 
F~o -= _ ~ I°gZo'  

1 
F~q(x)O(y ) -  ~logZq(~),~o, ) 
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be the free energies with and without external quark sources [q stands for the 
fundamental representation of G=SU(N) or U(N)]; F/ is its conjugate 
representation. 

We then define a (temperature dependent) quark-antiquark potential Vq~(x)o(y) 
by 

V~ = - p ~ l o g ( G ( x -  y)d2), (II.21) q(~)o(,) _ Vqo( x -  y) _ F q(x)O(y) _ F~ ° = _ 1 
p ~ 

where 
1 ~ e -  SXq(gL~)Zq(gL,) (II.22) 

G ( x -  y) = Zo 

(we assumed translation invariance, as guaranteed for instance by periodic b.c. in 
writing G as a function of x - y ) .  (Linear) confinement is then understood to mean 
that in the thermodynamic limit A o T e g  a 

1 
lira - -  Vq~(X- y) > 0, (II.23) 

jx-yl~oo ] x -  yl 

which is equivalent to exponential decay of G ( x -  y), whereas long range order of G 
[i.e. limG(x)4= 0] clearly means absence of confinement. 

Remark. This way of looking at the confinement problem is due to Polyakov [40]. 
We mention some simple general properties of V-:  qq 

Lemma II.5 (cf. [44]). Assume that the thermodynamic limit has been taken at least 
in the 1-direction, and let el be the unit vector in that direction. Then Vqo(L~ 1) grows 

with L, is concave and Vqo(Lel)- Vqo(0) falls with L. 
L 

Remark. This says that the quark-antiquark potential is always attractive but the 
force decreases with growing distance. 

Proof. The first two statements follow from the existence of a positive transfer 
matrix Y for translations in the 1-direction and the spectral theorem: 

G(L~I) = ~ d#(o)e-  o~L, 

with some positive measure d# because we can express G(LOl) as (ku, j-L~). The 
last statement is an easy consequence of the first two. [] 

There is a slightly different way of looking at the confinement problem that 
consists of studying the free energy of an electric flux tube impressed on a periodic 
box; this concept is due to 't Hooft [54]. 

We want to describe it here from our point of view and establish some 
connections to the previously defined concept of confinement. The following 
discussion uses some elementary notions and facts of lattice (co)-homology" we 
refer to [58] or the excellent review [14] for details. 

Let co be an element of C(G), the center of G. We define the operator of the 
"central electric field" E ~° by 

xOYO 

E °' ~ - 7  I co ( x )(9)= ( g ) ,  (II.24) OYO ~ ~ 
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where 

(< oyo> * * <yoxo>) 
= (<xy> = < X 0 y o ) )  

co-1 ( (xy)=(YoXo)) .  

Because this "electric field" is now abelian, it allows us to define a "central electric 
flux" g/¢o(27) through a closed 2-surface ,27 on the dual lattice. More generally let k ~ 
be a 1 co-cycle on the original lattice, that means 27 is a function from the oriented 
links ( xy )  into the integers obeying 

Z( ( yx )  ) = - Z( ( xy  ) ) , (II.25) 

and 

L 27((xy)) = 0 ,  (11.26) 
( x y ) e S p  

where the sum is over all links (xy )  contained in the boundary @ of a plaquette p 
with positive orientation. Then 

~o,(27) =_ H '  (E ~' ~z(<~y:,) (II.27) 
I I ', x y l  
(xy> 

where the product [ I '  is over all positively oriented links. 
A "central charge" o ~ at a point x o may then be defined by the central electric 

flux through the elementary cube of the dual lattice enclosing x o, i.e. 

O ~'=x0- [H E~.  (II.28) 
<xy> 
X=.gO 

It is then clear that the spectrum of E~,°'y, ~'(X), O~,~o lies on the unit circle 
(because all these operators are unitary) ; furthermore it is discrete : Exy , (p~o(27), Ox~ 

have the possible eigenvalues X-~=)~co) ,  where "~ is the irreducible repre- 

sentation of C(G) induced by the representation z of G and 2~ is the corresponding 
character of C(G). This means that the eigenvalues ofE~,  ~o,(27), 0xO,o will lie in C(G), 
the dual of the center of G. 

Note that E~'~x, e~o,-°' ~o,(27) commute with all gauge transformations and with the 
convolution part of the transfer matrix. 0 °' commutes with the full transfer matrix XO 
because it is a gauge transformation. Furthermore 

[ J ,  cb~°(27)] = O. (II.29) 

because the multiplication operator M is only a function of g~e and Z is coclosed 
[Eq. (II.26)]. 

There is also a Stokes' formula: Let ,f2 be a set of elementary cubes of the dual 
lattice (or more generally f2 a 0-cochain of the original lattice) and ,27 = 3*f~ its 
boundary (properly oriented), i.e. N its coboundary. Then obviously 

¢~°(Z) = H '  Q:' (II.30) 
x~*g? 
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(again the product H '  goes only over the x contained in f2 with positive 
orientation) or more generally 

~b~'(Z) = y[' (~)~(~). (11.31) 
x 

Let now ) ~  C(G). The corresponding eigenprojection Q~(Z) for the electric flux 
through Z is then 

Q~(z)= S ~°(Z)z~(o~)d~, 
c(G) 

where do) is the normalized Haar measure on C(G). 
We are now ready to define the relative free energy of central electric flux in a 

periodic box A 0 of lengths L1, Lz, L 3 by 

AU(23) = - ~ {logTrPoQ~(Z23)e-~n-logTrPoQ~(S23)e-~n}, (II.32) 

where $23 is a direct product of fundamental 1-cycles in the 2- and 3-directions of 
A 0 and Q~is the projection corresponding to the trivial representation. Note that 
Po and Q~ commute. 

By (II.29) $23 may be deformed into a homotopic 2-cycle without changing 
anything, because there are no external charges around (PO~o = Po because 0~o is a 
gauge transformation). 

Let now 

Z~L1; LzL3 = Tr Po Q~(S23) e- an (II. 33) 

be the partition function in the presence of electric flux. It has an important 
symmetry property: 

Lemma II.6. 

~ _ _  Z ~ ZflL1;L2L3~ ZLIfl;L2L3 - flL1;L3L2" 

Proof The second equality is obvious. To see the 
Tr~O(Z23)Po e-~n is obtained from 

Tr Poe - aN = Tr ~ ( S  23)Poe- a/~ 

first one note that 

by replacing Sp by X(o))z0[ )- 1S e for one plaquette in each 01-plane. This is clearly 
symmetric under interchange of the 0- and 1-directions. 

Next we note some commutation relations: 

Lemma II.7. Let C be a closed loop in A o, gc the corresponding ordered product 
of link variables ("Wilson loop"). Then 

~'(S)z¢(gc) = \ Z~(I[) ] z,(gc)~O(S), (II.34) 

where ~2(C) is the 1-cocycte Z evaluated on the 1-cycle C. Furthermore 

Q'(S))~,(gc) = )'~(gc)Q*- ='c'~(z), (II.35) 



340 C. Borgs and E. Seiler 

where we used the label z both for an irreducible representation of G and the element 
of C(G) induced by it. 

Remark. (II.35) can be stated verbally as follows: 
"Wilson loops create electric flux." 
The proof of Lemma II.6 is an elementary computation. 
Finally we want to prove some inequalities between the various quantities 

introduced: 

Lemma II.8. Let el be the unit lattice vector in 1-direction and y = x + Lle~ r Then 
F~(x~o(v ~ is increasing in fl, that is 

Fq~(~a(y~ < e' (11.36) = fq(x)Clty), 

if fl < fi' and 

( Z  ~ "~L~/LNd2qZ~Lt;L2L3 , (11.37) G ( x -  y) Iim ~ ~L;L~L~J 
L ~ m  

where G is to be taken in a box that is infinite in the 1-direction and periodic of 
lengths Lz, L 3 in the 2- and 3-directions. 

Proof (II.36) follows from the definition of the free energy and the standard fact 
that for A =>0 (TrAt) TM is decreasing in t. 

To see (II.37) we have to interchange the r61es of the 0- and 1-directions. The 
right hand side is clearly symmetric in fl and L 1 (by Lemma II,6). The left hand 
side can be rewritten as 

lim (TrPoJ-L-L*M*yL1M) (TrPoJ'L) - 1 +El/L, (11.38) 
L~oo 

where J -  is now the transfer matrix in 1-direction and M is the multiplication 
operator corresponding to the insertion of X(gL), M* its adjoint. 

Denote by e-~E°=tlJP01l the largest eigenvalue of YPo  and by f2 the 
corresponding eigenvector (which is unique by the Perron-Frobenius theorem 
[43]). Then (11.38) becomes 

(f2, M* j L *  M g2) . (II.39) 

By the Perron-Frobenius theorem O may be chosen to be a positive function in L 2 
(see [43]) and therefore it does not contain electric flux: 

Q~(Z 2 3)..Q = ~ (11.40) 

[because Q~(X23 ) commutes with J ,  f2 has to be an eigenvector of it, but because 
of varying phases the eigenvalue cannot be 1 for ~=t=L hence it has to be zero]. 

Thus by (II.35) 

Qq(S2 3 )MY2 = Mr2, (II.41) 

and 

(f2, M * J  t~ MY2) < Tr (Po Qq(s2 3 )J'L')I[ M/[ 2 

1;L2L3 (II.42) 
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where in the last step we used the symmetry (Lemma II.6) once more. This proves 
(II.37). []  

If we rewrite (II.37) as follows 

2 Z~L1;I.2L3 Z~L1;L2L3 ~l~l/L, (II.43) G(x--y)<d~ z~L.L2L ~ lim (Z~- 
L ~ o c  . pL;L2L3J 

we can look at the behavior  for Ix-yl =Ll-'Oo. The second factor on the right 
hand side of (11.43) goes to 1 and we obtain 

- Ix-rl-+~lim ix~yllogG(x-y)>/~l_~olim ~flAFq~L.Lj~. (II.44) 

Now we use the monotonic i ty  of 

1 1 1 G ( x -  y) 
Ix - Yl (Vq%(x - y ) -  Vq~(0)) = Ix - Yl fl l O g - - G ( 0 )  

(see Lemma II.5) to obtain from (II.44) 

1 V~(x-y)< lim 1AF~L ~ L2L~" (11.45) 
I x -  Yl L I ~  L 1 ; 

This is true for all L2, L3, x, y with y=x+L~p so in part icular  we can first send 
L2, L 3 ~ oo and then f x -  Yl ~ oe. 

F rom (II.45) one can infer an inequality between string tensions defined in 
different ways : 

Let 't Hooft 's  string tension be 

1 q 
a,tu(fl ) -  lim lira v-AFaL~;L~L~ (11.46) 

L 2 , L 3 ~ o c  L t ~ o o  L1 

and Polyakov 's  string tension 

1 
%(fi)- lira - - ~ ( ~ ) o ( r )  (11.47) 

Ix-rl -~oo Ix--y[ 

(where V~)o(r ) is to be taken in the thermodynamic  limit). 
Thus (II.45) implies 

a,, u(fl) < %(fl) . (II.48) 

For  the sake of completeness let us note  one more  (trivial) inequality for string 
tensions at zero temperature  : If WLr is a rectangular  Wilson loop of sides L and T, 
Wilson's string tension is defined as 

1 
O - w = -  lim log (  WLr).  (11.49) 

L,T--+oo LT 

It is then easy to see that 

(rp(oe) < ~w (II.50) 



342 C. Borgs and E. Seller 

(this follows from the fact that (WLr) = (~PL,)--r/~vL) with a suitable vector ~PL (cf. 
[44,45] and the fact that the trace of a positive operator dominates any 
diagonal matrix element). We conjecture ae(oo)=c~ w =a,  tH(oo), which follows in 
the region of convergence of the strong coupling expansion from Miinster's work 
[35]. 

The string of inequalities (II.48) and (II.50) shows that it suffices to prove 
confinement in the sense of ' t  Hooft; this is the route followed by Tomboulis [55] 
in his approach to the confinement problem. We also see that it suffices to prove 
deconfinement in the sense of Polyakov since o-p=0 implies ¢,t~=0. To prove 
¢p = 0 at weak coupling is the subject of Sect. III. 

4. Connection to G x G Spin Systems 

Durhuus and Fr6hlich in a very interesting paper [15] stressed and used the 
connection between d + l  dimensional lattice Yang-Mills theories and 
d-dimensional G x G spin models with fluctuating coupling constants. This is 
analogous to the well known classical relation between (static) (d + 1)-dimensional 
Yang-Mills- fields and d dimensional Yang-Mills-Higgs systems. 

In our context this spin interpretation is both natural and very useful. 
It is convenient, also in view of the later sections, to modify our notation. We 

label spatial points by x, y etc. and time layers by m, n etc. A spatial link is now 
given by (x, m; y, m) ; we denote the corresponding gauge field by vxmr A temporal 
link is given by (x ,m;  x, m+  1); we denote the corresponding gauge field by u~. 
These temporal gauge fields will now be considered as G-valued spins. Their 
coupling in the action would be of the usual ferromagnetic nature if the spatial 

m h x (hy) the gauge fields v were equal to the unit element; if Vxy is a pure gauge "~ m -1 
coupling between the u's 

R m m + l  m + l  - - 1  m - - 1  m m - 1  - S p = J  E ez(u~h x (hy ) (Us)  h,(h x) ) 

simply would tend to make the gauge transformed u's, i.e. ,-x(hm~-1, u~mh"~+ ~ _ x  and 
m + l  - 1  m m (hy ) uyhy equal. In general the v's will fluctuate away from pure gauge 

configurations but the spatial plaquettes will still favour v's that are close to a pure 
gauge (i.e. will tend to suppress large magnetic fields). 

It is now easy to see that we will have confinement provided the u-spins show 
exponential clustering uniformly in the random coupling field v (see [15]): 

Let 

ZCv)= I I~ du 1~ e - s~'("'~-') , (tI.51) 
P in  t i m e  d i r .  

1 i.[-ld u [I  e-S~(~'~)" (II.52) 

Then 

(Zq(ULx) Zq(UL,)) 

= l  S[Idv(zq(uJzq(uL,))~z(v~) I~ e-S'(~), 
P s p a t i a l  

(II.53) 
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and therefore 

](Zq(ULx)Zq(ULy))I ~ sup K(Ux)~a,(uy)BB,)ld2q L°. (11.54) 

Durhuus and Fr/Shlich [15] also show how a well known expansion [51 of 
(fixUr)~ in random paths leads to an expansion of the Wilson loop in random 
surfaces spanned into the loop. Here we obtain an expansion of G(x-  y) in random 
surfaces spanned between the two Polyakov loops Lx, L r. 

For completeness we give a simple derivation of this expansion in Appendix B. 
We finally note that this expansion can be used to obtain very good lower 

bounds on the critical coupling J~ provided G is U(1) or SU(2) (see Appendix 13). 
Irrespective of JM and temperature we are sure to have confinement for Je < J~ 
where 

J~c -  ~d- 2 2 O2=(d-~-) -1 for SU(2), (II.55) 

e d-2 1 
) ~ -  . 2 - ( d - ¼ )  -~ for U(1). (II.56) 

"I: e c 

These bounds are substantially better than the ones obtained by the standard 
strong coupling cluster expansion even in the refined form of Guerra et al. [22] 
[his bound for SU(2) is Jc >-- ¼(d + 1)- 11. 

It is noteworthy that the Monte Carlo result of [27] for one time layer and 
d=3  

Jc=0.31 _+0.04 

is just barely compatible with (II.55) (which gives Jc>0.353). If one accepts 
furthermore the estimated transition temperature of the 0(4) classical Heisenberg 
model [ =SU(2) x SU(2) spin model] [3] 

j o ( 4 )  : 0.47 -t- 0.01 

as an estimate for Jc - which seems reasonable - the value of [27] and even the 
value Jc=0.375_+? given in [33] seem hard to accept. This is probably an 
indication that finite size effects still play an important role for lattice sizes like 83 
to 103 which were used in those Monte Carlo computations. 

This makes it more desirable to give a proof that the deconfining transition 
actually occurs. This is done in the following section. 

III. Breakdown of Confinement at High Temperature and Weak Coupling 

l. One Time Layer 

The interpretation of lattice Yang-Mills theory as a G x G spin system becomes 
most obvious in the case of the highest possible temperature which corresponds to 
a lattice consisting of only one time layer. The infrared bounds of Fr6hlich et al. 
[t8] are easily transcribed to this mode1 and yield a rather sharp lower bound for 
the critical coupling for the deconfining transition. 
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The "Polyakov loops" consist now simply of single links in time direction 
biting their own tail ; we label them by their spatial locations x, y etc. and denote 
the corresponding gauge fields by u X, uy etc. Spatial finks are now simply labelled 
by pairs (xy)  and the corresponding gauge fields by Vxy. 

The "electric" part of the action is 

- SE(_u,v_) = JE ~ Rez(uxVxyUf lVx-yl), (In.l) 
( x y )  

and the "magnetic" part is 

- S~(~)= J~  ~ Rez(v~p), (In.2) 
P 

where the sum runs over all spatial plaquettes. 
For Z we take as usual a faithful character of the compact Lie group G; we may 

then also identify the group elements with the unitary matrices of the correspond- 
ing representation. Then (III.1) can be rewritten as 

- SE(_u,v._)= -- ½J~ ~ [[(Dvu),,y t[ 2 + 2dlAo[JEzO[) 
<xy)  

= - ½d~ ~ (u x, (A~U)x) + 2d[AolJE~(a), (III.3) 
x 

where the scalar product (-,.) is the usual Hilbert-Schmidt scalar product, i.e. 
(u,u')=Tru*u'  (u,u' are unitary matrices!), D~ is a covariant finite difference 
operator: 

(DvU)xy = VxyUyVx;  1 - -  • x ,  (II1.4) 

and A~-D~ D~ a covariant finite difference Laplacian. 
After these preparations the proof of an infrared bound can to a large extent be 

taken over from [18], but for the benefit of the reader we give the complete 
argument here. 

First we define a perturbed partition function Z({h~}) by replacing in III.1 or 
III.3 all u~ by ux-h , ,d[  (hx~G). The following bound holds: 

L e m m a  I I I . 1 .  

iZ((hx})l _-< Z({O}). 

Proof  The essential ingredient is the existence of a transfer matrix in space 
direction. We will first consider the 1-direction and then the other space directions. 
First note that (in close analogy to Lemma II.1) we have 

L1 

Z({hx})=TrPo 1-I J ) ,  (III.5) 
d=l 

where the operators Po, J1,.'.,3-L~ now act on the Hilbert space of square- 
integrable functions of the link variables corresponding to the "transverse" 
directions 2, 3,..., d. 

The transfer matrices ~ .  depend on the perturbations h~ with x~ =ej and are 
again of the form 

y-j = M jTjM j+ ~ , (II1.6) 
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where Ms is multiplication by a positive function and T s is a convolution operator 
with kernel 

i-i exp (_ J_E Ilu~--u'~- h~j,~. ~l]l 2) 
X± 

X± y± 
(III.7) 

where the products are over the sites x I and links x±y±, respectively, of the 
"transverse" lattice (x~ fixed) and h~j, x± is an obvious relabelling of h x. 

An elementary though crucial fact is contained in 

Proposition III.2. Po commutes with J-~(j= 1,..., L~). 

Proof  Po averages over (x 1 independent) gauge transformations. So it obviously 
commutes with the second (magnetic)factor of III.7 as well as the corresponding 
magnetic part of M. Gauge transformations also commute with the first (electric) 
factor of (III.7) because 

[[gxUx~g~l-u'x~ - h-ll[] 2 

= l J u ~  - 1  , --Ox~ Uxsgx~_-h'~{I 2 (III.8) 

They also commute with the electric part of M because 

IIg~u~,~ Vx~y~ g~ I -- gx~ G~,~uy~ g~ 1 

_ hx~gxffx~y~g ~ 1 _ h~gxVx~y~g ~ 1 ]l 2 

= Jl(Ux~ - hx~ .~)vx~y ~ - Vx~y~(uy ~ - h y .  1)112 (III.9) 

From this the proposition follows. []  

We can rewrite (III.5) as follows: 

L1 

Z({hx} )=TrPo  [ I  3-s 
j = l  

L1 

= T r P o  1~ [MjT~/2(Tol /ETjTol /2)T~/ZMj+I] ,  (III.10) 
j = l  

where T o - T~[hs = o. 
Applying now HSlder's inequality for operators we obtain 

LI L1 

IZ({hx})i < [-[ IlPoMsZo~/Zll~L1 I-I IlZol/2T~Zol/21loo 
j = l  j = l  

LI L1 

= I-I (TrPo(MsToMs)L@/L* I~ l l ro l /2TjZol /z ! l~  • (III.11) 
j = l  j=a 

Here we used Proposition III.2 to move Po back and forth between the various 
factors; !1" II ~ = ll" I! is the operator norm. 

To proceed we need another fact that can essentially be transferred from [18]" 
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Proposition III.3. Let T O = T~lhj:O. Then ![ T O 1/2T~To 1/21[ < 1. 

Proof. It suffices to prove this for the simpler case where Tj is an operator on 

LZ(G, dg) with kernel exp( -211u-u ' -h j . l i j12  ) and T o is obtained from it by 
k - -  / 

deleting hj. Then one can use the imbedding of G in a suitable C" to essentially 
diagonalize T~, T O by Fourier transformation (the constraining 3-functions do not 
cause any trouble). In Fourier space the shift by h i becomes multiplication by a 
phase factor so that Proposition III.3 becomes obvious. See [18] for more details. 

This proposition eliminates the second factor in (III.9), i.e. it bounds Z({hx} ) in 
terms of partition functions where all the h's have been deleted from links in the 
0-direction. Repeating the argument with the 2, ...,d-directions in place of the 
1-direction completes the proof of Lemma III.1. [3 

Lemma III.1 implies an infrared bound in the standard way' Expanding the 
inequality to second order in the perturbation h we obtain (because the 0 th orders 
cancel and the first order term vanishes by translation invariance) 

½J~((Re(u, A~h)) 2) - ½Je((h, A~h)) <0. (111.12) 

Because _h is proportional to the unit matrix the subscript v on A can be dropped 
and we obtain 

- [  

<(Re~, Ah)) 2) < 4-(h, Ah). (III.13) 
JE 

Replacing h by ih gives 
1 

<(Im(_u, A_h) e) < ~ (h, Ah), (III.14) 

and combining (III.13) and (III.14) we get the result 

([(~, z]h)l 2) < ~ ( h ,  A_h). (III.15) 

Remark. For G = SU(2) or G = O(n) (more generally whenever G can be imbedded 
into a real euclidean space instead of a complex unitary space) we can obviously 
improve (III.15) by a factor of 2. 

We write out explicitly the infrared bound we have obtained. 

Theorem III.4. Let G(x-  y) = (Tru x Truy) and 

G(p) _- ~ eipx/~G(x), 
x 

its Fourier transform. Then for any compact Lie group 

z(1) 
(t - cosp~) • G(p) < (III. 16) 

i= 1 JE 

and Jot G=SU(2) or O(n) 
d 

(1 - cos p~). G(p) _-< ){(ti) (tlI. 17) 
i= 1 2Je" 
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Proof This follows from (III.15)by setting A1/2h=9_. [] 

To draw any conclusions about deconfinement from the infrared bound we 
have to assume in addition that the expectation value of a single Polyakov loop 
vanishes in a periodic box. For G = U ( N )  or SU(N) and ;~=Xq (the fundamental 
character) this is so because of the global invariance 

( Xq(g L~) ) = ( Xq( O)g L ~) ) , (III. 18) 

where cosC(G) (the center of G). So we state the following result only for this 
physically relevant situation. 

Corollary 111.5. in the U(N) or SU(N) lattice Yang-MilIs model with WgIson's action 
and maximal lattice temperature external "quarks" are liberated ,for 

J~> NI(d) (any N)  (1II.19) 

J~>I(d) (U(1) or SU(2)). (III.20) 

In terms of the coupling cons tan t  9 2 -  
2ea- 2 

rJE 
- - - -  this means deconfinement Jot 

g2 <= 

(Here I(d) is the integral 

which has the value 

2ee- 2 1 
g2 ~ (any N) (III.21) 

Nz I(d) 

2g a - 2  t 

I(d) 
(U(1) or SU(2)). (III.22) 

0.5054620 197 for d = 3  [18].) 

Proof The bounds (III.16) and (III.17) can be transferred to the thermodynamic 
limit. We need the easy bound 

i. e. 

G(O)>I,  (III.23) 

G(p) dap > (Dr) a (IIL24) 

[remember that G(p)> 0 because G is clearly positive definite]. 
Equation (III.18) follows from the Clebsch-Gordan decomposition 

ITrul z = 1 + ~ ci)~i(u), (III.25) 

where ci > 0  and Zi are some irreducible characters, and the fact that by reflection 
positivity ,(X~(u)) >_0. 

Since G(p)=>0 it is the density of a measure and (III.16), (III.17) say that it is 
absolutely continuous with respect to Lebesgue measure everywhere except 
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possibly at p =0, where it may have a discrete contribution c6(p). In d > 3 (III.16), 
(III.17) are compatible with (III.24) only if c > 0  for sufficiently large J~. c > 0  
implies long range order, that is 

c 
lira G(x)= +0  (III.26) s 

According to our discussion in Sect. 2 this means absence of confinement. []  

Note that for d = 3 and G = U(1) or SU(2) the upper bounds (III. t9), (III.20) are 
not too far from the lower bounds (II.55), (II.56). 

0.353 =< Jc(SU (2)) =< 0.505 

0.364 < Jc(U(t)) < 0.505. 

This concludes our discussion of the simple one layer model. 

2. Many Time Layers, Hamiltonian Limit 

Unfortunately we do not see a way to extend the simple infrared bound of the 
previous section to the general case. The main reason is that the basic variables we 
are interested in are the Polyakov loops which are now complicated nonlinear 
functions of the basic link variables occurring in the action. 

Fr6hlich et al. [18] give, however, a less elegant but more basic proof of a 
slightly weaker infrared bound in their appendix. It is based on the obvious fact 
that the transfer matrix in space direction becomes a multiple of the identity for 
infinite coupling between the spins. This is still true in our system and actually it is 
possible (with some sweat) to adapt that proof to our situation. 

We again denote by ,Y- the transfer matrix in the 1-direction. Furthermore we 
have to consider a two point function that is smeared in the transverse directions 

Gh(])- ~ h(xa)G(ej, x±-y±)h(y_k), (je;g), (III.27) 
X± y± 

and its Fourier transform 

L1 

Gh(pl)= Y, eiPlJGh(]). (III.28) 
j = l  

The main technical result will be 

Lemma III.6. There is a function f(JE) that falls monotonically to 0 as JE~ oo such 
that 

(1 - cospl ) Gh(pl ) ~ f(JE) ~ [h(xa)12, (III.29) 
X± 

or equivalently 

(1 - cos P l) G(p) < f(J~) ; 

f(J~) may be chosen to be (1 + 2J~ *Z(1t)) L° -  1. 
The cubic symmetry of the lattice then 9ires the obvious : 

(IIi.30) 
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Corollary III.7. 

d 

(1 -  cosp~) G(p) =< df(JE), (III.31) 
i = 1  

To prove (III.29) we will make use of a lemma proven by Fr6hlich et al. [18] 
that follows from the existence of a non-negative transfer matrix in 1-direction: 

Lemma III.8. 

(1 - cospl) Gh(Pl) < -- Gh(-- 1) + 2Gh(O)-- Gh(1  ) . (III.32) 

The right hand side of (III.32) is the expectation value of a double 
commutator: 

- Gh(-- t) + 2Gh(0)-- Gh(1) = TrPo[L(h), [L(h), Y ] ]  y-L1- 1, (III.33) 

where J -  is normalized in such a way that TrPo ~--L1 = 1 and 

L(h)- ~h(x±)Lxl (L~ =Z(gL~)) (III.34) 
x l  

is a "smeared Polyakov loop." Our job will be to estimate this double commutator. 
It seems obvious that it will vanish as J ~ o o ,  but we will prove a more precise 
statement. 

The transfer matrix Y is again of the form 

J =  MJ-M (III.35) 

with a multiplication operator M and a convolution operator T. T is a product of a 
"magnetic" part involving only the v variables (spatial plaquettes) and an "electric" 
part Te coupling the u and v variables (timelike plaquettes ; see Sect. II.4). T E is a 
tensor product : 

T e = @ T~, (III.36) 
x± 

where Tx~ has the kernel 

T~,=(u~,,u'~)=exp(-@IIu~-u'~= 112). (III.37) 

So clearly 

[Tx~, Z(gL,~)] = 0 (III.38) 

for x± 4 = y±. 
Since everything else commutes the double commutator in (III.33) really only 

involves the double commutator 

[L(h), [L(h), T~]]. (III.39) 

By (III.38) for x±aey± 

[Lx~, [Lya, 7)]] = - [~x.L, Tx~] T~ 1Try~- t [ryl, Lyz ] .  (Ili.40) 
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Therefore 
I 

[L(h), [L(h), T~]] 

= -- ~ h(x±)h(y~)[~, T~] Tx~T~Ty~a[Ty~,L~] 
x ~ , y ±  

+ ~ fh(x±)r 2 { re~  Tf 1 L x a  T E- L~ TEEff.,}, 
x x  

which implies 

[L(h),[L(h),TE]]<= ~Ih(x±)I2{T~,L-'~ T~tL~ T~-L~±Te~}. (III.41) 
xt .  

[The fact that the unbounded operator TZ 1 occurs requires (IIL41) to be 
interpreted as a form inequality on a suitable dense domain.] 

Now notice that T E is also a tensor product over time layers: 

Lo Lo 

We= @ Tin= @ @ r,~ . (III.42) 
m = l  xJ m = l  

a m a m  + 1 If we identify um'm+~x~ with the unitary matrix (Um~ ~ ) corresponding to a 
representation with character Z, we can write 

- t t l  " ' t n x z  - m - ' m X t  m 

{am, b~} t m  = 1 

Lo U b~b . . . .  T u ~  (III.43) 
- -  [ l  "'mx~ -m-rex± j .  

m = l  

Actually we could use the factorization 

T m = @ T ~  (III.44) 
x± 

to pull out all factors Troy ~ (y± 4=x±) in (III.43) because they commute with u ~  
(always regarded as a multiplication operator). 

What remains is a sum of products of expressions of the form 

t u " ~ ' t  - lubb't or ubb't~" (III.45) 

with t given by its kernel 

t(u,u')=exp(- @ llu-u'][2). (III.46) 

We can shift our point of view concerning this whole computation following 
Eq. (III.37) by imbedding the unitary matrices in C N2 ; this means that the Hilbert 
space on which our operators act will consist now of functions of 
Cn2× (number of llnk~), square-integrable with respect to a 6-measure that restricts (t2 N2 
back to U(N) or SU(N). But we can also regard the kernels like (IIL46) as kernels 
of operators on the L 2 with respect to Lebesgue measure. All our inequalities 
remain true in this interpretation, but the meaning of the symbol T-  1, for instance, 
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is changed. By multiplying inequalities like (III.41) in this new interpretation from 
both sides with density functions that are square roots of suitable approximate 
6-functions we obtain - taking limits - inequalities that refer again to our original 
Hitbert space. 

The imbedding allows us to use a Fourier transformation to compute (III.45)" t 
( 

- ~ -  iIktl 2 u °b becomes then multiplication by- exp \ - .  2~E / and gets replaced by the 
l 

differential operator 

i 0/~b i + i . (III.47) 

This produces the identity 
- -  2 

t ~ ' t -  lubb't -~ Ubb'tu ~a' + j~ 6 ab~ a,b,t ; (III.48) 

(III.48) can now be used to expand (III.43) in powers of J~ 1. The expansion has no 
constant term and terminates: 

TEL~x T~ILxIT~-L~ 7 'E~= k~_l ~ A k. (III.49) 

A k can be described as follows: let 
L0 

Ao =- L~ TeLx-7~ = 2 1-I ub, y~+ ~ Tmu~,~2~+ ~ (III.50) 
{a, . ,  b,,~} m = 0 

Then A k arises from A o by replacing k of the factors ub,~ b'=+ ~T,,I,7~ "+~ by 

2 

and summing over the different such possibilities [there are (k°) of them ] . 

It is a little easier to see what this means if we reinsert this in the trace (III.33) 
after using the inequality 

[L(h), [L(h), J - ] ]  < 2 Ih(x~)t 2 {~-"/~:. ~"-- ~L~ J -  -- L a  ~ - - ~ } ,  (I11.51) 
x ±  

which is a trivial consequence of (III.41). It is also convenient to rewrite the 
expansion (III.49) with the full transfer matrix instead of just ~,: 

3-L~J-- tL~ J - - L ~  JL~ = ~ B k. (III.52) 
k = l  

We obtain thus from (III.33), (III.51), and (III.52) 

Gh(-- 1) -- 2Ga(0) + Gh(1 ) 

=< Z Tr e o ( J - ~ j  -1r~,j-_ L~ j L ~ - ) j L , -  
X± 

= 2 Y T r ( P o B S  L -I) - -  , 
x± k = 1 J E  

(111.53) 
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U 

Fig. 1. Breakup of a pair of Polyakov loops into Wilson loops 

kJ 

where the trace now is to be understood again in the original sense, i.e. without 
imbedding in II~ N2. 

The terms in this last expansion can be described in a simple way: Let 

B o _= Lx~ YL~I.  (III.54) 

Then 
Tr PoBoYL1-1 (III.55) 

is the expectation value of a pair of Polyakov loops separated by one lattice 
spacing in 1-direction. 

TrPoBkYL1-1 (III.56) 

arises from (III.55) by breaking up the pair of Polyakov loops into Wilson loops by 
replacing in all possible ways k pairs of vertical links by pairs of horizontal links 
(in the 1-direction). The presence of the projector P0 in (III.56) is crucial for 
making this interpretation because it restores the horizontal link variables (sec 
Sect. II). 

So we obtain the following inequality from Lemma II.6: 

( 1 -  cospl)~(p~) 

< 2lh(x±)t z 2 Y~ (W(Ca).,.W(Ck)). (III.57) 
x±  k = l  C l  . . . . .  Ck  

Here the last sum is over all k sets of Wilson loops {CI...Ck} that arise from a 

pair of Polyakov loops separated by one lattice unit in the 1-direction by applying 
the breakup procedure described above (see Fig. 1). Because of translation 
invariance we can ignore the positions x~ of those loops. 

If we now apply the trivial bound tW(C)I <2(31), we obtain from (III.57) 

( 1  - cospl) dh(pl ) 

< F, lh(x±)12 • Y, )~(31)~ 
x±  k = 1 C l  . . . . .  C1¢ 

= Y lh(x±)l 2 ~ z(31) ~ 
x• k = l  

=2 jh (x i ) [  2 1 +  - 1  . 
x±  

(III.58) 
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So we have proven Lemma III.6 in the form 

2Z(I11] L° - i] (III.59) ( l - c ° s p l ) G ( P ) < [ (  1+ jE / ' 

and Corollary III.7 in the form 

2Z(~)] L° - 11 . (III.60) ~i (t-c°spi)d(P)<--d[( 1+ JE ] 

If we specialize to L o = 1 we realize that we have lost a factor 2d in comparison 
with (III.16). This same factor also occurred in [18] and is typical for this "double 
commutator proof." Presumably an inequality 

is true for all L o but we have no proof for it. Certain improvements are again 
possible if there are reality properties : 

If the representation to which Z belongs is real orthogonal, we may use an 
imbedding of our variables in IR N2 instead of (12 N2 (N =)~(1[)). This will lead to the 
replacement o f J  E by 2J E in (III.48) and all bounds. Again this remark is somewhat 
academic because it does not apply in the cases of physical interest [G = U(N) or 
SU(N), )~ the fundamental character]. 

Another improvement is possible for G = SU(2) (or more generally whenever )~ 
is real): We split the u-variables in (III.43) etc. in their real and imaginary parts. 
This splits each term in the sum into 22L° new terms, but due to the reality of the 
trace only the terms contribute in which for each 1~ (Reum +iImum) we pick the 

m 

imaginary part an even number of times. Compared with the general case in which 
only the whole expression, not the individual loops are real, we gain a factor of two 
in the infrared bound (III.59) (see [2]). 

Let us write out explicitly what we can learn about  deconfinement from 
Lemma III.6 and tlhese remarks: 

Theorem IU.7. In the U(N) or SU(N) lattice Yang-Mills theory with Wilson's action 
and temperature T (i.e. L o =(zT)-1 time layers) external "quarks" are liberated 

,iii6 , 

J E > 4  I(1 + d /~)~T -- 11-1 (G=SU(2)). (III.63) 

In terms of the coupling constant this means deconfinement for 
~d- 2 r~ 1 

- 1] (any N) (III.64) 

gZ< ~ T . [ I I +  d ~ ) e  a-2 [/ 2 )~T --1] (G=SU(2)) . (III.651 
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Proof This is essentially the same as the proof of Corollary III.5. 

It is a gratifying fact that the bounds stay nontrivial in the Hamiltonian limit 
-c-~0. We have 

Corollary III.8. In the Hamiltonian lattice gauge model of Kogut and Susskind (i. e. 
the limit r ~ 0  of Wilson's model) with gauge group U(N) or SU(N) quarks are 
liberated for 

g2~ N t+  (any N) , (111.66) 

ed-2T / 2 \ 
g2< l o g | l +  ~ ) (G-- SU(2)). (III.67) 

2 \ alta) 

Proof This is trivial if one notices that the infrared bound (III.59) has a limit as 
-c~0. [] 

We can also say something about 't Hooft's N ~  oo limit with Oz= g2 N fixed: 

Corollary 111.9. In 't Hooft's N ~  oo limit quarks are liberated Jor 

ed-2 [( 1 l~r 1 .~z < z 1 + d - ~ ]  - 1 . (III.68) 

Proof Obvious. [] 

This concludes our discussion of the general case. In the next section we will 
discuss abelian models in some more detail. 

3. Some Further Results for Abelian Models 

For abelian models there is a way of proving the infrared bounds (actually a 
slightly stronger version of it) in a more "natural" way that does not rely on the 
imbedding of the group in a matrix space. 

An additional advantage of this procedure is that it allows more general forms 
of the action, such as the so-called Villain action which is considered fi'equently 
1-13,57]. 

We consider gauge groups U(1) (or ZN; direct products of such groups can be 
handled just as well but they would pollute our notation too much) and actions 
characterized by an electric plaquette coupling 

e-s,(ooP~ = ~ m~(J~)z~(g~e). (III.69) 
rE~ 

Here 

m m+ 1 . . . .  1 m (111.70) gap = UxFxy  ~Uy) Vy x 

for a plaquette p with corners (x, m), (x, m + 1), (y, m + 1), (y, m). The sum in (III.69) 
is over the irreducible characters z of G, the coefficients m, and e- sp are assumed to 
be > 0 and we assume 

lim m~(JE)-- 1. (III.71) 
J E  - 9 CO 



Lattice Yang-Mills at Nonzero Temperature 355 

The magnetic coupling will be of the same form as (III.69), but the coefficients 
m e may be different from the ones in (III.69). We only need that they (as well as 
e -sp) are nonnegative to assure the existence of a nonnegative transfer matrix in 
space direction. 

Typical examples for (III.69) are the Villain action for G = U(1) 

m~(J~) =exp ( -  J~E z2 ) (III.72) 

(here z is an integer) and Wilson's action which for G= U(1) is characterized by 

m~(JE) = t~(JE) (III.73) 

(I~ is the modified Bessel function of order z). 
We proceed as in the previous section up to Eq. (III.41) which said 

[L(h), [L(h), T~]] 

<= ~ [h(x Ol2 { T~L-~ T~ 1Lx, Ts -  Lx~ TeL~ }. (III.74) 
g L  

The right hand side can of course again be factored over time layers: 

Lo Lo 

= I ]  T , ~  T,, 7 lu,,~ T~ - I~ um~_. Tmg,~. (III.75) 
m = l  r a = l  

The point is now that the right hand side of (III.75) is again a convolution 
operator; this can be seen by using Fourier transformation which diagonalizes 
everything. Again [as in (III.45)] we have to deal with sums of products of 
expressions of the form 

t~tt- lut or utTt, (III.76) 

where u is multiplication by e ~* and t is convolution by 

t(go)= ~ m~e ~° . (III.77) 

Therefore tgtt-~ut is convolution by 

2 
mz elre 

"c m z + l  

and ut~ is convolution by 

Therefore 

E H'l r 1 Ci~ tp " 

tgtut = utfi + r, (111.78) 

where r is convolution by 

r(q))=Y'm~ ,(-- ~ 1). (I11.79) 
\/T/z + 1/Tt~ _ 1 
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So clearly r obeys the form inequality 

r <= g(JE)ut~ 

with 

9(Je)=sUP[m~+--fm _ 1 

(III.80) 

1). (111.81) 

We can now expand (III.75) in powers of r. Using the inequality (III.81) in each 
term we can resum to obtain 

and 

T~ Lx~ T21Lx~ T~ - L~ T~ Lx~ 

=< [(1 +g(Je)) L°-  1]Lx. ~ T E ~ ,  (111.82) 

where 

and hence 

g(J~)=sup( m~ 1). 
' , m r +  l m ~  - 1 

Of course this result is useful only if g(JE)---*O as J e ~  oo. We check this for the 
Villain action. There 

g(JE) = exp 1 _ 1, (Ili.85) 
aE 

f(Je) = exp ~ - 1. 

This clearly implies deconfinement for 

1 1 1 

For the Wilson action 

(I°(dE)t2-1 
g(Je) = \ i i ( je) /  , 

(III.86) 

(III.87) 

(III.88) 

[L(h), [L(h), Te] ] < ~ ih(x±)12L(h)T~L(h) 
x± 

• [(1 + g(JE)) L0 -  i ] .  (Iit .83) 

As in the previous section this yields an infrared bound: 

Lemma IIL9. For an abelian model characterized by the electric coupling function 
(III.69) an infrared bound of the following form holds: 

d 

2 (1 - cospi)d(p)  < df(JE) =- d[( t  + e(j~))L0 _ 1] ,  (III.84) 
/ = 1  
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and hence 

f(JE) = \II(JE)/ 

= ~w + O(J{ z). (III.89) 

The proof of (III.88) requires some gymnastics with Bessel functions and is 
given in Appendix C. (III.89) is slightly stronger than (III.60), at least for large JE. 

We refrain from giving the resulting bound for the deconfining transition 
because it would look somewhat messy. 

IV. Concluding Remarks 

Let us try to put into perspective what has been proven and point out some 
important open questions. 

We have shown that lattice Yang-Mills theory with Wilson's action in space 
dimension three (or more) will possess, as soon as a non-zero temperature is 
turned on, a weak coupling phase without confinement in addition to the well 
known confining strong coupling phase. 

The situation is slightly different for the Kogut-Susskind Hamiltonian model: 
There we have shown that confinement will disappear for any coupling provided 
the temperature is high enough [cf. (III.66) and (III.67)]. Convergence of the 
strong coupling expansion sketched by Kogut and Susskind [261 has not been 
established rigorously; we have no doubt that one could do this, however, and 
provide a proof that the string tension % does not vanish for g2> ~2(T ) (obviously 
~2 cannot be independent of T here). 

It is expected that the unconfining phase behaves like a "gluon plasma" and 
shows Debye screening (i.e. exponential clustering) at high enough temperature; 
the technology to establish this has been provided by Brydges and Federbush [6], 
but some work is needed to adapt their methods to this problem; the nonlocal 
effective coupling between the Polyakov loops will not make this task easier. 

In [-3] we pointed out that there is even the possibility of two phase transitions: 
First ~from the confining to a Coulombic phase and then to a Debye screened 
plasma. For SU(N) with N large this would not seem implausible because of the 
analogy with Zu models [53]. But most physicists seem to regard it as unlikely for 
N = 2, 3. In fact Svetitsky and Yaffe [-53] argue by analogy with the Ising or Potts 
models, respectively, that for N = 2 there should be one second order and for N = 3 
one first order deconfining transition. 

Our inequality (II.48) shows that at positive temperature and small enough 
coupling also 't Hooft's string tension vanishes; this might have been difficult to 
show directly. 

Our proof in Sect. III.2 made use of the explicit form of Wilson's action, at least 
for the "electric" coupling. So one might wonder how model dependent the results 
are. But one should note that first of all the form of the magnetic coupling was 
fairly arbitrary; it only had to be compatible with reflection positivity, i.e. a 
positive transfer matrix in space direction. 
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Secondly, the z-continuum (=  Hamiltonian) limit will be largely independent 
of the precise form of the electric coupling; for instance Theorem II.2 shows that 
the heat kernel (=  Villain) action [13, 57] will produce the same "electric" part in 
the z-continuum limit as Wilson's. But since we have an infrared bound for z = 0, a 
similar bound must hold already for z>0 ,  z small enough. This shows that 
deconfinement occurs for a wide class of lattice models. 

To see the strengths and weaknesses of our bounds it is instructive to discuss the 
limiting cases JM--+0 and JM-+ oc. The peculiar feature of our method is that it is 
completely independent of Ju. 

For  JM -- 0 we obtain the "ultralocal" model already discussed in [381 ; for z = 0 
this is the strong coupling limit of the Kogut-Susskind model [26] around which a 
strong coupling expansion has to be constructed. The ultralocal model shows 
confinement at all couplings (and in any dimension !) at zero temperature. For  
finite temperature it becomes structurally identical to a one time layer model ; this 
is easiest to see for the heat kernel (Villain) action characterized by a transfer 
matrix (in time direction) that is simply given by the heat kernel: 

g2 

oY-(v,v') = ~I eTa(vx,v',,71) (IV.t) 
<xy) 

(A is the Laplace-Beltrami operator on the group G). So the ultralocal Villain 
model will depend only on the product 

g2 
L°g2= z T '  (IV.2) 

and we may put L o = 1 and change g2 accordingly. 
For  more general ultralocal actions we still have the structm'e of the one layer 

model, but with a more complicated electric coupling arising from the L0-fold 
convolution of J with itself. 

In any case these models can all be regarded as G × G spin models with some 
random coupling provided by the v variables (cf. Sect. III.1). The random 
couplings might be expected to create disorder, thereby making deconfinement 
harder. For abelian models this follows from Ginibre's inequalities [20]. But for 
nonabelian groups the random couplings reduce the symmetry from G to C(G) and 
might actually thereby facilitate ordering. This certainly would be relevant for 
d=2*.  We think that for d > 3  the effect of the random couplings is not so 
dramatic. Since the infrared bound gives excellent results for spin models without 
random couplings we conjecture: 

The infrared bound gives a bound on the transition point ~7 2 that is close ( ~  10%) 
to the actual value for the ultralocal (J~ = O) models, if we either apply it to the 
effective one layer version of that model or "steal back" the factor 2d lost in the 
double commutator proof. 

The other extreme case JM-~oe is also easy to understand. In this limit the 
"magnetic fields" v~v are frozen out, the v variables become a pure gauge and can 
be gauged away. One is left with a stack of L o copies of the G x G spin model; the 

1 We thank G. Mack for reminding us of this fact 
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transition point ~2 becomes therefore independent of L 0 and will be close to the 
infrared bound result for one layer: 

The infi'ared bound Jot one layer 9ires a bound on the transition point ~2 that is 
close (~  10 %) to the actual value Jbr the JM~ oe limit of lattice Yang-Mills models. 

It is now highly plausible that the true transition point will lie between the 
values obtained for JM =0  and JM~ oo. For abelian models this is of course again 
implied by Ginibre's inequalities. 

The conventional renormalization group philosophy predicts that all physical 
quantities with the dimension of a mass should behave like 

(92)-/h/2~° exp ( 291~flo-), 

so in particular T~, the critical temperature for deconfinement should go like 

Tc~(92) 2~o exp - . (IV.3) 

It is not surprising that our bounds completely fail to produce such a behavior. 
To actually prove that a physical quantity shows the correct scaling behavior 
would almost be equivalent to the construction of the continuum limit and is 
clearly beyond the scope of this paper. If, on the other hand, we assume the correct 
scaling behavior (the way it is normally done in the physics literature) and make 
the somewhat bold assumption that even for only one layer we can be close to the 
scaling region, it is possible to extract a physical value of the transition 
temperature that is not unreasonable (a few hundred MeV); this is done by simply 
pretending that the transition temperature expressed in units of the string tension 
(at the same coupling but zero temperature) does not change much when we go to 
the continuum limit. 

We should maybe mention that it is not an inherent weakness of the infrared 
bound technique but rather our inability to control the continuum limit that 
prevents us from establishing deconfinement in the continuum. It should be 
remembered that infrared bounds were first found and applied in a continuum 
model [the (42) 2 model in d = 33. 

There is one more important open question : What becomes of the deconfining 
transition when dynamical quarks (or maybe Higgs fields in the fundamental 
representation) are included? Obviously the Polyakov loops will lose their 
diagnostic value because, physically speaking, external quarks are shielded by 
dynamical ones; mathematically speaking we lose the global symmetry that 
assured ( )~(g2) )  = 0 in the pure Yang-Mills model. Since a fundamental Higgs field 
(and probably dynamical quarks as well) has an effect on the system that is very 
close to the effect of a magnetic field on a ferromagnet [46] one might expect that 
there is no longer a transition. Of course we still expect qualitatively different 
behavior at high and low temperatures but maybe not a sudden (nonanalytic) 
change. 

If our matter fields are Higgs fields in the adjoint representation (such as in 
most grand unified theories) the Polyakov loops can still be used to test for 
confinement and our methods can be extended to show the existence of a 



360 C. Borgs and E. Seiler 

deconfining transition. Much less clear is the existence of the supposed first order 
transition between a "Higgs phase" at low and a "symmetric phase" at high 
temperature [12, 28] that has led to so much cosmological speculation [23, 51]. 

All this shows in our opinion that it is worth investigating the phase structure 
of gauge theories at finite temperature in more detail and that it is also essential to 
sharpen the diagnostic tools that should distinguish between the various phases. 
This will hopefully lead to a better understanding of what is meant by "confine- 
ment" in the full theory and what such terms as "Higgs phase" or phase with 
"unbroken gauge symmetry" really mean. The (dis)order parameters proposed by 
Mack and Meyer [30], Bricmont and Frtihlich [4] as well as Fredenhagen [17] 
might be useful steps in that direction. 

To really understand what deconfinement means for the full theory would, 
however, require the development of a precise (quasi-)particle concept for field 
theories at finite temperature and the existence of tools to analyze concrete models 
from this point of view. 

Appendix A. The ~-Continuum Limit 

In this appendix we give the proof of Theorem II.2. For notational convenience we 
set e= 1 and 92= 1 (it will become clear that this is not a significant loss of 
generality). We also choose a basis {iL,} of the Lie algebra g of our gauge group G 
with the orthonormality property 

z( L aLb) -- T r L .L  b = 6 ~b , (A. 1) 

where Z is the character used in the action and we denote by L, also the 
representatives of the generators in the faithful representation belonging to Z- L(, q) 
will denote the representative of the generator L, in the representation labelled by 
q. 

We first consider the easier case of the heat kernel (Villain) action and the 
corresponding transfer matrix 3--= 5- w We have to show that 

[ ZV r A 
Y'(z)~/~= ~e -?- e 7 e-½V) ~/~ (1.2) 

goes to exp/~(½A- V) as r ~ 0  in all Jp norms (p > 1). Without loss of generality we 
will consider only p = 1. 

Strong convergence follows from the Trotter product formula [43] if ~ 0  
through a sequence such that fi/v is an integer. For the general case we write 
f l=nz  +e with O<e<z ,  neN .  Then 

j(~)e:~ = y - ( ~ ) . : ( z ) . ~ ,  

and strong convergence follows by a simple 3~ argument: 

1 A 
(y(.c)~/~_ f (  7 -v))7/= j(.c),(j(z)~/~ - 11)71 

n~ 1 A - V  

(A.3) 
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Each term in (A.3) goes to zero: Note that ~-'(z)~/~-+ll strongly because Y(-c)-+~l 
strongly. 

To obtain J1 or more generally Jv convergence we use Grtimm's theorem [21] 
which says that strong convergence together with convergence of the Jp norms of 
the approximants to the Jp norm of the limiting operator implies Jp convergence 
(see [49]) for a sharper version). 

So it remains to prove 

Lemma A.1. Let G be a compact Lie group and V be unffbrmly Lipschitz continuous 
on G. Then 

F(z) = Tr Y(z )  #/~ 

= Tr(e 2 e~-2a e- 21) p# (1.4) 

converges towards 

Tre ~2 ' as z-,O. 

Proof A proof can be based on the Feynman-Kac formula for Brownian motion 
on G (see [31]). 

For completeness we give an independent proof that does not use the 
Feynman-Kac formula (but is inspired by it). Expanding (A.4) in powers of V we 
obtain (with N = fl/z) 

F(z)= ~, ~ . , k ~ k k , !  Tr H / ( - z V ) k ' e :  ); (A.5) 
kgO , ...kN[ i=~ 

Tr expfl(½A - V) can be similarly expanded (the so-called Duhamel-Phillips expan- 
sion [1t, 47]). 

Tree(½a- v) = E 5 d t l " . d t k  
k > O  O-%'tl ~ ., .  <tk<fl 

lt~a - k t , a  l #a 
- T r ~ I ( e  2 ( - V ) e  2 )e 2 . (1.6) 

i = 1  

It is seen easily that the k th term of both (A.5) and (A.6) is bounded by 

~kll gllk 1 --flA 
Wre 2 , 

k~ 

so that both series converge absolutely and (A.5) converges uniformly in z. So it 
suffices to show convergence term by term. We rewrite the k th term of (A.5) as 

k--i" ~ rkTr ( -V(z l l ) )e2  
l l  . . . / k =  0 

l i d t  1 d t k T r ( T i U ~ ( _  k ( I t]]t -c t~ #-a 
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where we used the notation 
La -La 

V(t)=-e 2 Ve 2 , 

and Ix] denotes the integer part of x. T is an ordering symbol saying that the 
factors should be written with the "times" t i increasing from left to right. Similarly 
the k th' term of (A.6) can be written as 

1 p k ~-a 
5 a t 1 " "  dtk Tr T y [  ( -  V(tl))e 2 (A.8) V. o i = l  

Equation (A.7) can be read as a Riemann sum approximation of (A.8). Since the 
integrands of both (A.7) and (A.8) are bounded by 

HVI[~o Wre 2 , 

it suffices to show convergence of the integrands (by the dominated convergence 
theorem). 

So we have to estimate an expression of the form 

Tr ( -  V(ti) ) -  r ( -  V(si) ) e 2 , (A.9) 
i = 1  

where tt i - sil < z (i = 1 , . . . ,  k) and 0 < t l , . . . ,  t k, s 1 . . . .  , s k < ft. Note that (A.9) depends 
only on the differences t 2 - t p . . . ,  t k -  t k_ ~, t~ - t k + fi by the cyclicity of the trace. 
Telescoping (A.9) and using cyclicity of the trace in a similar way we obtain k 
terms of the form 

k 
Re(t ,  s) - Tr(V(t) - V(s))  1 |  V(u ) , (a .  10) 

i = 2  

where I t - s l< ' c ;  O<t ,  s < u 2 <  ... < u k N  ft. 
Rewriting (A.10) in terms of integral kernels and using the positivity of the heat 

kernel we obtain the bound 

IRe(t, s)J < II VII~- 1 ~ dgdhJ V ( 9 ) -  V(h)l 

! It-sI~ i(~__ It-~t)~,, 
.e 2 (9,h)e 2 tn,,q). (A.11) 

Using the uniform Lipschitz property of V this implies 

IRe(t, s)l ~ C I] V tl k -1  ~ dgdhd(9, h)e2I*-sla(g, h) 
1 

= CN V[l~- 1 ~ dgd(9., ~I)eVYlt-sla(g, Yi), (A.12) 

where d(g, h) is the geodesic distance between .9 and .h and we estimated the second 
heat kernel in (A.11) by a constant. 

1 

Now we need the well known fact that the heat kernel e?-ta(.t, h) for small t (1 ) 
behaves like c o n s t t - ° / 2 e x p  - ~d(g,h)  2 or, more precisely, that 

e~tA(.9, h) < const t -  °/2e - ~d(g, h)2, (a. 13) 
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where D is the dimension of the manifold G number°flinksinA° and ~<1  is some 
constant (see for instance [32, 42]). Inserting (A.13) in (A.12) shows 

IR~(s,t)l<const []/~-sl  

< const V~. (A.14) 

The proof of Lemma A.1 is now complete. [] 

To prove the analog of Lemma A.1 for the Wilson transfer matrix ~ v  it 
suffices (again by Grtimm's theorem) to show that 

where ~ v  is of the form 

Tr Yw(Z) ~/~ - Tr Ju(z)  ~/~-~ 0, (A.15) 

-Av -Lv  
yw(Z)-- e 2 e*a,e 2 , (A.16) 

and e ~A" is a convolution operator with kernel 

N1---exp 1 2 Rez(g~y), 
r ~ ( x y )  

and the normalization N~ is chosen to make ~ cl~te~a~(g, h)= 1. 
We first want to show that it is enough to prove (A.15) for V=0. To this end we 

expand in V as before: 

TrJ-w(Z) e/~= Z , Tr I~ ( ( - z V )  k'e'A~) 
k>-0 . z  kkl .  ku! i 1 

= h ~ O ~ . ~ d t ' " ' d t g T r ( T ~ ( - V w ( z { ~ } ) ) )  ,=~ (A.17) 

Here 

Vw(t)=e,A, Ve tat. (A.18) 

Assume that (A.15) holds for V=0. Then T r J  A~ is bounded uniformly in z and the 

term of (A.17) can again be estimated by constfikll Vt]~ I t- (see above). So one kth 

only has to prove convergence term by term and only for the difference of the 
integrands of (A.17) and (A.7). This means we have to analyze terms of the form 

Tr l~ VeS*a~-Tr [ I  l/'e½~a (A.19) 
i = 1  i = 1  

with 0 < s p  ...,sk<-_ fl, ~ ,s i= ft. Expanding (A.19) in powers of 
1 

R(s) ~ e sA* - e -2~a , (A.20) 
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and using H61der's inequality we obtain the bound 

k lsi  A 

n = 1 KC{1 ... k} i~K i~K 
K '= tl 

~_]IVtI% e l  flA1 n=l \n] ( k ] [max  lte(sj)]l#/sj) 

: li Vil~ e ~ , {(max IIR(&)ll,m + 1)k-- 1}, 

where in the first inequality we used that 

i p~ silB 

i¢~K iCK 

= < e~ 1 = e~Ja 1, 
i = 1  

because 1e2~ 1 > l -  

By our assumption of convergence for V = 0  

1 

II e~a~ I[ ~/s ~ II e 5 S~ II p/~, 

and hence by Griimm's theorem 

( Y - , 0 )  

(A.21) 

This shows that (A.21) goes to zero and therefore (A.15) holds in general if it holds 
for V=0.  

We formulate as a theorem what remains to be proven because it seems to be a 
slightly nontrivial fact: 

Theorem A.2. Let  G be a compact Lie 9roup and let e *A~ be a convolution operator 
on L2(G, d9) given by its kernel 

1 1Rex(oh -  1) 
e ta'` h" - e ~ (A.22) tg, )=  N~ 

where X is the character of  a faithful representation of  G and N~ = ~ dge~a'(9, h). 
Then 

Tr(e~A~--e~A)--~O (z-*O), (A.23) 

where A is the Laplace-Beltrami operator on G corresponding to the metric induced 
by X. 

Remarks. I. This theorem can be viewed as a strong version of a central limit 
theorem for G-valued random variables. In fact some elements of the proof are 
inspired by the proof of the local version of the central limit theorem (for real 
valued random variables). 
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2. By the Perron-Frobenius theorem [43] e ~A* has a unique positive eigenfunc- 
tion 7~o to the eigenvalue Ile*A*t]. Since the function a is an eigenfunction with 
eigenvalue 1 we conclude kg0 =~[ and Ile*A*ll = 1. 

3. To apply the theorem to our problem we may either interprete G in the 
statement as the underlying gauge group because for V=0  all the links are 
uncoupled and it suffices to prove (A.15) for one link or alternatively we may think 
of G as (gauge group) ~umber°flinksinA°. 

Proof of Theorem A.2. We diagonalize exprA~ and A jointly by Fourier transfor- 
mation on G. Let q run through the inequivalent irreducible unitary repre- 
sentations of G. Then expzA~ has the eigenvalues ).q/2 o, where 

2q m dq~ ~ e  ~R~x(g) do, (A.24) 

with 

1 
"c 

Xq is the character of the representation q and the subscript 0 refers to the trivial 
representation. 

The eigenvalues of A are given by the (generalized) Casimir elements 

C = Tr r ~q) r (q) (A.25) 

where L~ ) is the representative of L a in the representation q; as announced we will 
drop the superscript q in the representation that occurs in the action. To 
appreciate (A.25) one should recall the orthonormality convention (A.1); the term 
"generalized" refers to the fact that we are not necessarily using the Killing metric. 

Next we want to explain our strategy to prove Theorem A.2. We first prove 

convergence of the eigenvalues of expzA~ to the eigenvalues of exp~A; this 

amounts to showing strong convergence which was proven already by Gawcdzki 
[19], but we will actually need and prove a more detailed statement controlling the 
speed of convergence (Lemma A.3). The key is, however, again the approximately 
Gaussian behavior of (A.22) for small z. 

Then we have to control the "tails" in the following sense : Let S be some finite 
set of irreducible representations of G, Then 

[~ \fix _Lec q ~ 2 I/2q \t~x -LflcJ 

+ qCs ~ q 2o qCs 

We will need the following estimate for the last two terms: For any e > 0 we have 
to be able to find a finite set S such that 

q~s q (~o 2 ~,q #x + 2qcs dzq e-L2 acq < 
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uniformly for large x. Since the decay properties of e x p ( - ~ C q t  are evident we 
only have to deal with 

\ z. / 

d2(2qt ~x (1.27) 
q~s  \ ; ~ o /  " 

We find it necessary to break up the sum (A.27) into three regions" 
(I) C~_-< x, 

(II) x<Cq<=x 1+~ with some 0 < ~ < 1 ,  
(III) Cq>x 1+~. 
These three regions are controlled in rather different ways; the necessary 

estimates are contained in Corollary A.4 and Lemmas A.5 and A.6. 
But first let us study the convergence of the individual eigenvalues. By 

Gaussian approximation 2J2 o will be approximated by 

2q- ~-~ ~ TrcosL:q)t~d#~(t) 

1 ~ Tre~L~)to d#~(t), (A.28) 
dq 

where we used the summation convention (q~ - V L(~)t - L a t~ = ~ ~ a, d#~ is the normalized 
Gaussian measure on IRP with covariance z = 1/x: 

t 2 

d#~(t)=(2~cz)-P/Ze 2~ dPt, (A.29) 

and p is the dimension of G. 
We will prove 

L e m m a  1 . 3 .  

(1) ~oo-~q <=constCqx -2, 

Cq ~ Cq C 2 
(2) 1 -  ~x N2qN1-- 2x + -q 8x 2" 

Proof. We first consider (2). We use the elementary inequalities 

1 (q) 2 
1 - ~(L~ t~) <cosL~q)t~ 

1 (q) 2 L(l(q) t ~4 (A.30) _ < l - 5 ( L ~  t~) + 4 ! , _  o .o, , 

which follow by the spectral theorem from the corresponding numerical in- 
equalities (remember that the L~ ) are self-adjoint matrices). If we insert (A.30) in 
(A.28) the corresponding Gaussian integrals can be calculated. Using 

T r T ( q ) f ( q ) l ( q ) f ( q ) K T  ( ( q )  (qh2=TrC 2 -  2 "~a ~b ~ ~b = r .L,  L a , --dqCq, 

one obtains (2). 
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(1) is also easy: Using the coordinates given by the exponential map in a 
neighborhood K~ of the identity lLs G we see that 

2q = 1 ~ TrcosL~q)taexTroosL.t. dO(t ) 
dq ~, 
+ O(e- CX)e xx(~) , (A.31) 

where /£~ is the inverse image of K, under the exponential map and will be 
assumed to be a ball of radius e. dO(t) is the pullback of the Haar measure and 

dO(t) = (1 + O(It[2)) d't.  

Taylor's formula with remainder allows us to write 

e x TrcosLata ~ e xz( ~ ) - } It[ 2 e Y(t) 

= e  t + Y(t dse m° , 

where 
X 

Y(t) =- x Tr(cosLat a -  1) + ~ It[ 2 

and 
X 4 0 < Y(t) < ~. Tr(Lat .) 

< ~v. (Tr(L.ta)2)2= ~! ltl4. 

Inserting this in (A.31) gives 

;to - 2q = 1 S Tr( ll(q)- c°sL~q)ta) 
dq g(e) 

.eX(Z(~)-½l@ dPt + eXZ(~'( R, + O(e-CX)) 
/ \  

1 _(q, . @(~,-~,,,~1 .. 
= d~ Rp ~ Tr(ll(q)-c°SLa ta)e ~ /a~t 

+ e~Z(~)(R~ + O(e-~X)), (A.32) 

where with 2 = 1 - 2~2/4 ! 

1 
[RI[--< ~ ~, Wr(ll~a)- c°sL~qtta ) 

< C q  ,~x 

Cq x (~" 
< N c o n s t ~ - e -  x ~, 
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where N = S e- ~ltl~ dPt e xx~), and we used (A.30) once more. Similarly one obtains 
t 1 4 \ ' , .  

,o -- (1-,- o so end ,.,p wit,-,_ 

2o - 1 = - - 2 0  + O 

where in the last step we used the already proven fact (2). This proves (1). []  

Lemma A.3 contains a bit more than strong convergence as can be seen by the 
following corollary: 

Corollary A.4. 

(1) ~oo--e-Cd2x <conStCx-~2. 

(2) For Cq < x 

,~q/2 o =<exp(-" 3C~ + 

where b is some constant. 

Proof. (1) is by now obvious. (2) can be seen as follows : By Lemma A.3, (1) and (2) 

/~q ~ 2 7-  --< 2q + const Cqx- 
A0 

3 1 const 3cq 
<=constCqx-2+l -~Cqx- < = - - + e  8x 

x 

=<exp( -  8 ~ ) ( 1 +  c°nStx eXP~x)3C~' 

< e x p ( -  3Cq\/ b~ 
- ~ - )  t 1+ ~-) 

( < exp - ~ + , 

where b = const exp(3/8). [] 

Corollary A.4 allows us to control the sum (A.27) in region (I): 

2 d2(2qt'x <e~b ~ dZq e-~cq 
q~S 
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This can be made arbitrarily small by choosing S large enough because 

~dq2exp - ~ C q  = e  V (lI, l l)<oo. 

So we now turn to region (II): x<Cq<__x ~+~. We will use 

Lemma A.5. For Cq > x 

1 C +cons t  qx ' [~q[ =<exp (-- 2 ~  a) C1/2 

Proof. Recall that 

We claim that 

1 
2q= dq ~ d#~(t)Tre 't~"'t° 

= _ _  T(q)t  
1 ~ d#l(t) Tr cos ~-~-". 
d~ ~. Vx  

(!..L(~'t"l (A.33) A q -  f~, d#1(t)exp\ ~ ] 

is a multiple of the unit matrix 11 (q). This is a consequence of the O(p) invariance of 
the measure d#: 

e isbl4~) A q  e -  isbL~q) 

= S d#~(t) eit°°"~L~) 
P~ 

itaL(q) - -  = d#~(t)e . =Aq, (A.34) 
IRp 

where O,b is an orthogonal matrix (the adjoint action of G on g is orthogonal 
because we chose an invariant metric on 9). Because q is an irreducible 
representation we conclude Aq = 2qll (q). 

This means that for any normalized vector 

i q  = (}[~, A q  ti t) .  (1.35) 

We will choose T as follows: Because ~ (q) 2 ( L , )  = Cq, there is at least one _,r:q), say 
L ]q), such that 

1 C ILL(lq)II2_-> p q. 

We will choose T such that 

Now note that 

1 
(v ,  (ri,)): V) = ILL(1 ") II ~_-> p c , .  (A.36) 

e~L(:)~o= ( ~  e~L(~)~o) e~:~(~)Lg ~) ' (A.37) 
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where in the product the factors are ordered from left to right (the summation 
convention is obviously lifted) and fb is independent of q. 

The functions fb(t) are analytic in a disc 

D~-{te lRPl] t l  < 6} , 

and by the Baker-Campbell-Hausdorff formula 

fb(t)=O(ltl2), b =  1, . . . , p  

(see [56] for a detailed discussion). This means that 

e i f b ( t ) L ~  q) = ~[(q) -~- B(a)(t) , 

where 

][Btq)(t)[I <const[t[ 2 sup IlL~q) pI < cons t [ t [2C~/2  . (A.38) 
a 

Using (A.38) and (A.36) we obtain 

I,~1--I~ (~, e~L"~"'~" T) d#~(0l 

< L~q~t. t 

+ const C~/2 ~ lti: d#fl) 
T ( / ( q ) ] 2  

as claimed. []  

Lemma A.5 obviously implies that for Cq _-<x 1 +" and x large enough there is a 
constant ~ < 1 such that for Cq > x 

I,~1 < ~. (1.39) 

Using Lemma A.3 we obtain in region (II) (x < C~ < x 1 +')" 

2q < - C~ Cq 
--2o = t2ql + const ~ -  < ~ + const ~-_~,_ (A.40) 

and again by choosing x large enough we can find a c > 0 such that 

2q <_ e -C < 1 (A.41) 
2 0 - -  

in region (II). This will control region (II) because 

d~ _-< const x ~tl +') (1.42) 
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To see (A.42) note that 

and therefore 

_£ 
~ dZqe-*C"=da(~,~t)=O(t z), (A.43) 

qsG 

2 tX I+~ dq Ne • e-tC~ dq2 
Cq < xI  + ~ q~d- 

p 

=< const t -  ge tx' +" (A.44) 

Putting t=x-1-~  proves (A.42). From (A.41) and (A.42) we obtain 

dZq <e-~CXxT(1 +~) cons t~0  (-c~0). (A.45) 
x <  Cq<=xt +~ \)1,0/  

This leaves us with the region (III): Cq > x 1 +~, e < 1. To control this region we 
will exploit smoothness properties of the kernel of e ~a~ which will give decay 
properties of the Fourier coefficients )~q. 

Lemma A.6. (1) Let n > O be an integer. Then 

L 2 E 
n !  q - q 

with some constant c. 
(2) Let t < c- 1. Then 

~ d ~ 2 ~ e x p ( t ~ C ~ ) <  1 ~ 2 2 
q , = 1--ct dq~.q. 

Proof. (2) is an easy consequence of (1). So we have to estimate 

d 2 j 2 c n / 2  = .[ e x R~z(0)(_ A ) n / 2  exRez(o) dg. 
--q --q - -q  

q 

- A can be expressed in terms of the standard left invariant vector fields X,  defined 
by 

(X ~f) (9) = i ~  f (geit"L~)l'= 0, (A,46) 

a s  

- A = ~X~,Y a . (A.47) 
a 

Note the following simple facts 

~-[ (Xb~ Rez)(e iLa~) ~(cltl2) k, 
i=1  

I(Xb, ...Xb2 k Rez)(g)l N c k. 

(A.48) 

(A.49) 
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Using (A.48) in conjunction with (A.30) we obtain after the introduction of local 
coordinates on G by the exponential map 

2k dg e 2xR*z(°) ]7 I (Xb, Re;()(g) 
i = 1  

<=e 2xz(~) ~ dPte-~ltl2(cltl2)k 
Itl<=e 

=< e2~Z(a) ~ d e t e  - 2xltl2(clt[2) k 
Rp 

C j k I 

where 2 = 1 - 2e,2/4 ! and 

(A.50) 

N = const e 2xz(~) ~ dPte -xltl2 

=const~e2~Rez(°)dg(l+O(1)). 

So we only have to analyze the possible terms arising from Xbl X e xRex by 
• " " b 2 k  

Leibniz's rule and estimate their number. There is one term of the form 

2 k  

XZk I]  (Xb, Rex) exR~x , 
i = l  

which when inserted in (A.50) gives 

g(c'x) k ( 2 k -  1)!!. (A.51) 

Then there is a term of the form 

bl (X b~ Rex) =< 
\ i = 2  

which after insertion in (A.50) gives 

2 k - 1  

~=l cxZk-leXRox I-I (Xb~Rex) , 
j =  2 < i < 2 k  

i:¢ j 

etc. Finally we reach 

N(c'x) k ( 2k -  1) ( 2 k -  3)!! 

N(c'x) k ( 2k -  k + 1) k- 1 (2k + 1 - 2k)! !. (A.52) 

The other terms do not involve integrals other than the normalization N and can 
be bounded collectively by 

2k N (c'x) k ( 2 k -  I)tN < (c'x) ~ (2k) ! N N (2c'x)k(2k) ! 
l = k  

(for k > 0). 
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Summing up the terms from (A.51) to (A.52) we obtain 

k-1 
N(c'x) k ~, (2k- / ) t (2k-  1 - 2/)!! 

/=0 

<= (c'x)k(2k)! N <= N (2c,x)k(2k) 

(for k > 0). 
So we finally end up with 

S exRex(-- A) kexRe~ dg 
k 

= ~ exR°~ 1] (X~Xa)e~R~Z dg 
i=l 

<--_pk(const)k(2k)'~e2xR~z(g)dg(l+O(1)) 

for k>0.  We may absorb the O ( l )  in (const)k; so (1)is proven for n=2k. For 
\--/  

n = 2k + 1 the Schwarz inequality completes the job. [] 

Lemma A.6 can now be used to complete the proof of Theorem (A.2) by 
estimating the "tail" (A.27) in region (III): Chose some t > c-1 and define c'= t/3. 
Then for Cq> X ~ +~ 

( ~ ) 2  le 2xRez(°)exRe;~(g)dg) 2dg d 2 <const  exp ( -3c '  Ct/~q/x) ( 

N const xP/2 exp(-- 2c'x ~/2) exp(-- c' ~-Cq/x) 

_-< c(0 e x p ( -  c'x ~/2) e x p ( -  c' ]/Cq/x), 

where c(e) is a constant depending on e. So for e>0,  X>Xo(e ), Cq>x 1+~ we get 

and therefore 

d 2 (2 t2 < 
\To/  : 

2(2q)~X =< 
dq ~00 2 e-C'Pl/~x" (A.54) Cq>Xl +~ Cq>X l +~z 

If we recall that by (A.42) the number of representations q obeying K -  1 < Cq _-< K 
is bounded by constK "/2 we see that the right hand side of (A.54) goes to zero as 
x ~ .  This completes the control of the tails and Theorem A.2 is now 
proven. []  

Appendix B 

In this appendix we want to adapt the random walk expansion of [15] to lattice 
Yang-Mills theory at finite temperature. We first decompose our model of L o time 
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layers into L o coupled nonlinear ~r-models in d dimensions:  

Lo 
= 1 ~ j I-[ d12me-ZV{t2m)[Uannxam+llibmb~+tl-my ~m, (B. 1) G(x -  y) Z i.=,b.,,} ,.=* 

where we used the nota t ion 

[ - 3 = =  j .e-S"du,  (B.2) 

S,. - d R e  ~ , m ~ + i ) .  (B.3) = X(u:~ v:~yuyv~y 
<xy> 

We first treat the case G = SU(2) and use the s tandard identification of SU(2) with 

$3: 
u(s) =- So + i s .  ~ , 

du(s) =- 6(s 2 - 1) d4s, (B.4) 

0 3 0 

#-~S-So+i Z ~k-=--, k = 1 C~Sk 

where a~, %,  % are the Pauli  matrices. No te  that  for any geSU(2)  

tr u(s)* g = g . 

Our first input is the following 

Lemma B.1. 
09 

(i) u(s) 6 ( s  2 - 1) = - a j a(s 2 - 1  + 2) d,Z, 
0 

m n m ~n+ 1 

(ii) u(s)* ~n, (~(S2-- 1 + 2 ) d 2 =  -~ ! ( t ;~ - i~ .  ~($2-- 1 + 2) dL  
o / l !  

Pro@ This is a simple computa t ion  using 

~ 6(s 2 -  1 + 2)2" d2 = (1 - s2)~, 
0 

where 

((1 --  $2) n "~ S 2 ~ 1 

( --1 S 2)+=[0;n { S2~l .  

We use this to expand [u~r] , . .  First we use (i) and the proper ty  # tru*(s)e =g to 
obtain 

y':ix-Y'[ =e 

= y 3(s 2 - 1) d4s~u(sx) [I  eJ Tr(u~Ny,uy,v}n+ 1) 
r ' : Ix-yq=e 

= E J ~ d2.g)(s 2 - 1  + 2.)(v~xmy,vy, ,re+l) 
y':[x--y'] =e 0 

H TTr¢--'vm u vm+l~ 

y':lx-yl=e 
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If we continue to integrate by parts using Lemma B.1 we obtain the following 
expansion of [Ufiy]m in a sum over all paths co from x to y: 

Ux ~ y d m  -- , 1,m+ 1 

...... y (B.5) 
2.~(o)- i 

• Id-  2 [ I ,  -,-:~z---:,, fdu.[I6(s~- 1 +2~)e - s " .  
~o) tnxtco) - i) ! 

Here G(CO) is the number of times co hits x, Icol = ~ n~(co)- 1, and v~, m = 
x 

(ordered product, co- ~ is obtained from reversing the orientation of co. 
Changing variables in (B.5) we obtain 

[Llklu  i]] _~ 
u - x  --y .ira 

]o]~ ki ~ l j  
J Uo, mUo)~l,m+ 1 

(.9:X-~y 

• i'd.2 H (  )! [ I  (1-2~)2~' ,  

m 

H Vxy 

we get 

kz i--7 ~1'~'~1 ki l j  2(0) [ G u y ] =  ~, a vo,,,, G- l ,m+l  m F(~,,,_vm+llco). (B.8) 
¢O:X --~ y 

Inserting this in (B.1) we get our desired expansion of G ( x - y )  into a sum over 
("random") surfaces consisting of vertical plaquettes and spanned between L~ and 
Ly : 

S m G ( x -  y) = ~, f s l  1~ F(_v~, v,,+l ]co,,,,) X(Ucm(s)) , (B.9) 
S:r3S={Lx, Ly } \ m =  1 

s is the path obtained from S by intersecting it with the m th time layer, where c% 
Cm(S ) is the combined path 

coSmo(cos. ,.+.~- i, ISt = Z I~Sl 

(note that we do not include horizontal parts in this "area"). 
To see absolute and uniform convergence of this expansion let us apply 

HSlder's inequality to 

= ~ T r  1~ POfmZ(Ucm(s))' (B.10) 
\ m =  1 ~ m  I ~ m  A t  G n ( S ) , ' /  m= 1 

where Z~) is obtained from Z~)=  ~e - s"  du by replacing the coupling constant J 
for the link ( x y )  by 

Jxy= ]/1- /~x ] / ~ -  2y J .  (B.6) 

Note that all integrations over 2 can be restricted without loss to the interval [0, 1] 
because 6(s 2 - 1 + 2) = 0 for 2 > 1. With the notation 

) nx(~o)-  1 

Z x ) Z  m / Z  m , (g.7) 
- " x tnxt )-- l] .xe~ 
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where Y,, is the transfer matrix (in 1 direction) obtained by replacing J by J~y 
according to (B.6). Now note that 

I I J -  */= Y,.Y-- */=ll < 1, (B.11) 

which follows by differentiating (~o I Jml ~0} with respect to J~y and noting that the 
result is nonnegative by reflection positivity. Applying (B.11) and HSlder's 
inequality we obtain 

Lo Lo 

T r y  1PO3--mZ(Uc,,(S)) = Trm01 ~0 p (~-1/2Z('~ ~c,,(s))'~z-1/2~ , (3-- 1/2j-y--1/2) 
Lo 

< [I t[PoJ'I/ZZ(Uc.~(S))3-1/ZIILo 
m = l  

< Lo ~ Lo =x(at) 11~' lifo, 
and therefore [see (B.IO)] 

( LmI~=12(m2-m)(2(mO))-I Z(Ucm{s,)) < ITrPoJL°zOI)L°=z(~)L°. (B.I2) 

Now we can bound (B.9), using the fact that the ;t-integrals contained in the F's 
[Eq. (B.7)] can be computed: 

L0 

G(x-y)<= X YS'x(~)~° 1] a . ~ ,  (B.I3) 
S:OS={Lx, Ly} m= 1 

with 

[ . ~ . _ 1  2n -  1 1 (B.14) 
;(n-1)~ (1- ~)d;'- (n+ 1)! an~ 

To estimate the sum over random paths we consider all paths starting at x and 
having at least length Ix-Yl. Note that then there are 2d possibilities to make a 
path co' of lengths lcoJ + 1 from a path co of length tcoJ and at least one of them will 
end in a point z with nz(co' ) >2. Inserting this in (B.13) we obtain 

G(x-y)<=( 2 j~(2d-1 1 ~ ~Lo 

which shows absolute convergence of the expansion and at the same time 
confinement provided 

Let us now turn to U(1): Here we may represent the elements of U(1) as unit 
vectors in IR 2 and we obtain an expansion like (B.9) but with J replaced by J/2 and 
1 - 2 replaced by t in the definition of F(...I co) because the change of variables in 
(B.5) involves one less power of 1 -  2. We obtain confinement for 

/2d- 1 1 - 

J<2f  ~ ~ ) - = ( d - ~ ) 1 .  
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Let us finally remark that (B.13) can be improved for L o > l .  For notational 
convenience assume L o = 2N o, No~2g +. Then 

1/2 ~o7"1/2 HPo3- Z(Uc=(s)) °a I/Lo 
becomes 

07 07 ° No 1/Lo (Tr(PoZ(Uc,,(s)) J Z(Uc,,(s))J ) ) 
NO 

=Z(nHI)~(uncm(s)))~(Unc:~s))} 1/LO 

-ze(cm(s)), 
which leads to 

1 
(.~itF,vm.L.+,[coSm}Z(ucm(s))) <~,[(x~a(n~(coS)+l),)O(Cm(S)) ]. (B.14) 

One could now use the perimeter decay of ff(Cm(S)) to sharpen the bounds on J (see 
[15]) for details. 

Appendix C 

The purpose of this appendix is to prove Eq. (III.88): 

Here 

sup(-  I"(j)2 - t )  ( /9(J)12-  1 
, \ I . + l ~ l . _ t ( J )  = \ I ~ ( J ) ]  " 

(c.1) 

Lemma C.1. 

The last equality was obtained by expanding ( l+z )  2k+m+" and comparing 
coefficients with the product of the expansions of ( l+z )  k+m and ( l+z )  k+". 
Equation (C.1) will now follow from 

I0t2 12 

= In+ 1I, - 1 

Proof. We have to show that 

O~n(J)-- 2 2 2 = Ioi.+ 11.- 1 - ItI .  > O. 

1 
I.(d) = k~=o k !(k-+ n)! (C.2) 

is the n th modified Bessel function. Let us first expand the product of two such 
functions : 

(dt2k+n+m k 1 
I.(J) l,.(J) --- k= o \2] 2 p=o p!(k-p)! (p+m)! (n+k-p)!  

_ ~ (j)2k+,+m (2k+n+m) ,  (C.3) 
- k=O\2/ k!(n+k)!(m+k)!(m+n+k)!" 
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For this we use (C.3) to obtain 

(j]2.,+ 2. ~. (2p+2n)!(2m-2p)! n+p 

%(J)= re=o\2] p~=op!(n+p)!2(2n+p)!(m-p)[ 4 n + p + l  

- = = o \  p~=op!(n+p)!2(2n+p)!(m+ l--p)!  4 m - p + 2  

/ Jt2m+2n ~ ~(2P+2n)"{2m-2P)! ( n + p  m ~ +  ) 

---->re=o\2/ p~=op!(n+p)!2(2n+p)!(m--p)! 4 \ n + p + i  1 ' 

(C.3) 

2 2 where in the sum corresponding to I . I  1 we changed m to m -  1. Note that the last 
bracket in (C.3) is positive for n + p > m - p .  We may therefore restrict the sum over 
m to m>n and the sum over p to p < m - n  and thus bound (C.3) by 

, •={j]2 , .  + 2. ~g~. (2p + 2n)! (2m- 2p)! 

.\2/ p% 
m - p  • 1 . (  n+p_ m---p; 1 ) ] 

p!(2n+ p)! (m-p)!  2 ~ n + p + l  

If we change the summation index p in the second term to m -  n -  p we see that we 
only have to show that for 2p < m - n  

1 t < 
p!(2n+p)! (m-  p)! 2 = ( m -  n -p)[  (m+n+p)! (n+p)! 2' 

because the positive term then dominates the negative one and thus %(J)> 0. 
So we just need 

O<p< m - n  LemmaC.2. For = = 2 ' 

1 1 < 
p!(2n+p)! ((m-p)!) 2 = ( m -  n - p ) !  ( n + m - p ) !  ((n+p)!) 2' 

Fm-nl 
Pro@ We proceed inductively. First put P= ~ T t "  Then the lemma holds 

because then p + n = m - p  (for even p) or p + n = m - p - 1  (for odd p). Replacing 
now p by p -  1 the right hand side picks up a factor 

(rt -t- p)2 n 2 ÷ 2pn + p2 

( m - n - p ) ( n + m - p )  ( m - p ) Z - n  2 ' 

whereas the left hand side picks up the smaller factor 

p( 2n + p) [] 
( m - p +  1) 2. 
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