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s of periodic equilibria 
of reaction diffusion systems 
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R h e i n s p r u n g  21, 

C H - 4 0 5 1  Base l ,  S w i t z e r l a n d  

I. I n t r o d u c t i o n  

In this paper we consider reaction diffusion systems (uj) t  = w jAu j  +Pj  ( u l , . . . ,  u,~) 
where Pj is a polynomial and where uj = u j ( x l , . . . ,  x,~) are functions on R m. We 
assume that  a smooth equilibrium solution v = (v l , .  �9 �9 vn) is given, which is Lj-  
periodic with respect to x j  (j  = 1 , . . . ,  m) ,  ie. such that  v i A v  j +P/(Vl,  . . . ,  vn) = 0. 
We then investigate the stability of this equilibrium, not with respect to peri- 
odic perturbations with the same period but with respect to smooth perturba- 
tions ~ C /:2(Rm). A motivation to study this problem comes from remarks in 
D.H.Sattinger [18], pg.182 and [19], pg.803 where it is suggested to investigate a 
Hill-type theory for elliptic operators with doubly periodic coefficients. In fact, 
usual stability investigations of periodic equilibria give only stability results with 
respect to perturbations in the same periodicity class. This question does not seem 
to have found much attention so far. In this paper, a more restricted problem is 
discussed, namely that  of smooth s of the periodic equilibrium. 
However, even this restricted form of the above problem has not been considered 
up to now, as far as our knowledge goes. It has to be stressed that  the candidates 
for a Hill-type analysis in [18], [19] are the well known problems of fluid mechan- 
ics which admit periodic cell type equilibrium patterns (B6nard-, Taylor problem) 
rather than reaction diffusion systems. The reason for concentrating on the simpler 
reaction diffusion systems is that  we wanted to avoid in a first step a mixture of 
two different types of complications: those stemming from fluid mechanics (elimi- 
nations of pressure via Stokes operator etc.) and those arising in connection with 
a Hill type theory (direct integrals of operator families, spectral questions, etc.). 

Next we come to explain the more technical side of the paper. To this 
end set D = (Sijrj)  ( i , j  = 1 , . . . , n )  and F(u )  = ( P l ( u ) , . . . , P , ~ ( u ) )  (where 
u = (ul . . . .  ,u~)). Let v = (vl , . . . ,v ,~)  be a smooth L1, . . . ,L ,~-per iodic  equi- 
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librium solution of the elliptic system 

(1.1) Dz2u + F(u) : 0 

In order to discuss the stability of v with respect to smooth s we 
are led after some preliminary investigations to study the spectrum of DA+duF(v )  
as an unbounded operator on (s let ~rc2 denote this spectrum. Following 
the lines of reasoning in M.Reed-B.Simon [16], R.Eastham [6] one proceeds by an 
intermediate technical step which amounts to study a family of auxiliary boundary 
value problems 
(1.2) D A w  + d~F(v)w = 0 

with w subject to a Floquet (or 0-) periodic boundary condition 

(1.3) W ( X l , . . .  ,x j  + L j , . . ,  ,Xr,~) = e i ~  ,2s (j  = 1 , . . .  ,Tlz) 

for every 0 = (01, . . . ,  Ore) ~ [0, 27c] m. By considering this 0-periodic boundary 
value problem on an appropriate function space setting, there is a spectrum or0 
associated with D A  + d~F(v). The fundamental relationship between crc2 and the 
spectra or0, 0 E [0, 27r] 7~ is described by 

(1.4) ~c2 = U 00, 0 E [0, 27c] m 
0 

OQ for some Q, we are In the particular case when F is a gradient, ie. Pj = o~--T 
in the selfadjoint case, whence (1.4) follows from the results in [16], Thm. XIII, 
85. In case of arbitrary reaction diffusion systems however, F is in general not a 
gradient. As a consequence, the proof of Thm. XIII, 85 in [16] no longer works, since 
it makes essential use of the spectral decomposition of selfadjoint operators, a tool 
not available in the nongradient case. This forces us to prove (1.4) by alternative 
methods. In fact, the presentation of the proof of (1.4) for arbitrary polynomials 
F constitutes the major part of the paper. 

A remark concerning the stability question has to be added. For a stability 
analysis it does not suffice to have a qualititative description of the spectrum. One 
must also have principles of linearized stability and instability at disposal. Now 
while principles of linearized stability are relatively easy to prove (at least in the 
case of parabolic equations) the principle of linearized instability is considerably 
more delicate: ( ,)  to prove that  if a A E crc2 with Re(A) > 0 exists, then the 
equilibrium solution under consideration is indeed Ljapounov unstable with respect 
to smooth s The principle ( ,)  has been proved in other contexts 
under various assumptions on the spectrum (see Kielh6fer [10], [11], D.Henry [8] 
chapter 5 for the case where the part of the spectrum with Re(A) > 0 is a compact 
spectral set and [8] for the arbitrary selfadjoint case). 

However, these assumptions are in general not valid in the present case. 
Nevertheless it can be shown that  the principle (*) applies without any restriction 
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to the evolution equations considered here. The proof of (*) is quite delicate and 
lenghty; for reasons of space it will be presented seperately in a subsequent paper. 
In this paper we tacitly assume (*) to be valid. 

The paper is organized as follows. In section (If) the preliminaries are fixed 
and a precise formulation of the above problem is given. In (III) the basic facts 
about direct integrals needed here are summarized, in (IV), (V) the main sections, 
formula (1.4) is proved. In (VI), the stability-instability problem is briefly reconsid- 
ered, while in (VII) some applications are given which show that  s and 
periodic stability may be two different things. To avoid interruption the arguments 
we have relegated a few technical points into the appendix. 

II .  N o t a t i o n s  a n d  p r e l i m i n a r i e s  

(A) First we fix some notation. R,  C denote the real and complex numbers 
resp.. For 2d, y Banachspaces, ]l I[x, ]l Ily denote their respective norms and 
for U G A" an open set, CP(U, y) is the set of p times continuously differentiable 
mappings from U to y .  For F E CI(u, Y), dF(u) is the derivative o f f  at u E U. If 
the underlying space R" is clear from the context we write H I[ instead of II /Ix. 
L(X, y) is the set of bounded linear operators T from 32 to y ,  and IITI]~ or even 
HTll denotes the usual operator norm. For any ~, HP(ft) is the Sobolev space of 
functions having square integrable derivatives up to order p. For any multiindex 
a = ( a l , . . . , a , ~ )  we set I a] = E aj and D e = 0 ~ 1 . . . c 9 ~  where cgj is the 
derivative with respect to xj. Finally, ( , )p is the scalar product in HP(ft) 
given by 

v)p = (D%, D%)0 
4~l<p 

where (u,v)0 = fu(x)9(x)dx. We set s = H ~  write ]] ]]H. instead 
f~ 

of H ]]H,(a) if no danger of confusion arises. Henceforth we impose a restriction 
on the dimension m of space, ie. we assume 

(2.1) < 3. 

The reason for this restriction is that HP(ft) now becomes a Banach algebra if 
p _> 2 (R.Adams) [i], pg. 115). 

(B) As seen in the introduction we have to consider functions which satisfy 
Floquet-type periodicity conditions. This forces us to introduce suitable Sobolev 
spaces of such functions. To this end we fix periods LI,... ,Lm > 0, set QL = 
[I(0, Lj) and let Tp(QL) be the set of finite trigonometric polynomials 
J 

(2.2) = Z 

where kx/L = E k j x j L ;  ~ and k = (kl , . . . ,  krn) �9 Z m. 
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By H'~er(QL ) we denote  the closure of Tp(QL) with respect  to II IIH~, Hp  = 

HP(QL). Every  f E H~er(QL ) has a unique extension f ' ,  defined on R "~, which is 
L 1 , . . . ,  L ,<per iod ic  and  which coincides with f on QL; hencefor th  we identify f 
with f'. is also obtained if we replace T,(QL) by the set which 
have continous derivatives up to order p on all of R "~ and which are L1, . . . ,  L,~ 
periodic. Clearly H~er(QL) = E2(QL). Next fix 0 = (0~ , . . . ,  0n)  e [0, 2~] ~ .  Let  
Hg(QL) be the closure of the set of t r igonometr ic  polynomials  of the  form 

(2.3) e T,(QL) 

with respect  to II IIH~; here Ox/L = ~ x j O j L j  1. Every  f E H~(QL) h a s  a unique 
extension f ' ,  defined on R "~, which coincides wi th  f on QL and which satisfies 
ff  (X l , . . . ,  xj + L j , . . . ,  xm) = e iO~ f ( x l , . . . ,  Xm); hencefor th  we identify f '  with f .  
The  following is easy to show: 

(2.4) f E H~(QL) iff e-iOz/Lf C H~er(QL ). 

For nota t iona l  simplici ty we assume hencefor th  L1 . . . . .  L,~ = L; however all 
a rguments  below carry  over in a ve rba t im  way to the case of a rb i t r a ry  L1,.  �9 �9 L,~. 

(C)  We now put  the p rob lem into precise form. Set D = (6ij,Tj), ( i , j  = 1, . . .  ,n 
~-j > 0) and F(u) - (P~(u) , . . . ,P~(u)) ,  (u = (u~, . . . ,u~)) .  We assume tha t  for 
some fixed L > 0 there  is an equi l ibr ium solution v = ( v a , . . .  ,v~) E (H~er(QL)) n 
of the  parabol ic  sys tem 
(2.5) ut = D A u  + F(u) 

By set t ing A = D A  oil dora(A) = (H~er(Qg)) n, A is selfadjoint if considered 

on the Hi lber t  space ((H~er(QL)) ~ endowed with  the  scalar p roduc t  (u,w}2 = 

~(u j ,w j )~ .  On the o ther  hand  F is po lynomia l  and H~er(QL ) a Banachalge-  

b ra  whence it follows tha t  F is a smoo th  mapp ing  of ((H~er(QL)) n into itself. 
In this sett ing, and since c~(A) G ( - o c , 0 ] ,  (2.5) becomes a semilinear evolution 
equat ion in the  sense of Pazy  [13] having v as equi l ibr ium solution. Equi l ibr ium 
solutions of (2.5) are usual ly ob ta ined  by bifurcat ion techniques,  if a sui table bifur- 
cat ion p a r a m e t e r  is present  (see eg. C .Alexande r -G .Auchmuty  [2] or [21] for such 
considerations).  Stabil i ty is then  invest igated in (H~er(QL)) ~ or even in narrow 
subspaces  thereof, exhibit ing s t rong s y m m e t r y  propert ies .  W h a t  is essential  in this 
connect ion is knowledge of the spec t rum a(A) ,  to be denoted  for the  m o m e n t  by 

0"~027-. 
In contras t  to this p rog ram we s tudy  "smooth"  s  of v, ie. 

we consider v E (H4(QL)) n as an equil ibrium of (2.5), defined on all of R "~, and 
invest igate  the evolution equat ion 

(2.6) (v + ~)~ = D A ( v  + ~) + F ( v  + ~) 

where 9 = ( ~ 1 , - . . ,  ~,~) e ( H 2 ( a ' ~ ) ) %  From (2.6) we get 

(2.7) ~t -- D A ~  + dF(v)~ + R(~) 
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where R(p)  is polynomial in ~j,  j _< n, with coefficients which are polynomial in vj, 
j _< n. Since vj E H~er (Qc  ) it follows from [1], pg. 98 that  vj C C2~(R ~, R) with 
all derivatives uniformly bounded. This implies that  (2.7) is a semilinear evolution 
equation, now on (H2(Rm)) n as basic Hilbert space. Our aim is to investigate 
the stability of the trivial solution p = 0. Since R(p) starts with quadratic terms 
in pj ,  j _< n we have to study the spectrum of D A  + dF(v ) ,  now with domain 
(H4(R'~))  ~ and (H2(R~) )  ~ as underlying space; let cry2 denote this spectrum. 
To interprete "smooth" s as membership in (H2(R~) )  ~ seems 
somewhat artificial. However, by the polynomial character of R(p)  we have to 
exploit the Banach algebra property of H2(R~) .  In addition it is shown in [23], 
sect. V that  evolution equations like (2.7) have a very natural interpretation in 
terms of some function spaces of continuous functions; we refer to [23] for details. 
The main question now is that  of the relationship between the stability of v in 
(H~)er(QL)) ~ and the stability of v in (H2(R~) )  ~. One of our main results is 

(2.8) c 4 :  

As to be explained in section V, a~2 N {Re(A) > 0} # 0 indeed implies Ljapounov 
instability of the equilibrium solution ~ = 0 of (2.7). Thus if cr])er A {Re(A) > 

0} 7~ ~, then v is unstable against smooth s or more imprecisely, 
periodic instability implies s This immediately leads to the question, 
whether there are equilibrium solutions v E (H~er(QL))  ~ of (2.5) which are peri- 

odically stable but s Examples, showing exactly this behaviour will be 
given in section VI. 

III.  D irec t  integrals  
(A) We come to the more technical part, aiming among others at a proof of 
(2.8). This forces us to proceed in a first step along the lines of chapter XIIl in 
[16]. First we need the notion of direct integral. To this end set 7-{ I -- Z22(QL) and 

M = [0, 2rcI~; # is Lebesgue measure on M. The direct integral 7-{ = fM 7-{~d# is 
a Hilbert space, whose elements are the measurable mappings 82 from M into 7~ ~, 
([15], pg.ll5) which are defined for ae. 0 C M and which satisfy 

(3.1) JM 1182(0)rl ,d  < 

and whose scalar product { , }~ is given by 

(3.2) <82, ~b}~ = ./M (82(0), r  

with ( , }>t' the scalar product on ~ ' .  Due to Fubini we can identify 7-{ with 
~2( M • QL). The image of ~b E ~ for ae. 0 E M is ~b(0, x), which as a function of 
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x is a member of s Following [16] one constructs a unitary mapping V from 
s onto 7~ which is described as follows. With f E C~~ "~) one associates 
the trigonometric polynomials 

(3.3) TN(O,x) = (2~r)-~ E e-in~ f (x l  + n l L ' ' " ' X m  + nmL) 
I*~kl<N 

where nO = ~njOj ,  z = (Xl , . . .  ,Xm) E QL. Computation yields 

(3.4) j JM• ITN]2dxdO = /./QL(N) If] 2 

where QL(N) = ( - ( N  + 1)L, (N + 1)L) m. The sequence {TN} is easily recognized 
as a Cauehy sequence in 7-/, converging against an element Of E 7-/, which by 
virtue of (3.4) satisfies 

[r 12dxdO= f If(x)lZdx 

Rr~ 

The mapping f --~ 0y is linear and can, by virtue of (3.5), be extended into an 
isometry V from s into 7-{. That  V is onto can be seen via the Fourier- 
expansion of 0 E Tl, ie. 

(3.6) ~b = E e  m~ ae. x C QL, 

where n E Z ~,  0 E M. By setting f(x) = a,~(x) for x ~ IId(njL , (nd + 1)L) we 
have that  V f  = Of. Thus V is given by 

(3.7) V f  = Of 

is a unitary mapping from s onto 7-{ = g2(M x QL). The next lemma is 
important: 

L e m m a  1 Let f E H2(R~) .  Then there is a set E C 214 with Iz(M - E) = 0 such 
that 0 C E implies: 

(1) (Vf)(O,.) e H~(QL), 
(2) (VOjf)(O,.) C H~(QL), (VOjf)(O,z) = (OjVf)(O,z) ar x 
(3) (VOj~:I)(O,.) E s (Vcgjkf)(O,x) ae. x 

R e m a r k  (Vf)(O, .) means Vf(O, x) as a function of x, with 0 fixed; cgj~ is short 
for c9jc9~. A similar statement holds in case f C HI(R '~) .  A proof is given in 
chapter XIII, 16 of [16]; due to its importance we give an outline. 
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PaOOF:  A s s u m e  f E H 2 ( R ' ~ ) ,  let ~n C C ~ ( R ' ~ ) ,  9j, hj~ E s  be  such 
t h a t  

Ilf - ~nllz; 2, Ilgj - oj~nlls 2, [ihj k _ Ojk99ni[L2 (s = s  

all t end  to  zero as n --* oo. A b b r e v i a t i n g  s  x QL) by ~2, it  follows from the  
u n i t a r i t y  of V t h a t  

(a) IlV f - V~nllc~,  IlV9 - v o j ~ n l l ~ ,  ItVhjk - VOjk~nllc~ 

all t end  to  zero as n ~ oc. Now let p deno te  any of the  p~.  Since p E C ~ ( R ' ~ ) ,  
the re  is for any  x ~ C R "~ and  any  spher ica l  ne ighbourhood  U~(x ~ of x ~ (e small )  
an N such t h a t  for any  0 C M and  x E U~(x ~ 

(b) Z e-i~%( x + ~L) = ~ e-~%(x + ~L). 
I~I<N 

where  on the  left s u m m a t i o n  is over n E Z m. Thus  (V~)(O, .) E CO~ m) and  
moreover 

(c) (VOjk~)(O,x) = (OjkV~)(O,x), l ikewise wi th  Oj. 

In a d d i t i o n  

(d) (V~)(O, x + nL) = e~n~ x). 

Recalling ~ e {~n} it follows f rom (a), (e) t h a t  

(e) I l V h s k  - OjkV~ll~, I IVg~ - O j V v ) , ~ I I ~  

t end  to  zero as n -+ ec. By v i r tue  of (a),  (e) and  Fub in i  there  is a set E C_ M wi th  
# ( M  - E)  = 0 and  a subsequence  {np} such t h a t  for 0 E E 

(f) II(V f)(O, ") - ( v ~ ) ( o ,  .)11~, 
II(vgj)(o, .) - ( o j v ~ ) ( o ,  .)[l~ 
II(Vhj~)(0, .) - @ ~ V ~ ) ( O ,  )11~ 

all  t end  to zero as p ~ oo; t he reby  we have set Z~ 2 = s  Accord ing  to the  
r emarks  in sect. II ,  (B), the  clauses (1) to  (3) in the  L e m m a  now follow. �9 

The  l e m m a  below is p roved  in the  same way; we omi t  i ts easy  proof.  

L e m m a  2 Let h E C ~  "~) be L-periodic with respect to all its arguments. As- 
sume f E s  Then there is a set E C_ M with I t ( M - E )  = 0 such that 0 C E 
implies: (.)  (VI)(O,.),  (Vhf)(O, .) E s and h(x) (Vf) (O,x)  = (Vhf)(O,x)  
a e .  X .  
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The above setting extends straightforwardly to the vector case. As "fiber" space 

we take ~r = (~)n = (s The direct integral ~* = fMTi'dp is now 

the Hilbert space whose elements are the measurable mappings ffP which map ae. 

0 C M into an element 

e ( 0 )  = ( e l ( 0 ) , . . . ,  o~ (0 ) )  �9 ( c ~ ( Q c ) ) ~  = ( ~ ' ) ~  = ~ "  

such that 

and provided with the scalar product 

As in the scalar case it is easy to see that  ~*  can be identified with (Z;2(M x QL)) n, 
ie. an element r E 7-/* is now a vector ( r  with e j  E s  • QL), and 
the value ~(0) for ae. 0 �9 M is given by 

(3.S) ~(0)  = (e~(0,  . ) , . . . ,  ~,~(0, .)) e (C~(QL)) ~ = ~ " .  

A unitary mapping U from (s  onto ~*  is then defined which maps an 
element f = ( f l , - . . ,  f~) �9 (s  into 

(3.9) U f  = ( V f l , . . . , V f ~ )  �9 7-{* 

with V given by (3.7). If we define the action of Od, Ojk and the multiplication 
with h (Lemma 2) componentwise, we obtain obvious extensions of Lemmas 1,2 
whose formulation we omit. Rather  we stress an immediate consequence which 
is important  in the sequel. To this end, let D = (6~jTj) be as in II.(C) and let 
B = (bjk) be an n x n matrix with entries bj~ E C ~  ~)  which are L-periodic in 
all arguments. 

L e m m a  3 Let f ~ (H2(R'~))  n, g E (s  -Then there is a set E C M with 
# ( M  - E) = 0 such that 0 E E implies: 

(1) (Uf)(O, .) e (H~(QL)) ~, 
(2) (UDAf) (O, . )  �9 (s and D A ( U f ) ( O , x )  = ( U D A f ) ( O , x )  ae. z,  
(3) (uBg)(o ,  .), (ug)(o,  .) e (C2(QL)) ~ and B(x)(Ug)(0 ,x)  = (UBg)(O,x)  ae. ~. 

The proof follows from Lemmas 1,2 and the above remarks. 

(B) Next we come to the concept of measurable operator valued function. Again 
we rely on [16], XII I  and also on Dixmier [5] in particular as far as bounded 
operators are considered. In case of unbounded operators we deviate somewhat 
from [16], where only the selfadjoint case is considered. To start  with, let B(O) C 
L(7-l",7-{"), 0 E M be a family of bounded operators such that  (f ,B(O)9)~,,  , 
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0 C M is measurab le  for any  f ,  9 E ~" .  Let there  be  C such tha t  IlB(0)tl  c, 
0 E M ,  holds. A bounded  o p e r a t o r / )  E L ( ~ * ,  ~ * )  is then  defined according to 

(3.10) ( t )~) (0)  = B(0)~(0)  ae.  0 ~ M,  for ~ C ~* .  

T h a t / )  has the  required proper t ies  is shown in [16], pg. 281, [15],II, paragraph2 .  
The  no ta t ion  f o r / )  i s / )  = fM B(O)d#. Now let A(O), 0 ~ M be a family of closed, 

densely defined opera tors  on ~ ' .  An unbounded  opera to r  .~ on 7-/* is in t roduced 
according to 

D e f i n i t i o n  1 ~ ~ dora(fit) iff: (1) ~(0) ~ dom(A(O)) for ae. 0 ~ M,  (2) the 
mapping 0 ~ A(O)p(O) is measurable, (3) fM IIA(O)~(O)II~. d~ < oo. For ~ 
dom(ft) we set ( . ~ ) ( 0 )  = A(O)~(O) ae. ~ ~ M.  

The  no ta t ion  for A is again  A = fM A(O)dp. In this general i ty  def. 1 is not very 
usefull. More can be said under  the  following assumpt ions  which will au tomat ica l ly  
be  satisfied in our si tuation:  

(3.11) there  exist ~0 and k0 such t ha t  ~oEp(A(O)) 

for all 0 E M and I I ( A ( 0 ) -  A0)-liIoo _~ k. 

R e m a r k :  For s implici ty  we wri te  f rom now on f for fM and I] H for II lieu, if 
it is clear f rom the context  t ha t  the  a rgumen t  refers to i~ I~ either as an element  of 
~ "  or as an ope ra to r  ac t ing  on ~ ' .  

L e m m a  4 Let i i  = f A(O)d# satisfy (3.11). Assume that (A(O) - ~o) 1, 0 E M 
is measurable. Then ~o E p(ii) and (A - ~o) -1 = f(A(O) - ~o)-ld#.  

PROOF: Set R = f (A(O)- .~o) - ld# .  T h a t  R E L(7-{*,~*) follows f rom (3.11) and 
the  above remarks.  Assume  first p E rg(R) ,  ie. ~ = R ~  for some ~ E ~ * .  Thus  
~(0) = (A(O)-  ~0) -1~(0 )  for Re. 0 E M,  whence ~(0) C dom(A(0) )  for Re. 0 E M.  
Since A(O)~(O) = ~(0)  + ~0~(0) ae. 0 E M we have t ha t  the  m a p p i n g  0 E M 
A(O)p(O) E 7-{" is measurab le  and  f IIA(O)~(O)]I 2 d~ < oc, whence ~ ~ dom(A)  by 

def. 1. Conversely, let ~ C dom(A) .  T h e n  ~(0)  = (A(O) - A0)p(0) is measurab le  as 
a funct ion of 0, and  f II~(0)ll 2 d~ < ~ .  We then  have ~(0) = (A(O) - A0) - l~ (0 )  

for Re. 0 E M ,  ie. ~ E rg(R) ,  whence rg(R)  = dora(A). That (A - A0)R = 1 and 
R ( A  - A0) = 1 on dom(.~) now follows by s t ra ight forward  compu ta t i on  via the  
integral  representat ions .  �9 

We now specialize the  above set t ing to the  s i tuat ion considered in this paper .  To 
this end let D = ((~jk~-~) is as in I I . (C)  and B = (bjk) an n • n ma t r ix  wi th  
entries bjk E C ~  L-per iodic  in all a rguments .  We now consider the  formal  
opera to r  D A  + B on various Hi lber t  spaces. In order  to dist inguish be tween the  
in te rpre ta t ions  it is advan tageous  to  character ize  the  various meanings  by different 
symbols .  To this effect we int roduce opera tors  A0,Ao,-~o and  Ao(0), 0 E M as 
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follows. A0 acts on (s and A0 = DA on dom(Ao) = (H2(R'~)) *~. -Ao 
acts on ~*,  dom(Jm) = U(dom(Ao)) and f~oUf = UAof for f e dom(Ao). Ao(0) 
acts on s and A0(0) = D ~  on dom(Ao(0)) = (H~(Q,L)) n. F i n a l l y  w e  set 
rio = f Ao(O)d# in the sense of definition 1. 

L e m m a  5 Ao, Ao and Ao are .selfadjoint, and rio = Ao. 

PROOF: That  Ao is selfadjoint is well known (see eg. [22]), and since -4o is uni- 
tarily equivalent to Ao, it is selfadjoint too. As to Ao we note that  A0(0), 0 E M is 
selfadjoint, with spectrum ~(A0(0)) C ( -oc ,  0]. Moreover (Ao(0) § i ) - 1  0 E M is 
measurable, as is easily verified, but will also be shown in the next section. It then 
follows from [16], thin. XIII. 85 that .4 is selfadjoint. Since -4o, -4o both are self- 
adjoint -A0 = A0 is proved if we can show Ao c >]o, due to well known maximality 
properties of selfadjoint operators. In order to show dom(Ao) C dom(Ao), consider 
any f E dom(A0). By Lemma 3, expressed in terms of the present notation, there 
is a set E c M with #(M - E) = 0 such that  0 E E implies: 

(a) (U f)(6,-)  e dom(Ao(0)) and (UAof)(O, .) E ~",  

(b) (UAof)(O, .) = do(O)(Uf)(O, .). 

By clauses (a),(b), the element qo e Uf satisfies indeed the assumptions of def- 
inition 1, whence qo E dom(Ao). As a consequence of (b) on the other hand we 
infer 

(c) = for no. e M ,  

whence Ao~ = Ao~ follows. Since ~ = Uf ranges over dom(Ao) as f ranges over 
dom(d0), the desired inclusion A0 C_ A0 follows. �9 

Next we consider the matrix operator B = (bjk) and its action on different spaces. 
As before we distinguish between the various interpretations by different nota- 
tions. On (s and (s we let B act in the obvious was as a matrix 
multiplication operator, but denote it by B0 and B(0) respectively. /) on ~*  is 
defined by [~Uf = UBof, f E (s and B = f B(O)dp is a well defined 
bounded operator on ~* ,  according to the remarks, related to (3.10). 

L e m m a  6 /) = / )  

PROOF: For f C (s we have B U f  = UBof by definition. By Lemma 3, 
expressed in terms of the present notation, there is E _C M wRh p ( M -  E) = 0 
such that 0 E E implies: 

(a) (UBof)(O,.), (Uf)(O,.) E 7Y" and 

(UBof)(O, .) = B(O)(U f)(O, .) = (BU f)(O, .). 

Thus (Buz)(o, .) = (BUf)(O, .) ae. 0 E M whence [?Uf = B u r  follow. Since Uf 
ranges over ~*  as f varies over (s we get /) = / ) .  �9 
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Corollary: (1) rio + [~o = f(Ao(O) + B(O))d#, (2) rio + [~ = U(Ao + Bo)U -1, 
(~) Ao + B  = ~-o + B .  

PROOF: (1) and (2) follow directly from the definitions (see also [16] thm. XIII 85 
in case of (1)), while (3) is a consequence of Lemmas 5,6. �9 

As a consequence of the corollary, we have that  ~r(A0 + B0) = a(A0 +/)0). Formula 
(1.4) in the introduction is thus proved if we can show 

(3.12) or(A0 + / ) )  = Ucr(A0(O)+B(O)),  0 E M. 

The verification of (3.12) is the purpose of the next section. 

I V .  S p e c t r a l  c o n s i d e r a t i o n s  

In order to prove (3.12) and hence (2.8) we disregard for the moment the special 
structure of A0 + /3 ,  Ao(O) + B(O), set A = A0 + B, A(O) = Ao(O) + B(O) and 
rewrite (3.12) as 

(4.1) or(A) = Ucr(A(O)) ie. p(A) = Np(A(O)) .  
0 0 

The proof of (4.1) is based on three lemmas. Two of these have lengthy proofs which 
require seperate considerations; these proofs are relegated to the next section. The 
present proof is more eleborate than the corresponding one for selfadjoint operators 
in [16] (thm. XIII. 85) in that  the latter relies heavily on the spectral theorem, a 
tool not available here. 

L e m m a  7 Let here be )~ E C, k > 0 such that ( f I -  ;~)~ >_ kll~ll for a l l~  E 

dom(_~). For any ~ E dom(ft) we then have (A(O) -/~)~(0) >_ k II~(0)H for ae. 
O E M .  

PROOF: Let )~ E C, k > 0 have the required properties, and pick ~ E dom(A). 
By assumption and definition we have that  

(a) {II(A(0) - ~)~(0)ll 2 - k 2 I1~(0)112 } dr ~ 0. 

Next set 

(b) E = {0 / I I (A(0 ) -  A)~(0)I[ 2 -  k 2 I1~(0)112 < 0}.  

Since ~ E ~* implies that  II~(0)lf, 0 ~ M is measurable, ([5], II, paragraph1) the 
set E is measurable; let X be its characteristic function. It is then easily seen that  



292 Bruno Scarpellini NoDEA 

X%z E dora(A),  whence (a), bu t  with X~ in place of p, implies: 

(c) JE { II(A0) - A)~(0)112 - k 2 II~(0)H 2 } d~ _> 0. 

But  on E the in tegrand in (c) is < 0. If i t (E)  > 0 then  the  integral  in (c) would 
be < 0 contradic t ing (c), whence # ( E )  = 0 follows, proving the  Lemma.  �9 

Next  however we need tha t  A E p(-~) implies A E p(A(O)) for all 0 ~ M.  In order to 
prove this s t ronger  s t a t emen t  we need a l emma  whose proof, based  on a rguments  
from pe r tu rba t ion  theory, is relegated to the  next  section. 

L e m m a  8 Assume Ao ~ ~(A(Oo)) for some )~o E C, Oo E M.  Then there exists 
a relatively open neighbourhood bt C_ M of 0o, a mapping ~ from 0 E bt into 
clom(A(O)), a function ~ ~ C~ C) and constants a, b > 0 such that: (1) ~ is 
measurable (on gt), (2) (A(O) - a(0))qo(0) = 0 for 0 E Lt, (3) /k(Oo) = /~o, (~) 
0 < a _< I1~(0)11 -< b de. 0 c ~. 

R e m a r k :  "measurable  on b/" means  measurabi l i ty  of (f ,  p(0)g} as a funct ion of 
0 E/1/, for any f ,  g C ~/~. 

T h e o r e m  1 Let Ao E C,  k > 0 be such that (A-Ao)%O _> kllPl[ for a l l~  E 

dom(fl). Then Ao C p(A(O)) for all 0 E M.  

P~OOF: Assume the  contrary:  Ao C cr(A(Oo)) for some 0o E M.  By L e m m a  8, 
there  is a relative open ne ighbourhood  5/ C_ M of 0o, a cont inuous m a p p i n g  A : 
N -*  C,  a measurab le  mapp ing  ~ :///--+ 7-t H and cons tants  a, b which satisfy" (1) - 
(4) of L e m m a  8. Next  set @(0) = %a(0) for 0 E b / a n d  55(0) = 0 for 0 ~ N. Evident ly  
55 is measurab le  on M and 

a2~(U) _< / I I ~ ( 0 ) I I  2 d~ _< b2 , (~ ) .  (~) 

Withou t  loss of general i ty we m a y  assume ~ to be  bounded  on 5/; otherwise we 
would let shrink b/sl ightly.  Since (455)(0) = a(0)~(0)  for 0 C b / a n d  = 0 otherwise 
we have t ha t  55 E d0m(A).  By L e m m a  8, our assumpt ions  and since 55 = ~ on b/ 
we then  have 

(b) /l(A(0) - do) ~(0)ll  >_ k II~(0)ll _> ka ae. 0 ~ C~. 

By (3) of L e m m a  8 on the  other  hand  we have tha t  

o > II(A(0) - Ao) v~(0)ll - IA(0) - Aol I[~(0)[I, 0 ~ z~. 

By combining (b), (c) with (4) of L e m m a  8 we get 

(d) 0 ~ k a - 1 ~ ( 0 ) - ~ o l 5  de. 0EZ~.  
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Since L/ is (relatively) open,  the  set of 0 C b/ for which (d) holds is dense in /d .  
Since 00 E b/, there  is a sequence {0k} C_ b/ for which (d) holds and such tha t  
lim Ok = 00. We now insert  Ok for 0 in (d) and let k --+ co. By  (3) of L e m m a  8 we 
ob ta in  0 _> ka, ie. a contradict ion,  proving the  theorem.  �9 

In order to prove the  converse of T h e o r e m  1 we need a fur ther  l e m m a  of per tur -  
ba t ion  theoret ic  type,  whose proof  will be presented in the next  section. 

L e m m a  9 Assume .Xo C p(A(Oo)) for  some ~o E C, Oo C M .  For every e > 0 
 here is a 9 > 0 as follows." i / 1 0  - 001 < / 3  then .Xo �9 p(A(O)) 

(*) (A(O) - )~o) -1 - (A(Oo) - )~o) -1 oo <- e. 

T h e o r e m  2 Assume Ao �9 p(A(O)) for  all 0 �9 M .  Then A0 �9 p(e{). 

1 PROOF: For any 0 �9 M ,  set co = g [ I (A(0)-)~0)-1[Ioo.  By L e m m a  9 there  is 
/30 > 0 such t ha t  I 0' - 0] </30 implies: 

3 3 
(a) (A(O') - ~0) -1 ~ < ~ II(A(O) - A0)-ll]oo = ~c0 

Set No = { 0 ' / 0 '  �9 M & I 0 - 0 '  I < flo}. E v i d e n t l y M C  UN0, O � 9  S i n c e M  
is compac t ,  we find a finite covering 

(b) M = 0 Noj 
j = l  

Thus  given any 0 �9 M we find 0 �9 b/0j for some j .  F rom (a) we then  infer 

-1 3 3 mjax cj.  (e) I I ( A ( 0 ) -  A0) I[oo -< ~ej  <_ -~ 

By L e m m a  9 on the  o ther  hand,  ( f ,  (A(O) - a0 ) - l g}  is cont inous in 0 �9 M for 
any f ,  g �9 "]-{"; thus  (A(O) - A0) -1 ,  0 �9 M is measurable .  Hence all a ssumpt ions  
of L e m m a  4 are satisfied, whence A0 �9 p(-~) follows. �9 

C o r o l l a r y  1 ~ �9 p(A) iff  A �9 p(d(O)) for all 0 �9 M .  

PROOF: I f  A �9 p(.~) then  ( . ~ - A ) ~  > kll~pH for some k > 0 and all ~ �9 

dom(A) .  By T h e o r e m  1, 0 �9 p(A(O)) for all 0 �9 M .  The  converse is jus t  a restate-  
men t  of T h e o r e m  2. �9 

C o r o l l a r y  2 ~(A0 + B0) = Ua(A0(O)+ B(O)), 0 �9 M. 

PROOF: By the corollary to L e m m a  6, A0 + B0 and A = -~0 + / )  are uni tar i ly 
equivalent.  The  corollary is then  jus t  a r e s t a t emen t  of corollary 1. �9 
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V. Results  from perturbation theory 

We now" come to the proofs of Lemmas 8,9. From these Lemma 9 is an immediate 
consequence of general principles; the proof of Lemma 8 requires slightly more 
care. Our arguments are based on well known facts from the perturbat ion theory 
of closed operators with discrete spectrum, as presented in Rellich [17], chapter II  
and Kato [9], chapter VII. We will therefore content us with indications in cases 
where the arguments are either familiar or proceed along established lines. The 
statements which lead to the proofs of Lemmas 8,9 will be termed as propositions. 
To start  with, we recall the operators A(O) = Ao(O) + B(O), on 7-U, where Ao(O) 
is D A  oi1 dom(A0(0)) = (H~(QL)) n, while B(O) is just  the matr ix  multiplication 
operator B = (bjk) acting on 7-U. In order to get rid of the variable domain of 
definition dom(A(0)) = (H~(Qc)) 2, we make use of (2.4) and introduce the family 
U(O), 0 C M of unitary operators, defined by 

- ~ 7-t", (5.1) U(O)f = e f ,  f E 

(where Ox = •Ojxj).  U(O) transforms A(O) into another unbounded operator 
H(O), related to A(O) by 

(5.2) H(O)f = U(O)A(O)U(O)* f 

whose domain is given by U(O)dom(A(O)), and where U(O)* = U(O) 1. By (2.4), 
dora(H(0)) is just 2 n (H)er(QL)) , ie. dom(H(0))  is independent of 0, what makes 
it advantageous to work with H(O). This is confirmed by 

P r o p o s i t i o n  1 Lemmas 8,9 hold for A(O), 0 E M iff they hold for H(O), 0 E M. 

The proof easily follows from the fact that  U(O) leaves (2), (3), (4) of Lemma 8 
invariant and transforms a measurable mapping )5 : b/ --+ 7-U into a measurable 
mapping p = U(.)*~5 from b/ into 7-U. Hence we concentrate henceforth on the 
family H(O), 0 E M. Straightforward computat ion shows tha t  H(O) maps an ele- 
ment p = (~1 , - - . ,  ~ )  E ~ "  into an element H ~  = ( ~ 1 , . . . ,  fJ~) E 7-{" according 
to the rule 

(5.3) 

Clause (5.3) allows us to define H(O) for arbi trary complex 0, by keeping (H~)er 
(QL)) ~ as fixed domain of definition. For our purposes it is suitable to consider 
H(O) on a fixed neighbourhood 79 of M given by 

(5.4) � 9  "~ & d i s t ( z , M ) < e 0 }  

for some fixed Co > 0. Insight into the structure of the family H(O), 0 E 73 is 
provided by 
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P r o p o s i t i o n  2 The operators H(O), 0 ~ 7) are closed and there exists 70 > 0 as 
follows: i f 7  >_ 70 then 7 E p(H(O)) for all 0 E 7) and I ] ( H ( 0 ) -  7)-111oo _< k~ 
for some k~ and all 0 E 7). If A E p(H(O)) for some 0 E 7) then (H(O) - A) -1 is 
compact. 

HINT OF PROOF: One way to proceed is to take advantage of the decomposition 

H(O) = U(O)Ao(O)U(O)* + B. 

Here B is the matrix multiplication part ,  while H(O) = U(O)Ao(O)U(O)* is the 
differential operator which maps ( ~ i , . - . ,  ~ )  into an element ( r 1 6 2  with 
~k given by (5.3), but with bjk = 0. One then first proves the proposition for 
U(O)Ao(O)U(O)* by straightforward Fourier analysis and then for H(O) by treat- 
ing H(O) as a bounded per turbat ion of U(O)Ao(O)U(O)*. Of course the 7o might 
thereby increase. A somewhat different way to proceed consists in repeating the 
arguments in the proof of Lemma 1 in [21], which in turn depend on Lemmas 
2.1,2.3 in [10], which eventually take care of the situation. �9 

The family H(O), 0 E 7) is a strongly holomorphic family of closed operators: 
for any f in dom(H(0))  2 n = (HDer(QL)) , H(O)f is a holomorphic function on 
0 E 7) with values in "I-Lit Such families have been extensively treated in Rellich 
[17], chapter II  and Kato  [9], chapter VII. While the t rea tment  in [17],[9] is mainly 
for one variable, the arguments therein extend in a verbat im way to the case of 
several variables. We therefore content us to summarize the facts about  such holo- 
morphic families. One assumes A0 E p(H(Oo)) for some fixed A0 C C, 00 E 7) and 
considers the family 

( 5 . 5 )  7 ( o ,  = ( H ( O )  - a ) ( H ( O o )  - 

of closed, everywhere defined operators on the domain 

(5 .6)  7)' = 7) x {A/IA - ;01 < 1 & A E C }  

Necessarily, T(O, A) E L(7~", ~,t). By classical arguments,  based among others on 
the :'resonance" theorem (Yosida [24], pg.69) one proves that  T(O, A), (0, A) E 7)' 
is a uniformly holomorphic family, ie. holomorphic as a mapping from D ~ into 
the Banach space L ( ~ " ,  ~ " ) ,  I] I1~. By exploiting this fact and observing that  
T(Oo, Ao) = [d one then straightforwardly finds: 

P r o p o s i t i o n  3 Assume A0 E p(H(Oo)) for some Ao E C, Oo E 7). There are 
complex neighbourhoods bl c 7) of Oo and 12 C_ C of Ao such that: (a) (0, A) C U • 
implies A E p(H(O)), (b) the mapping (0, A) E U • 1) -~ (H(O) - A) -1 is uniformly 
holomorphic. 
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PROOF OF LEMMA 9: Let A0 e p(H(Oo)) for some A0 E C, 0o E M.  By (b) of 
proposi t ion 3 we have in part icular  tha t  

(,) l i ra  ( H ( O )  - . ~ o )  - 1  - ( H ( O o )  - .~o)  1 oo = O. 
O--*00 

But (*) is just  a res ta tement  of Lemma 9 for the family H(O), 0 C M. By uni tary  
aequivalence (prop. l )  it follows tha t  Lemma 9 is valid for the family A(O), 0 E M. �9 

We now come to the proof  of Lemma 8. By Proposi t ion  1 it suffices to prove 
Lemma 8 for the family H(O), 0 C M. Again we take advantage of the fact tha t  
H(O) may be considered on the complex n e i g h b o u r h o o d / 9  of M.  To star t  with, 
we have to digress into the theory  of per turbat ions  of isolated eigenvalues, as pre- 
sented in [9], [17]. To this end assume A0 E cr(H(Oo)) for some fixed A0 C C, 
00 C M.  In  accordance with Proposi t io  n 2 we fix a 3' > 0 such tha t  7 E p(H(O)), 
0 E l)  and set R(O) = (H(O) - 7) -1.  In order to discuss the eigenvalue problem 
H(O) - AW in a complex ne ighbourhood of 00, A0 respectively, we replace this 
problem by the equivalent one 

(5.7) R ( o ) v  = + 

whereby #o = (A0 - 7) -1,  #o + ~ - (A - 7) -1. Since R(0o) is compact  by Propo-  
sition 2, 7-{" admits  a splitting into a direct sum 7-{" = s + AY of closed subspaces 
s Af, such that: (a) dim(/]) = N < 0% (b) both g, Af are invariant against/~(00), 
(c) R(0o) - #0 is an isomorphism of A/ onto itself and has a bounded inverse 
G E L(Af, Af) on Af. Moreover there are bounded projections P, K onto s Af 
respectively which commute with R(00) such that P + K = Id. Let furthermore 
r  eN be a basis of 12. According to the general theory  there is a dual list 
e~, . . . ,  e* N E ~ "  such tha t  det((eje•}) • 0 and with the proper ty:  (d) f E i v  iff 
(e~, f )  = 0 for k = 1 , . . . ,  N.  For a detailed exposition of the above compilat ion we 
refer eg. to Satt inger [20] chapter  II  or Fr iedmann [7] chapter  V. For nota t ional  
simplicity we abbreviate  ~ C j e j  (j < N )  by (e for any ( = ( (1 , . - .  ,CN) E C N. 
In order to solve (5.7) we seek solutions %o E j_fit of the form p = @ + g with 
g C iV. It is thereby convenient to set e = 0 - 0 0 ,  where c = ( e l , . . .  ,c,~) C C "~ 
is t reated as a small parameter ,  and to define D(a) = R(Oo + ~) - R(Oo). Clearly, 
D(e) is a uniformly holomorphic family of compact  operators,  defined on a complex 
ne ighbourhood of c = 0. In these terms, (5.7) can be rewrit ten as 

(5.s) (R(0o) + D(a))  (@ + g) = (#o + 6)(@ + g), 9 E iv.  

To (5.8) we apply the projector K. By taking the commutativity into account and 
the fact that D(0) = 0 one then finds by a straightforward computation an r0 > 0 
such that l l, I< < (with Isl = max, Isjl)implies 

(5.9) 9 = 9(6, r r = - (1 - GK(6 - D)) -1 GKD(e ,  
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where we have set D = D@). The  inverse in (5.9) may  be represented as a 
Neumann  series which converges uniformly, ie. in the  opera tor  norm II [[oo of 
L ( ~ " , ~ " ) .  In order  to find r C C g and 8 E C such tha t  @ + g, with g given by 
(5.9), is indeed a solution of (5.8), one finds as nessassary and sufficient condit ion 
the "orthogonal i ty" relat ion 

(5.10) (6E + M(6, g))( : O, 

where E : (6jk) is ident i ty  o n  Z2, while M(6, g) : (mdk) is the N x N mat r ix  
whose entries mjk are given by 

(5.11) rnjk = (e~, (#0 - R(e0)) - Dek + D(1 - GK(6 - D) ) - IGKDe~) ,  

Withou t  loss of generali ty we may  assume tha t  (el, (R(00) - #0)ek) = 0 for j < k. 
Again D = D(e) .  The  equivalence of (5.9)+(5.10) with (5.8) is given by 

P r o p o s i t i o n  4 Assume ]61, Is[ < ro. Then ~ = r + 9 with g E A[ is a solution 
of (5.8) if  and only if  9 = 9(6, c, r is given by (5.9) and with the orthogonality 
relation (5.10) satisfied. 

After these preparat ions  we can proceed to the 

PROOF OF LEMMA 8: We taci t ly assume [6], [e[ < r0. For nontrivial  solutions 
of (5.10) to exists we must  have 

(a) F(6, e) = det(6E + V(6 ,  e)) = O. 

Now F(6,  c) is holomorphic  in the polydisc 161 < r2, I c] = maxj  Icjl < r0; moreover 
F(6,0) = 6 N. By the Weierstrass prepara t ion  theorem (Osgood [12]) there  is a 
factorisat ion F(6,  z) = P(6, e)ri(6, e) and a constant  r l  _< r0 with 

P(6, e ) = f P + A I ( c ) 6 P - I + . . . + A f  1(c)6 + Ap@), p > 0  

such tha t  Aj(e) ,  (j  _< p) and II(8, e) are holomorphic in the polydisc 161, Is I < rx, 
Aj(O) = 0 for j _< p and II(6, e) • 0 for lal,]e/ < r l .  Thus  on [61,]r [ < r l  tile 
zeroes of F(8~ e) coincide with those of P(6,  e). By  e lementary  arguments  we then  
find an r2 _< r l  with the  proper ty :  (a) if kl < r2 and P(6, e) = 0 then  161 < r l .  
Wi th  IEI < r2 we  now a s s o c i a t e  a well de termined root  6(e) of P(6, e) = 0: 8(z) 
is tha t  root  of P ( & e )  = 0 whose real par t  re(6(e)) is lef tmost  (ie. P ( 6 ' , e )  = 0 
entails re(8(e)) < re(8'))  and whose imaginary par t  is topmost  (ie. P(6',e) = 0 
and re(8') = re(8(c)) implies im(6') < im(6(e)).  E lementa ry  reasoning, based o n  
the logarithmic residuum, shows 

(b) 6(e), Is[ < r2 is continuous and 6(0) = 0. 

By inserting 8(e) into (a) we find tha t  for every lel < r2 there  is a solution ( 5s 0 
of 

+ : o .  
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In order to construct  the ne ighbourhood /d  required by L e m m a  8 we set 

={O/OeM ~ IO-Ool<T2} 

where 0 = (01, . . .  ,Ore), Oo = (0~  ,0 ~  and I0 - 0ol = maxj  Ioj - o~ Clearly 
#(gg) > O. Moreover we set 

o ( o )  = e (o  - Oo)U + M ( e ( O  - 0o), 0 - Oo). 

The matr ix  Q(O) = (qjk(O)) (j, k <_ N)  is cont inuous in 0 E b/ and has rank 
r = r(O) < N.  I t  is then easy to see t h a t / / / i s  the union of pairwise disjoint Borel 
sets, b/ = Uj  b/j (j < N)  (some of which may  be empty)  such tha t  0 E U~ iff 
Q(O) has rank r. Next we observe tha t  if Q(O) has rank r, and if Q~(O) is an 
r x r submatr ix  of Q(O) (an r -minorant )  such tha t  de t (Qr(0))  • 0 then  a solution 
~(0) = ( r  of Q(O)C(O) = 0 such tha t  E K j I  2 = 1 can effectively be 
wri t ten down in terms of Q~(O) according to the  rules of linear algebra. Now let 
for any sequences j l  < �9 �9 < j r  <- N and kl < . .. < k~ < N (abbreviated by j, k 
respectively) Q(j,k/O) be the r -minoran t  of Q(O) given by (qj~k~(O)), s , t  < r. By 
elementary logical reasoning we can decompose each set/At fur ther  into a union of 
pairwise disjoint Borel sets 

u~ = u ;  u . . .  u z6~ 

and associate with each set L/[ sequences j , k ,  ie. j l  < . . .  < j r  _< N and 
k~ < . . .  < kr _< N,  such tha t  the associated r -minoran t  Q(j,k/O) satisfies 
de t (Q( j ,  k /0))  r 0, provided tha t  0 E bl[. By combining the above remarks we 
find tha t  there is a measura.ble mapping  which associates with 0 E M a vector  
~(0) = ({1,- . .  , (N)  ~ C N such tha t  Q(O)~(O) = 0 and y~ I~12 = 1. ~ o m  this one 
infers tha t  the mapping  0 E b/--+ ~(0) = ~(0)e + 9(5(0 - 0o), 0 - 0o, ~(0)) C ~ "  is 
measurable.  Tha t  ~(0), 0 C L/ is  the mapping  required by L e m m a  8 is established 
if we can find bounds  a ,b which satisfy (4) of L e m m a  8. In order to find b we note 
tha t  we may  assume wi thout  loss of generali ty t ha t  the constant  To involved in the 
definition of g(5, e, ~) ((5.9)) is so small t ha t  

(1 - G K ( 6  - D ( e ) ) )  - 1  G K D ( s )  oo <- co < oo 

for some co and all [51, lel < to. This gives an upper  bound  

I1~(0)11 _< IldO)ell + llg(~(O-Oo),O-Oo, dO))ll <_ 

<_ ~ Ilejll + eo ~ Ilejll. 

Thus we may set b = (1 + co) E tlejll- Next we observe tha t  there exists a el > 0 
( 2  such tha t  Cl _< IIE~jejll if ~ ( 5 )  = 1, and tha t  IIPIIoo -> 1, with P the  projector  

on to /2  = s p a n ( e l , . . . ,  eN). We then have 

~, _< IId0)ell = I IP (d0)e  + g ( ~ ( 0 -  0o) ,0 -0o , r  

-< IIPII~ II(d0)e + g(dO -- 0o), 0 -- 0o, r 
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that  is, cl IIPIl~o ~ ~ I[~(e)ll. Thus we may set a = cl IIPII~. Since A(O) = "Y+ (#0 + 
5(0 - 00)) -~, 0 E L/is  continuous, satisfies A(00) = A0 and H(0)p(0)  = A(0)~(0), 
0 E L/the Lemma 8 is proved for the family H(0),  0 E M and hence for A(0), 0 E M 
by Proposition 1. �9 

R e m a r k s :  Formulas (5.9), (5.10) are of course well known and appear  in many 
contexts in various forms; we have taken them from [21], [22] where they appear  
in the context of Ljapounov-Schmidt bifurcation theory. An analysis of the proof 
of theorem 1 shows tha t  it would suffice to know that  A(0) is continuous at 00 and 
~(00) = ),0. For 6(e) in the above proof this means that  we would have to show that  
6(c) is measurable and continuous at c = 0, ie. lira 5(g) = 0. The measurabili ty 

z----+ 0 
is needed because 5(0 - 00) is involved in the definition of ~(0), ~equired to be 
measurable. The measurabili ty of ~(e) is settled by recognizing 5(c) as continuous. 
For a very general setting of the logarithmic residuum argument see Demailly [4]. 
Whether  the solution ((0) of Q(0)((0) = 0 can be chosen to be continuous in 0 is 
not known to us. If so, the construction must be more sophisticated that  the one 
presented in the above proof. 

VI. Stabi l i ty  recons idered  

If we compare corollary 2 in section I I I  with (2.8) then we see tha t  it does not 
4 n exactly yield what  is claimed in (2.8). In fact, let as in sect. II, v E (H~oer(QL)) be 

an equilibrium solution ut = DAu  + F(u);  set B = d~F(v). Clause (2.8) clames 
2 n e@e r C_ ~2 ,  where a~er is the spectrum of D A  + B on (H~er(QL)) as basic 

space with d o m ( D A  + B) = 4 ~ ~ 2  is spectrum + (H~er(QL)) , while the of D A B  
on (H2(R'~))  n as basic space, with d o m ( D A  + B) = ( H 4 ( R ~ ) )  n. Corollary 2 
of theorems 1,2 on the other hand merely implies tha t  aper C a~2, where aper 
denotes for the moment  the spectrum of D A  + B on (L:2(QL)) n as basic space, 
with d o m ( D A  + B) = (H~er(QL)) n. while aL2 is the spectrum of D A  + B on 

( s  n, with d o m ( D A  + B) = (H2(R'~))  n. Clause (2.8) is a consequence of 

L e m m a  10 (a) aper = ~@er, (b) aL2 = cry2. 

Clause (a) easily follows from the fact that  both  aper, a~er are pure point spectra, 
consisting of isolated eigenvalues of finite multiplicity, accumulating only at infin- 
ity. Par t  (b) is slightly more delicate. We split its proof into two propositions. Let, 
to this end, T denote D A + B ,  acting on (H2(R'~))  =, with dora(T) = (Hn(R'~))  n. 
Let To be D A  + B, acting on (s  with dora(T0) = (H2(Rm)) 'L  Thus 
a(T0) = crc=, a (T)  = a ~ .  Moreover To = Ao + B0 in the notation of section III.  
In order to prove (b), we first note tha t  T, To are semigroup generators on their 
respective spaces what  entails tha t  ( E p(To) N p(T) for all ( >> 0 

Propos i t ion  5 p(T) C_ p(To). 
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PROOF: First  pick ~ >> 0, ~ E p(T) N p(To) and observe tha t  the Sobolev norm 
II IIH  on may be replaced by an equivalent one, II lit, given by 

(a) II/IIT = II(r0 - C)fl lc2,  f E ( H 2 ( R ~ ) )  n (=  dom(T0)),  

with II I1~ 2 the norm on (Z ;2 (R ' ) )  ~ (see [22] for a discussion of this point).  Now 
assume a E p(T). Then  T - / ~  maps dom(Z)  in a 1-1 way onto ( H 2 ( R ~ ) )  ~. By 
the above remarks there  exists a/~ > 0 such tha t  

(b) I I (T-   )911T k Ilgll  for all g E dom(T). 

Taking care of the definition of II lIT, (b) may  be rewri t ten as 

(c) II(T0 - A)(T - ()gllc~ -> k II(T0 - r g e dom(T) .  

Since r E p(T), T - r  maps dora(T)  onto dom(T0). Moreover, T = To on dom(T0). 
Thus  (c) can be rewri t ten as 

(d) II(To - A)/lic2 _> k HZIIL2, f E dora(T0). 

Now To = A0 + B0, with A0 + Bo unitari ly equivalent to A = A0 + / ) 0  (corollary 
to Lemma 6). By (d) and this uni tary  equivalence we thus have 

(e) ( A -  a)g) ~ _> k[l~all~ for all qo E dom(e~). 

However (e) combined with theorems 1,2 implies A E p(A) and hence A C p(To). 

P r o p o s i t i o n  6 p(To) C p(T). 

PROOF: Let  ~ E p(To). Thus (To - )')9 - f has precisely one solution g E 
dom(T0) = (H2(Rm))  r~ for any f in (Z;2(Rm))% Now let f E dom(T0) = ( H 2 ( R ~ ) )  ~ 
Then  g E d o m ( T  2) = dom(T)  = ( H 4 ( R ~ ) )  ~ (see [22] for this point,  based on a 
regulari ty argument) .  Thus  for f C dom(T0) there  is exact ly one 9 C dom(T)  with 
( T - - ~ ) g  -- f .  Using the fact tha t  T, as a semigroup generator  on dora(To) as basic 
space is closed, /~ E p(T) easily follows. �9 

Remarks: As pointed out earlier, our spectral considerations have to be sup- 
plied by a proof of the principle of linearized instability for the evolution equation 
(2.7), ie. by a proof that ~2 M {)~/im(A) > 0} r 0 implies Ljapounov instability 
of the zero solution %o0 ---- 0 against small perturbations %o E (H2(R~)) n. As men- 
tioned, such a proof can indeed be given; however since it is quite lengthy it will 
be presented separately. Nevertheless, once this principle is accepted, the relation- 
ships expressed by corollary 2 to theorems 1,2 and Lemma i0 reduce the stability 
question to a discussion of the 0-periodic spectra ~(Ao(O) 4- B(O)), 0 E M, and in 



Vol. 1, 1994 P e r i o d i c  e q u i l i b r i a  of r e a c t i o n  d i f fus ion  s y s t e m s  301 

simpler cases to a discussion of the periodic spectra aper; examples will be given 
in the next section. 

We briefly digress on possible generalisations. As already mentioned, our 
arguments and hence theorems 1,2 extend in a verbat im way to the case where the 
single period L is replaced by a sequence of periods LI , .  �9 �9 Lm. The arguments 
still go through if we replace the rectangular lattice by a more general periodic 
lattice generated by vectors q l , . - . , q ,~  (see [16] or Alexander-Auchmuty [2] for 
the algebraic setting). The only point of change occurs in formula (5.3) which now 
assumes a slightly more complicated form. Another, straightforward generalisation 
concerns the occurence of the spatial variables x l , . . .  , x~ .  In our system (1.1), 
F(u) was assumed to be a polynomial nonlinearity, ie. of the form (P1 , - . - ,  Pn) with 
Pj a polynomial in u l , .  �9 un. An inspection of our arguments shows tha t  they are 
not affected at all if we admit  F to depend explicitely on the variables X l , . . . ,  xm, 
ie. to let the Pj be polynomials in u l , . .  �9 us  which have coefficients a(x) which are 
L 1 , . . . ,  L~-periodic with respect to x l , . . . ,  x,~ and which are sufficiently smooth. 

The arguments in (III)-(V) should still go through if one adds dissipative 
terms to the basic system (1.1), ie. terms of the form ~ akjpcgjup. The necessary 
prerequisites should be provided by KielhSfer [10], Kato [9] about  the persistence 
of semigroup properties under relatively bounded perturbations.  

A higher degree of difficulty appears in the case of hydrodynamic problems 
such as the B4nard problem. Here two difficulties have to be overcome, that  of the 
boundary  conditions in the bounded space direction, and that  of the elimination 
of pressure. How to handle these cases is open. 

VII. Applications 

In this section we add some remarks and discuss some applications of the foregoing 
theory. For reasons of space we will refer to the literature whenever proofs are 
concerned which are minor variants of proofs which appear  in the literature. 

(A) First we note tha t  formula (2.8), which is a consequence of corollary 2 
to theorems 1,2 and of Lemma 10, somewhat loosely speaking says tha t  if v C 

2 n (H~er(QL)) is an equilibrium solution of (1.1) which is unstable against small 

perturbat ions ~ E (H2(QL)) ~, then it is tha t  P0 --= 0 is an equilibrium solution of 
(2.7), unstable against small per turbat ions p C (H  2 ( R  ~))n.  In fact, if we disregard 
the exceptional case where C@e r C_ {~/re(~) < 0} and C@e r (-I {~/re(~) = 0} # ~, 

2 n instability with respect to per turbat ions p E (H[ger(QL)) is equivalent to say 

tha t  a~er contains an eigenvalue ~ with re(A) > 0. By Lemma 10 then A E ~per. 
But since aper is just a(A0(0) + B ( 0 ) )  in the terminology of sect. IV, we infer from 
corollary 2 to Theorems 1,2 that  ~ E aL2, whence A E a 2  follows from Lemma 10. 
By the principle of linearized instability, discussed in sections II, VI, it follows that  
v is unstable against small per turbat ions ~ E ( H 2 ( R ~ ) ) )  n. Thus the passage from 
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L-periodic perturbations to smooth 122-perturbations can only decrease stability 
or eventually leave the stability status unchanged. 

(B)  In our first example we consider a space periodic equilibrium solution of the 
scalar equation 

(7.1) ut = A u  + f(u),  

where f (u)  is a polynomial in u with constant coefficients. Our main result about  
such solutions is provided by 

2 T h e o r e m  3 Let v E H~er(QL ) be an equilibrium solution of (7.1) which is not 
equal to a constant. Then both C@e r and a2s contain points ~ > O, ie. v is unstable 

2 against perturbations 99 C H~er(QL ) and r �9 H 2 ( a m ) .  

PROOF: By definition, v is a solution of 

(a) A v + f ( v ) = O .  

By well known regularity results, based on boots t rap-arguments  and the polyno- 
miality of f (u)  one infers v E r] H~)er(QL); by embedding theorems ([1], pg. 97) 

k 
which are valid in the periodic case we have that  v E C ~ r ( R ~ ) .  We now assume 
that  v is not a constant. Hence Ojv ~ 0 for some j ,  e.g. j = 1. We can differentiate 
(a) with respect to xl so as to get 

(b) A(OlV)+(duf)(v)(OlV) =0.  

That is, 01v is a nontrivial eigenfunction to the eigenvalue A = 0 of the linearization 
2 A = A+(d~f ) (v ) ,  which acts on H~er(QL ) and has 4 H~er(QL ) as domain. Next let 

A' be A §  but now on Z;2(QL) with H~er(QL ) as domain. In the notation 

of Lemma 10, a(A) = Cr~e r and cr(A') = crper, whence 0 E cr(A') by Lemma 10. 
To - A  ~ we now apply the same reasoning used in the proof of Theorem i in [22]. 
Tha t  is - A  ~ is easily seen to be selfadjoint and positivity improving in the sense 
of [16], pg. 201 (see also appendix I in [22]). Moreover, since 01v is continuous, 
L-periodic and ~ 0, each of the sets E_  = { x / x  E QL, (01v)(x) < 0} and 
E+ = { x / x  G QL, (01v)(x) > 0} has positive Lebesgue measure, ie. 

(e) , ( E _ )  > 0, , ( E + )  > 0. 

Now ~r(-A') consists of isolated eigenvalues of finite multiplicity, accumulating 
only at +cx~; therefore the ]eftmost point of ~(-A ~) is necessarily an eigenvalue. 
It then follows from (c) above and from Theorem XIII, 44 in [16] that /~ --- 0 is 
not the leftmost point in o-(-X). That is, there must be some/k > 0 in cr(A ~) and 
hence ~(A), by Lemma I0, implying that v is unstable against perturbations 99 G 
H~er(QL ). On the other hand, let T, To be the operators introduced subsequently 

to Lemma 10, ie. denoting A + (duf)(v) on H 2 ( R  m) and /22(H m) respectively, 
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with domains H 4 (R m) and H 2 (R m) respectively. Since r = ~rper, a(To) = (rL2 
we have aper C_ crs by corollary 2 to Theorems 1,2 and hence ,k C or(T) = cry2 by 
(b) of Lemma 10, implying that  v is unstable against perturbations ~ E H2(R'~),  
what proves the theorem. [] 

Theorem 3 depends on the parabolic maximum principle which is implicit in the 
notation of "positivity improving" and in Theorem XIII 44, [16]. Its extension to 
systems is therefore limited. Such an extension is provided by 

T h e o r e m  4 Let f = ( f l ,  .. ., f~) be a gradient, ie. f j  = ~~ for some polynomial 
2 n F(u) .  Let v E H~er(QL)) be an equilibrium solution of 

(7.2) vt = D A y  + f (v )  

such that (v ) > 0 for j k. rhen both contain points > O, ie. v is 
2 n unstable against perturbations ~ e (H~er(QL)) and r e (H2(Rm))  n. 

For reasons of space we omit the proof which is essentially the same as the proof 
of theorem 3 in [22]. The notion of "positivity improving" is now replaced by a 
variant, provided by definitions 1,2 in [22], and the role of Theorem XIII,44 is 
taken over by Lemmas 5,6,7 in [22], whose proofs carry over to the present situa- 
tion practically without changes. The parabolic maximum principle is guaranteed 

Of~ by the well known assumption 8~k (v) >_ 0, j # k; see Protter-Weinberger [14] or 
appendix I in [22]. The assumption that  f is a gradient is needed in order to se- 
cure that  the linearization D A  + (d~ f ) (v)  is selfadjoint if considered on (s (QL))~ 
(resp. (s  with domain 2 (H~er(QL)) (resp. (H2(Rm))~),  an assumption 
crucial to all considerations in [16~,[22]. The selfadjointness on the other hand 
guarantees the validity of the principle of linearized instability; in fact the validity 
of this principle in this case is assured by theorem 5 in [22] which applies to situ- 
ations more general than those described by theorems 3,4. Effective constructions 
of smooth, 2~r-periodic equilibrium solutions of (7.1) which are not constant are 
performed by Bandle-Tesei [31 for large classes of nonlinearities f which include 
a variety of polynomials; there it is also recognized (Theorem 2.5) that  such a 
solution is unstable against 27c-periodic perturbations. 

(C) Theorem 3 shows that  in the scalar case nonconstant equilibrium solutions 
are unstable against periodic perturbations and against smooth s 
If we admit also constant solutions then stability is possible. A result, proved in 
Eastham [6] then takes care of the situation. In our context it says that  the right- 
most points of aper and ~rc2 coincide. This implies that  with the eventual exeption 
where the rightmost point is ---- 0, periodic and s (resp. instability) coin- 
cide. Thus in order to obtain results which distinguish between the two notions of 
stability one is forced to look at systems. This will be done in the sequel, whereby 
we heavily rely on the results in [21]. We consider a parabolic system of type (1.1) 
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with two unknown functions (ie. n = 2) and of space dimension m = 2. We assume 
tha t  the sys tem has the special form 

(7.3) ut = D A u  + (1 + 6)(Bu + B2u 2 + . . .  + Bpu p) 

where D = (Sjkr~), % > 0 and j, k < 2; (5 is a small bifurcation parameter .  The  
Bj, j _> 2 are multilinear functionals from (R2) a into R 2 which in the usual way 
give rise to monomials  Bju  j, u E R 2. Finally, B is a real 2 x 2 matrix,  subject  to 
some conditions. The  period L is henceforth L = 27c or an integer multiple thereof, 
ie. nL  = 2nrc; for simplicity we retain the nota t ion  QL, Q,~L resp.. For the first 
of our results below we need the  Sobolev spaces H~o~r(QL) C_ H~oer(QL) of even 

elements of f ~ H~oer(QL), ie. satisfying f ( x l , x 2 )  = f ( - - x l , - - x2 ) .  We also need 
the matrices 
(7.4) Mn(k)  = - k 2 n - 2 D  + B, a ( k )  = M~(k), 

where k = (kl, k2) C Z 2 and k 2 = k~ + k~; the k 's  are refen'ed to as wave vectors. 
We now state our basic assumptions on which our results are based: 

(a) there is a/Co E Z, k0 # 0 such tha t  A = 0 is a simple eigenvalue of M(ko),  and 
if k ~ Z is such tha t  k 2 r k0 2 then 0 r cr(M(k)), 

(b) if A E Ucr (M(k) ) ,  k E Z and A 5k 0 then re(A) < 0, 

(c) if r],~ E R 2 satisfy r] r 0, ~ r 0 and rltM(k) = O, M(k)~  = 0 then 
(/], r d~r > 0, 

(d) B2 = 0 and (r/,B3r a) < 0. 

Here, r/t means the transpose,  and ( , ) is the scalar p roduc t  in R 2. Condit ions 
(a)-(d) are of the type  encountered in bifurcation theory;  how to satisfy them will 
be discussed in the appendix.  Our results are 

2,e 2 T h e o r e m  5 Assume (a)-(d). There exists a branch ~(r) E R ,  u(r) C (H~er(QL) ) 
of equilibrium solutions of (73) (ie. ~ = ~(r), n = u(r)) such that ~(r), u(r) a ~  
real holomorphic on It[ < e* (some e*) and such that: 
(1) ~(o) = o, 5(0) = o, (2) u(r) is not constant for r r O, (~) ~(r) is asymptot i~a@ 

2,e 2 stable against small perturbations ~ E (H~er(QL) ) , (~) u(r) is Ljapounov unstable 
in (H2 (R2)) 2. 

Assume (a)-(c). For sufficiently small c > O, no =- 0 is an equilibrium 

(*) ut = D2xu + ( B -  ~I)u + B2u 2 + .. .  

which is asymptotically stable in ( H~er( QL ) )2 and Ljapounov unstable in (H  2 ( R  2)) 2. 

Pr ior  to pass to the proof  of Theorems 5,6 we briefly discuss their content.  In 
accordance with our preivious sections, asymptot ic  stabili ty means all eigenvalues 

T h e o r e m  6 
solution of 
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in the left half plane, bounded away from the imaginary axes, while Ljapounov 
instability means tha t  the spectrum of the relevant linearization contains some 
A E C with re(A) > 0. The larger part  of Theorem 5 is already proved in [21], the- 
orems 1,2 where a family 5j (r), uj (r) of branches of equilibrium solutions of (7.3) 
is constructed, which under assumptions (a)-(d) satisfy (1)-(3) of Theorem 5 (an 
omission is on pg. 497 in [21] in the bo t tom line where a minus sign should preceed 
A; 3). Thus what remains to be shown is clause (4) of Theorem 5. Theorem 5 is 
second best to what  one would like to have: a nonconstant periodic equilibrium 
solution to (7.3) which is asymptotically stable against all small periodic perturba-  
tions but Ljapounov unstable with respect to smooth s However 
such an example is likely to present technical difficulties. In fact if a nonconstant 
equilibrium solution u of (7.3) is at disposal which eventually satisfies cgju ~ O, 
j = 1, 2 then the periodic spect rum of the linearization would contain the at least 
twofold degenerate eigenvalue A = 0. A stability discussion would then have to take 
the center manifold into account, which is associated with the eigenvalue A = 0. 
This seems to be delicate work which has still to be done. 

The situation is different in case of Theorem 6. Here the result is in sharp 
contrast to the scalar case, where periodic and s imply each other by 
virtue of Eas thams result. Wha t  is still open is whether the nonlinearity in (7.3) 
can be chosen to be a gradient; in our example this is not the case since B is not 
symmetrical  by virtue of assumptions (a),(b). 

Prior to proceed to the proofs of Theorems 5,6 we need some remarks. We 
set G(u) = Bu  + B2u 2 + . . . ;  for the derivative we then have 

(7.5) (dG)(u)h = B h  + B2uh + . . . .  

The solution branch 5(r), u(r) of Theorem 5 then gives rise to the expression 

(7.6) T(r )  = D A  + (1 + 

which is the linearization of the righthandside of (7.3) at u = u(r) with g = 
5@) kept fixed. Actually we should distinguish between (5.6) and the opera- 
tor it defines on different spaces. For simplicity we write T(r)  for any of the 
operators which arises if we take (s or Z;2(R~)) 2 as basic space with 
(H~er(Q~L)) 2 or ( H 2 ( R ~ ) )  2 resp. as domain; with a ( X / T ( r ) )  we denote its as- 

sociated spectrum, where X is the basic space. If however (E2(Q~L)) 2 is the un- 
derlying space and (Hg(QnL)) 2 the domain of T(r)  then we denote its spectrum 
by ~o((s 

We also need a lemma from [21] (Lemma 14), namely 

L e m m a *  Under assumptions (a), (c) there is an Co > 0 and an no > 0 with the 
property: for n >_ no there is a k E Z 2 such that Mn(k)  has a simple eigenvalue 
A* _> e0. 

This lemma is proved in [21] under the additional assumption (~?, D~) • 0, with 
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7?, ~ as in (c). However this assumption is superfluous since it is already guaranteed 
by (a),(c) (by (A2) in  [21]): since (r],M(ko)~) = 0 by (c) we have -k~(rhD~)+ 
(r], B~) = 0 whence (r], D~) # 0 by (c) and k02 # 0. 

PROOF OF THEOREM 5: First recall that  T(0) = D A  + B. By straightforward 
functional analytic arguments, based eg. on Fourier series expansions, one shows 
that 

(a) ~( (s  = [.J ~ ( ~ ( k ) ) ,  k e z ~ 

for any integer n > 0. Next let c0,n0 be as in Lemma* and pick n > no arbitrarily 
but fixed; let A* > Co and k �9 Z 2 be associated with n according to Lemma*, ie. 
such that  A* �9 a(M,~(k)). By these choices and (a) we obtain 

(b) ~* �9 ~((s  and ~* _> Co. 

Next recall that  by Theorem 5 we have u(r) �9 (H~ger(QL)) 2 and hence u(r) �9 
( H ~ e ~ ( # ~ ) )  ~. Thus we may consider dG(~(~)) as a bounded linear operator 
on (s In addition, the mappings r ---+ 6(r) e R and r --~ u(r) �9 
(H~ger(Q~n)) 2 are holomorphic by Theorem 5 and satisfy 6(0) = 0, u(0) = 0. 
By the form of dG(u(r)) as given by (5.5) (with u = u(r)) this implies 

(c) lim lib - (1 + 8(r))dG(~@))ll~,oo = 0 
T'~O 

where II II~,oo denotes the operator norm on the Banach space of bounded linear 
operators on (s (QnL))2. By classical results from the perturbation theory of real, 
isolated, simple eigenvalues of closed operators with compact resolvents ([9], [17]) 
one infers from (c) that the following holds: 

(d) there is an c I > 0 with the property: if 0 _< ]r] _< c' then there exists a 
real Ar in cr(s such that  ]A* - A~] <_ c0/2. 

From A* __ co we infer that  Ar __ Co/2 for lr[ _< c'. Since T(r) is now considered as 
an unbounded linear operator having (s (QnL))2 as basic space and (H~ger(QnL))2 
as its domain, we can apply corollary 2 to Theorems 1,2 to this situations and infer 
as in previous cases: 

(~) cr((s C cr(s 

It then follows from (d),(e) that  a ( ( s  contains an eigenvalue Ar _> 
r According to our exposition in section VI, (Lemma 10), this implies the Lja- 
pounov instability of u(r) against small perturbations F E (H2(R2)) 2, provided 
that [r[ _ r By replacing the original c* in Theorem 5, provided by Theorems 1,2 
in [21], by the eventually smaller c', clause (4) of the theorem is also satisfied. " 
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PROOF O F  THEOREM 6: We assume t h a t  the  matr ices  D, B satisfy assumpt ions  
(a)-(c). Fu r the rmore  we rely on the  proof  of T h e o r e m  5. According to the  assump-  
t ions (a)-(c) and clause (a) in the  proof  of T h e o r e m  5 we have t h a t  

(i) re(A) _< 0. 

On the o ther  hand  it follows f rom (b) in the  proof  of T h e o r e m  5 t h a t  there  is an 
integer n > 0 and a A* such t h a t  

(ii) A* ~ ~ ( ( ~ ( Q ~ L ) ) ~ / T ( 0 ) )  and  A* > 0. 

We now app ly  corollary 2 to Theo rems  1,2 to the  present  s i tuat ion by  considering 
T(0)  first as an ope ra to r  on (s with domain  (H~er (Q~L))  2 and  second as 
an opera to r  on (s  with (H2(R2) )  2 as domain.  By arguing via corollary 2 
as in the  previous cases we infer 

(iii) ~ ( ( s  C ~ ( ( ~ ( R ~ ) ) 2 / T ( 0 ) )  

Now pick c > 0 so small  t ha t  )~* - c > 0 and  set T~ = T(0)  - c I  ( w i t h / = I d e n t i t y ) .  
The  s p e c t r u m  of T~ is then  ob ta ined  f rom the  s p e c t r u m  of T(0)  th rough  t rans la t ion  
by c to the  left, regardless on which of the  spaces (s resp (E2(R2))2 we 
consider T(0) .  I t  then  follows f rom (i), L e m m a  10 and c > 0 t ha t  uo - 0 is an 
asympto t i ca l ly  s table  equi l ibr ium solution of 

(iv) ut = D A u  + (B - s I )u  + B2u 2 + . . .  

if one considers (iv) on (H~er(QL)) 2 as basic space with d o m ( D A )  = (H~er(QL))4 2. 
On the o ther  hand  it follows f rom (ii) ,(i i i)  section VI  and  A* - c  > 0 t ha t  uo -= 0 is 
a L j apunov  uns table  equi l ibr ium solution of (iv), if one considers (iv) on the  space 
(H2(R2) )  2 wi th  d o m ( D A )  = (H4(R2) )  2. This  is precisely the  claim of T h e o r e m  6. 

C o r o l l a r y  There is a O E [0, 2~r] 2 and a A* > 0 such that A* E ao((E2(QL))2/T(O)),  
 hiZe r4 ) <_ 0 for alZ 

PROOF: T h e  second pa r t  of the  s t a t emen t  is jus t  clause (i) in the  proof  of The-  
o rem 6. As to the  first pa r t  we invoke the  basic formula  in corollary 2 to Theo-  
reins 1,2 according to which 

( , )  ~( (s  (R2) )2 /T(0 ) )  = U ~~163 0 ~ [0, 2~] 2. 

By  combining ( , )  wi th  (ii), (iii) in the  proof  of T h e o r e m  5, the  existence of 0 
follows. �9 
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R e m a r k :  As noted earlier, the corollary is false in case of single scalar equation 
by virtue of Easthams result. 

VIII. Appendix 

It remains to show that  the matrices D: B, B2, B3 can indeed be chosen so that  
assumptions (a)-(d) are satisfied, a problem not considered in[21]. This amounts 
to find D: B which satisfy (a)-(c); one sets B~ = 0 and it is then easy to find 
Ba so that  (d) is satisfied. To start with, we introduce some notation. As before, 
D = (SjkTk),j,k < 2 and ~-k -> 2. B is a real 2 x 2 matrix whose first row is 
(a: b), whose seconde row is (c, d). We now pick a wave vector k0 C Z with k~ > 0; 
throughout what follows k0 is fixed and supposed to play the role of k0 in (a)-(c). 
With k_ E Z we denote a fixed wave vector such that  

(8.1) k E Z  and k 2<k02 iff k 2 <k2_. 

Finally let for any k E Z A(k) be the determinant of M(k) ,  ie. A(k) = det(M(k)) .  
We now impose three conditions on/3 ,  D, namely: 

(A.1) a < O a n d a + d < O  

(A,2) A(ko) = 0 

(A.3) kg + k ~_ < ~- + _d < 2 @  
Y l if- 2 

L e m m a  11 If the matrices D, B satisfy (A.1)-(A.3) then (a)-(c) holds. 

It is advantageous to reduce the Lemma to two propositions. 

P r o p o s i t i o n  1 Let D, t3 satisfy (A.1)-(A.3). Then conditions (a), (b) hold. 

PROOF: One has to discuss the eigenvalues of M(k)  for arbitrary k E Z, that  
is the roots of det(M(k)  - M) = 0. Since A(k0) = 0 we have that  A = 0 is an 
eigenvalue of M(ko). The second eigenvalue of M(ko) is obtained by computation 
and is given by 

(1) A = (a + d) - k~(~-i + ~-~) 
According to (A.1) this implies A < 0. Next note that  by virtue of h(k0)  = 0 we 
have that  

(2) det(B) = kg(a~2 + d~l) - k0%~2. 

Using (2) we get for A(k) the expression 

(3) A(k) (k s -k~)~-17-2 { - ( ~ [  d )  2} = + + k2k . 
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We now compare  (3) wi th  a s sumpt ion  (A.3). A dist inct ion of cases according to 
whe the r  k 2 < kg or kg < k 2 then  easily yields: 

(4) if k 2r  then  A ( k ) > 0 .  

For the  roots  of d e t ( M ( k )  - A/) = 0 we find 

(5) 2a = - x  + (~2 _ 4zx(k) )~  

where )~ = l a + d - k 2 ( T a  + T 2 ) l . g y  v i r tue  of (4) this implies re(a)  < 0, wha t  proves 
the  proposi t ion.  �9 

Pr ior  to procced to  the  next  propos i t ion  it is advantageous  to introducec~, fl, 7, 
according to 
( 8 . 2 )  a = (~T1, b = 3 7 2 ,  c = "~T1, d = 5T2. 

In addi t ion we in t roduce a fixed p a r a m e t e r  # > 0 and set 

(8.3) ~ / =  ~ (~  - k~), 5 = p ~  + k0 ~. 

I t  is then  clear t ha t  by expressing a , . . . , d  via (8.2), (8.3), condit ion (A.2) is 
au tomat i ca l ly  satisfied. T h e  o ther  conditions,  now expressed in t e rms  of c~,/3 now 
become 

(A ' . I )  c~ < 0 and  c~rl + 3-2(#/3 + k~) < O, 

( a ' . 2 )  k 2 - < ~ + >3  < kg. 

In order  to sat isfy (A ' . I ) , (A ' .2 )  one first fixes r l  > 0, c~ < 0, then  we pick/~  > 0 
so t ha t  (A'.2) is satisfied and  finally one choses r2 > 0 so small, t ha t  the  second 
pa r t  of (A ' . I )  holds. The  two vectors  7, C in condit ion (c) are de te rmined  up to a 
scalar multiple.  As represen tan ts  we choose: 

(8.4) ~ = (-97-2, q ( ~  - k~)), 7 ~ = ( - ~ ,  1) 

where the  superscr ip t  ~ means  the  t ranspose .  C o m p u t a t i o n  based on (8.2),(8.4) 
shows t h a t  7tM(ko) = O, M(ko ) (  = O. 

P r o p o s i t i o n  2 (7, 4) < 0 and (7, B ( )  < O. 

PROOF: By c o m p u t a t i o n  we find t ha t  

(7], 4)  = 0Z7-1 @ ~/~7-2 - -  7-1 ]~2 < 0 

by vi r tue  of (A ' . I ) .  On the  o ther  hand  we have t ha t  M(ko)~ = (-k,~D + B)~ = 0 
w h e n c e  (7, B e )  = k0~(7, D~) .  N o w  

(7, D e )  = 7 - ~ ( ~  + ~ - k0 ~) < 0 

by vi r tue  of (A'.3) whence (7, B~) < 0. This  proves the  claim of the proposi t ion.  �9 



310 Bruno Scarpellini NoDEA 

PROOF OF LEMMA 11: Immediate via propositions 1,2 and(8.2), (8.3), (A'.I), 
(a' .2). 

R e m a r k :  By arguments similiar to the above one can show that the matrices 
D, B are stable against small perturbations in the following sense: i f /3  ~ is close 
to B (in some suitable metric) then there exists a real 7 close to A = 1 such that 
D, 7B'  still satisfy (A.1)-(A.3) and hence (a)-(c). 

A c k n o w l e d g m e n t s :  The author is indebted to N.A'Campo for valuable discus- 
sions. 
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