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1. Introduction 

Motivations and results 

In this paper we study minimizers of singularly perturbed functionals like 

f0 1 2 2 1)2 u2)dx @ ?~xx + ( u2 -- + 

subject to suitable boundary conditions. We show that as e ---+ 0 the minimizers 
develop a periodic structure with period ~ e 1/3. 

The motivation for this work stems from the study of coherent solid-solid phase 
transformations. These transformations often lead to a fine mixture of different phases 
with a characteristic geometric structure (see e.g. [At 90], [ATL 85], [BC 54], [Wa 
64]). The existence of such a fine structure and certain of its features have been ex- 
plained by the minimization of elastic energy by Khachaturyan, Roitburd and Shatalov 
([KH 67], [KS 69], [Ro 69], [Ro 78]; see [Kh 83] for a comprehensive treatment) 
in the context of geometrically linear elasticity and more recently by Ball and James 
([BJ 87], [BJ 92]) using fully nonlinear elasticity. These approaches recover the pre- 
dictions of the more phenomenologically crystallographic theory of martensite (see 
e.g. [BMK 54], [WLR 53]) but fail to predict finer details such as the length scale 
of the structure and its frequently observed periodicity. It is generally believed that 
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such details can be obtained by the inclusion of surface energy (see [KS 69] for a 
heuristic explanation of periodicity). 

In the analogous, but analytically simpler situation of the liquid-vapour transition 
in a van der Waals gas the inclusion of surface energy terms (or more precisely density 
gradient terms) has been studied extensively in the mathematical literature (see [Ba 
91], [FT 89], [KS 89], [Mo 87], [OS 91]) and has led to the expected results. In the 
context of solid-solid transformations serious difficulties appear due to the fact that 
one is dealing with gradients (like the deformation gradient) rather than with scalar 
functions (like the density of a gas); see lAG 87], lAG 89] and [Fo 89] for first 
attempts to address some of the issues involved. 

Mathematically minimization of the elastic energy typically leads to functionals 
which are not weakly lower semicontinuous in the appropriate Sobolev spaces. Thus 
minimizing sequences often develop increasingly faster oscillations (the mathemati- 
cal counterpart of the observed fine structure). Inclusion of surface energy introduces 
higher derivatives which make the functional well-behaved. The simplest model prob- 
lem which shares these features is 

(1.1) Minimize (u~ - 1) 2 + uadx 

subject to periodic boundary conditions. 
The infimum of the functional is zero and minimizing sequences try to achieve 

simultaneously ux ~ • and u ~ 0, resulting in a sawtooth pattern in which locally 
the "phases" ux ~ 1 and ux ~ - 1  appear in a ratio of (approximately) 1 : 1. 

Inclusion of surface energy penalizes aprupt changes in u~ and one is lead to the 
functional 

f0 1 2 2 1)2 u2dx 6, ?.txx 4- (?1, 2 - -  4- . 

To state the main result of this paper we consider slightly more general double-well 
potentials W which will be required to satisfy 

(HI) W ( - 1 )  = W(1) = 0, W > 0 else, 

(H2) W ( - z )  = W(z) 

(H3) W c C  3, W " ( •  W " ( 0 ) < 0 ,  

(H4) W'  < 0 on ( - o c ,  - 1 )  U (0, 1), W '  > 0 on ( - 1 , 0 )  U (1 ,oc) ,  

(H5) 

We constantly write 

Set 

~- l iminfW'(z)  > 0 .  
Z---+ 2~OO 

o ' ~ W  ! , 

1o 1 I e ( u )  = e2~Zxx2 + W ( U x )  + u2dx 

and denote the space of periodic H2-functions by 



Singular perturbations as a selection criterion for periodic minimizing sequences 

H#2(0, 1) = {u C Ha(0, 1) : u(0) = u(1), u~(0) = u~(1)}. 

Let 

(1.2) 

Theorem 1.1 
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Ao = 2 W 1 / 2 ( z ) d z  . 
1 

Assume that W satisfies (H1) to (H5). Then there exists a constant 
co > 0 such that f o r  ~ C (0, e~0) the following conclusions hold. 
(i) I f  u ~ is a minimizer o f  U in H~ then u ~ is periodic with minimal period pc ,  

pc  = 2(6Aoc)1/3 + ( ~ ( 6 2 / 3 )  . (1.3) 

Moreover 

(1.4) u C x + = -uC(x) ,  f o r  x E (0, 1), 

IC(u ~) = ~(6A0e) 2/3 + O(e 4/3) . 

There are at most  two distinct (up to translations) minimizers o f  U .  (ii) 
(iii) 7['here is a minimizer u ~ o f  I C satisfying 

Uc(0) =U~ (~)  = 0, 

Remarks 

1. The theorem implies in particular that there is a separation of scales. The scale on 
which u~ changes from approximately - 1  to approximately 1 is of order c (see 
(1.14) and (3.9)) and thus is much shorter than the period of u C. 

2. Similar results can be shown for other boundary conditions, see Corollary 1.2 
below. 

3. The symmetry hypothesis (H2) is important in tile woof. I believe, however, that 
the conclusion (i) (with the exception of (1.4)) remains valid without it. Hypotheses 
(H4) and (H5) and the C 3 regularity of W simplify the proof but are most likely 
not essential. 

4. With more work one can show that that the minimizer is unique (up to translations) 
for all but countably many values of e E (0, e.0) (see Sect. 6, in particular (6.13)). 

One may view I ~ as a phenomenological model for the situation at an austenite/twinned. 
martensite interface. The states u~ ~ :t: 1 correspond to the finely mixed martensite 

phases, the penalty term f01 u 2 corresponds to compatibility with the austenite phase 
and enforces the martensitic phases to appear in a certain ratio (which in the real 
situation is determined by a geometric compatibility condition). 

A more careful analysis reveals that in the above context the penalty should be 
the square of the H 1/2 rather than the L2-norm (see [BHK 87], [HBK 91], [KM 
92]). It is highly plausible that similar results hold in this case (with P~ ~ c 1/2) but 
the nonlocal character of the H 1/2 norm leads to technical difficulties. Very recently 
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interesting new phenomena have been observed for a two-dimensional model in the 
same spirit (see [KM 92], [KM 93]). 

The following corollary improves the result in [Mu 89]. 

Corol la ry  1.2 Let W and c be as in Theorem 1.1. Let u e be a minimizer o f [  ~ subject 
t o  

u(O) = u(1) = 0 .  

Then (the antiperiodic extension of) u c is periodic with minimal period pe and 

Moreover 

and 

pc = 2(6Aoe)l/3 + ~ ( e 2 / 3 )  . 

u e ( x + ~ )  = - u e ( x ) ,  f o r x C ( O ,  1) 

(1.6) 

(1.7) 

Let 

(1.8) 

1 
Ie(u c) = 4 (6Aoe)2/3 + ~ ( 6  4/3) . 

To understand any dynamics related to I e (e.g. its gradient flow) it would be important 
to analyze not only the minizers of  I c but also its stationary points. I conjecture that 
at least the stationary points with sufficiently low energy can be classified as follows. 

Conjecture. Let W satisfy (HI)  and (H3), let e be sufficiently small and let u e be a 
stationary point of U subject to periodic boundary conditions. Assume that IC(u e) is 
sufficiently small (e.g. o( I In el- i )) .  Then either (i) or (ii) below holds. 
(i) The function u e is a stable stationary point and is periodic with minimal period 

R e , where Ao~-  e + 1 (_~ )2  ~ fc(ue) .  
(ii) The function u ~ is an unstable stationary point and there are two zeros of u~: 

whose distance (identifying the endpoints of  [0, 1]) is of  order c I In e I. 

Indeed it seems natural that each pair of  zeros as in (ii) contributes one unstable 
eigendirection. 

Sketch of  the proof  of  Theorem 1.1. The idea is to construct a periodic candidate for 
the minimizer and then to show that it is optimal and that all other minimizers have 
to be periodic as well. 

To construct a candidate consider the functional 

1/2 (e2U2x + W ( u x )  + u2)dx 
Ii(u) = a-l~2 

Here as in the following we suppress dependence on e to avoid clumsy notation. Let 
uz be a minimizer of  Iz subject to 

U(--X)=--U(X) f o r x C  ( - - ~ , ~ )  . 

~(1) = h ( u ~ ) .  
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1 For N C I~, let l = $y  and denote by ul also the antiperiodic extension of uz to [0, 1]. 
Then uz C H2(0, 1) and I(uz) = 2 N  ~ 1 E(gN).  Let 

rain ~2NE(2----:-l, ) �9 N N}  (1.9) E0 = ( iv E . 

We can thus construct a candidate ~ E H2(0, 1) with I(~) = Eo. It remains to show 
that 

[ ( u ) > E o  for a l l u C / / # 2 ( 0 , 1 ) .  

Let 

(1.10) E ( 1 ) = m i n { I i ( u ) ' u = ~ ( •  =0, u x > 0 }  . 

Let x l , . .  �9 xzN be the points where ux changes sign (there has to be an even number 
by periodicity; we will show that the set where Ux = 0 is discrete if u is a minimizer). 

Let l~ = Xi+l - x~, where X2N+I = Xl + 1. Thus 

2N 

I(u)  > Z E ( l d  " 
i=l 

Assume for a moment that we could show that for all l 

( 1 . 1 1 )  / ~ ( l )  = E(1), 
(1.12) E~t(l) > O. 

Then the strict convexity of E would imply 

and equality could only hold if li  = [ for all i. It would follow that ~ is minimizing. If 
we show in addition a uniqueness result for minimizers of Il we could infer periodicity 
of minimizers of I.  

The rigorous argument is slightly more complicated since (1.11) and (1.12) only 
hold if 

l 
(1.13) l<< 1,  e < < - -  

I ln/j " 

A simple separate argument (see Sect. 6, in particular Proposition 6.1) is needed to 
ensure that for minimizers of I,  the li always lie in the above range. 

The main technical work goes into proving (1.12). A boundary layer construction 
suggests that 

" l  

E(1) ~ eAo + ~213 , 

where A0 is given by (1.2). Formal differentiation would give (1.12). 
To make this rigorous we consider rescaled functions 

(1.14) v(x)  = l - l u ( l x )  
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and let 

(1.15) 

One sees that 

f l / 2  @2l-Xv2x + 1W(vx) + 13v2) dx . 
Jl(v) = .J-1/2 

(1.15) E ( / ) =  m i n { J l ( v ) ' V x ( ~ l ) = O ,  Vx>_ 0 } ,  

(1.17) E(1)=min {Jl(v) " vx(•  vx )_ O, v ( - x ) =  -v(x)  for x E ( - ~ ,  ~ ) } .  

We first show (assuming (1.13)) that the minima of Jl are unique, antisymmetric and 
behave like the boundary layer construction suggests (see Theorems 3.1 and 4.2). 
Subsequently we obtain estimates on the eigenvalues of the linearized problem and 
employ the implicit function theorem to see that the minimizers vl of Jt depend 
smoothly on 1. We finally compute a good approximation of a v )2 I which enables us 
to estimate (see Theorem 5.1) the quantity 

d 2 
E"(I) = ~ Jz(vz). 

The above approach was partially inspired by the work of Can" and Pego [CP 89], 
although both the focus of their analysis (a very careful study of slow evolution) and 
the actual estimates involved are quite different. 

Other approaches 
The strategy just sketched gives a rather sharp result but requires very precise esti- 
mates. It would be interesting to have a method which would at least show that u ~ is 
close to a periodic function and which could also handle more general functionals of 
the type 

jo (1.18) e2a2(x)u2 x + W(ux) + u2dx , 

where a is smooth and a(x) > c > 0. In this case one would expect the minimizers to 
be "locally" close to a periodic function with period ~ 2(6Aoa(x)c) 1/3. One possible 
approach is to show that the functionals I ~ converge in a suitable sense to a limit 
functional whose minimizers have the desired periodicity properties. The natural no- 
tion of convergence is F-convergence (see [At 84], [DG 79], [DD 83]) which was 
introduced by De Giorgi and is essentially equivalent to convergence of minimizers. 

The F-limit of I ~ is, however, not of much interest, as all minimizing sequences 
converge to zero (strongly in L 2 and weakly in a Sobolev space determined by 
the growth conditions imposed on W) and hence no information can be recovered 
from the limit. Indeed, Theorem 1.1 suggests to study instead the rescaled functions 
w(x) = c-1/3u(el/3x) and the functionals 

e 1/3/2 

U(w) = f (e2/3w2~x + e 2 /3W(wx)  + w 2 ) d x  . 
J_e-1/3/2 

Formal reasoning (inspired by [CGS 84], [Mo 87]; see the arguments following (2.8), 
(2.9) for some details) suggest that the limit problem should be to "minimize" 
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(1.19) 
f l  

I~(w)= o~ ~Aolwx~l+w2dx, 

subject to 

(1.20) Iw~l = 1. 

Note that this is a discrete problem as by (1.20) the minimization is carried out over 

sawtooth functions. Therefore f :  �89 ]wx~ ] is just the number of discontinuities of w~ 
in (a, b). Continuing the formal argument one sees that it is best to distribute these 
discontinuities equidistantly with distance (6A0) 1/3 (one could subtract - l (6A0e)  2/3 
from the integrand in (1.19) to keep the integral finite). 

When trying to make the above approach rigorous one faces two problems. First 
one deals with functionals defined on different spaces. Secondly the limit functional 
will be defined on the whole real line and it becomes difficult to define a suitable 
notion of minimizer as the energy is typically oc, see [LM 89] for interesting progress. 

Considering for variety (1.18) a closely related approach would be to try to show 
that minimizers of (1.18) are close (e.g. in Iluxl]cp + e-1/3llullL 2) to those of 

fo Ao a(z)[u~xt + u e d x  , 

subject to 
lUx[ = 1 a.e. 

If a - 1 this follows of course from Theorem 1.1 (or even from the weaker estimates 
in [Mu 89]) but it would be desirable to have a simpler and more flexible method. 

A completely different strategy would be to start from the Euler-Lagrange equation 

1 
(1.21) E2"l~xxxx -- "~ (Y( ~ x  )x "t- ~1, ---- O ,  

which upon the rescaling t = x v( t )  = c - lu (e t ) ,  becomes 7, 

1 
(1.22) v " -  ~o-( ' / ) )  -t- 62v -- 0 . 

The latter equation is equivalent to the Hamiltonian system 

O H  O H  
(1.23) 0~ = Opi ' D i -  Oq~ ' i = 1 ' 2 '  

with 
1 W 1 2  

H ( q , p )  = ~p~ - ~ (ql) - ~P2 - ~qlq2 

= H I ( P l ,  q l )  + H2(P2~ q2) + e H 3 ( P ,  q) �9 

Indeed, if (19, q) is a solution of (1.23) then v = - e - l q 2  solves (1.22). Conversely 
if v solves (1.22) one obtains a solution of (1.23) by letting q2 = - e  J0 x V(~)d~ + 

s  - -  1 0 - ( / ) ( 0 ) ) ) ,  ql ---- 7), P l  ----" 01, P2 = - - 0 2 -  
_ OH1 The phase plane corresponding to 01 = OHlop 1 , Pl ~ contains a heteroclinic 

loop (cf. (3.3), (3.4)). One could thus hope to apply perturbation methods such as 
Melnikov's method (see e.g. [GH 86]) to study the periodicity properties of solutions 
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to the full system. In view of the rescaling and Theorem 1.1 solutions v which 
arise from minimizers have a period ~ e-U3. A difficulty arises from the fact that 
the Hamiltonian //2 is independent of  q2 (so that lines of constant energy are not 
bounded in the phase plane) and standard estimates do not apply. It thus seems that 
finer estimates are required. I do not know whether the difficulty could be circumvened 
by using a different scaling. 

Outline 
The key estimates are contained in Theorems 3.1, 4.2 and 5.1. In Sect. 2 we derive 
preliminary estimates on the minimizers of Jz and show that the minimizer satisfies 
vx > 0 on ( _ l ,  �89 so that the Euler-Lagrange equations hold. Section 3 contains 
the main technical work and gives precise estimates on the difference between a 
minimizer and its approximation by the boundary layer construction. In Sect. 4 we 
prove uniqueness of minimizers and derive a lower bound for the eigenvalues of the 
linearized Euler-Lagrange operator. Section 5 is devoted to the computation of EII by 
means of the implicit function theorem. Finally in Sects. 6 and 7, Theorem 1.1 and 
Corollary 1.2, respectively, are proved. 

Notation 
The space of weakly differentiable functions on (0, 1) with derivatives up to order 
k in L 2 is denoted Hk(0,  1). The subspace H0k(0, 1) consists of  functions for which 
u(J)(o) = u(J)(1) = 0, j = 0 , . . . ,  k -  1; H#~(0, 1) are the 1-periodic H k functions. 
The space of k-times continuously differentiable functions is denoted Ck(0, 1) and 
C k ([0, 1]) is the subspace of functions whose derivatives up to order k have continuous 
extensions at 0 and 1. Throughout this paper we always assume that e is chosen 
sufficiently small and we often suppress dependence on e. The letters C, c, etc. 
denote generic constants (independent of  e and I) whose value may change from line 
to line. 

2. Preliminary estimates and Euler-Lagrange equations 

In this section we collect some simple estimates for minimizers of the functional 

f l / 2  (e21-1V2x + 1W(vx) + 13vZ)dx , (2.1) Jz(v) = a-1/2 

subject to the conditions 

(2.2) vx :k = 0 ,  vx > 0 o n  - , , 

and we derive the Euler-Lagrange equations showing in particular that vx > 0 on ( -  �89 �89 
for sufficiently small e and l. 

Note that Jt attains its infimum on functions satisfying (2.2) since Jt is convex 
1 �89 is compact. and coercive in vxx and since the imbedding H2(- �89 1) ~ C I ( [ _ ~ ,  

Recall that 

(2.3)E(l) = min{Jz(v) : v satisfes (2.2)} , 

(2.4)J~(l) = min { Jl(v) : v satisfies (2.2), and v ( -x )  = v(x) for x E (~ ,  2 )  } �9 
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Let 
1 fl/2 

Ao = 2 f -1  W1/2(t)dt , t30 = 2 a-1/2 W1/2(t)dt m 

Proposition 2.1 Let 0 < e < 1, 0 < I <_ 1. Then 

(2.5) E(1) < E(1) < Aoe + 1 / 3 ,  

(2.6) J~(1)>_E(1)>>_min(Boe, l W ( ~ ) ) ,  

(2.7) E(1) >> E(1) >> cl 3 , 

where 

c = m i n { l r 3 + ( 1 - r ) W  ( ~ ) : r  C [0,1]} > 0 .  

Remark. The lower bounds are rather crude. Under slightly more restrictive hypothe- 
ses sharper bounds are obtained in Corollary 3.2 below (see also Theorem 5.1). 

Proof. We first show (2.6). Following Modica [Mo 87] we let 

W1/2(T)dT . H(t)  := w1/e( 'r)dr = 2 t 

Then for any interval (a, b) C (-�89 �89 

(2.8) eal- lv  ~ + 1W(vz))dz >_ 2e lWl /2 (vx )v~ ldz  
J a  J a  

b 
> f 2eIH(v~)xtdz _> 2cH(v~)l b 

Let 3 be the point where v~ attains its maximum, let M = v~(3). If M < �89 one has 
1 Jz(v) >_ IW(�89 by (2.1) and (H4). If M > g apply (2.8) to ( - �89  and (3, 1) to 

obtain Jz(v) >_ 4ell(�89 = Boe. Thus (2.6) is proved. To show (2.5) recall the notation 

~r = W t 

and let q be the solution of 

- 2 q  H + a(q) = 0 , 

q(0) = 0, 

One verifies easily that 

(2.9) q' = W1/2(q) > 0 ,  

a n d 0 _ < q ( z ) <  1 forz___0. Let 

v= q \ ~ - I ~ l )  d~. 

q'(O) = ( W ( O ) )  1/2 
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Then v.(4-�89 = O, v ( - x )  = -v (x )  and v~(x) > O, Iv(x)J < x for x �9 [- �89 1] and 
thus 

1 

./_~! 13v2dx<l l3"-  12 
2 

Moreover, for (a, b) = ( - � 89  or (0, �89 the inequalities in (2.8) become identities 
(because of (2.9) which indeed was the reason for the choice of q). Hence 

( ( l ) )  1 1 3 
/~(1)_< Jz (v)_<4eH q ~ + l 3 < Aoe+-~ l  . 

f l /2  To show (2.7) observe that we may assume J-1/2 v = 0 since Jz(v) only increases if 

f_1/2 1/2 v r 0. Let Xo be a point where V(Xo) = 0 and let 

{ 1} 
ra + = m e a s  x : + ( x - x o ) > 0 ,  vx(x) >_ ~ , m =  + m 

Note that 

(2.10) 

1 

/ :  l W ( v z ) > _ ( 1 - r a ) W ( ~ ) l > _ ( 1 - m ) W ( ~ ) l  3. 

Moreover using vx _> 0 one easily verifies (e.g. by rearrangement) that 

1 2 

vZdx > 
0 3 

xo V2 With the analogous estimate for f2l/e one has, using the convexity of z H z 3, 

/? 1( 73 3,3 ) 1 (2.11) 13v2dx > ~ + l 3 >_ m3l 3 . 

2 

Now (2.7) follows from (2.10) and (2.11). 

In the following we let 
~ x  

v(z) =/ ,  v(Od~ 
2 

L e m m a  2.2 (Euler -Lagrange equations) There exist positive constants co, lo, e, C 
with the following property. I f  e <_ e0, l < lo, e < cl and if v is a minimizer of J 
subject to Vx >_ 0 then 

(2.12) V x > 0  on ( - ~ ,  ~ )  . 

4 ~ 1) and satisfies the (integrated) Euler-Lagrange equation Moreover v E C ( -7 ,  v 

(2.13) -2e21-2Vxx z + cr(vx) = 212V 

with boundary conditions 



Singular perturbations as a selection criterion for periodic minimizing sequences 

(2.14) vx ~ = V  4- = 0 ,  

as well as the energy equation 

(2.15) 2 , - - 2  2 x .= 0 , --4 t Vxx + W ( v x )  - 212Vvx + 12v 2 
_ • 

2 

In addition one has the following a priori estimates 

(2.16) Iv~I<1+C12<2, tvl_<l, 1 v l _ < l .  

179 

Remark. We will see that without the hypothesis e _< cl one can show that either 
(2.12) holds or v - 0. 

Proof. We first show that v E H3( - �89  �89 by reduction to a standard second order 
obstacle problem. Let 

As v E H 2 C C 1 , K is (relatively) closed. Since v is minimizing one has 

1 

f~(2e21-2VxxT)zx+(r(vx)~Vx+212vcp)dx>_ 
2 

, 

for all ~ c ~.rr2r,-g,1 g,l~ satisfying ~ _> 0 on K and ~(-4-�89 = 0. Choosing ~ ~ 1 one 

sees that V(�89 = 0 which proves (2.14). Let w = v~, f = cr(vz) - 212V. Integration 
by parts yields 

1 

2 

+ f r  > O, 

1 1 1 for all ~ E H ~ ( - ~ ,  ~) with ~ >_ O on K =  { z  E ( - �89  �89 : w = O } .  

By standard regularity results w E H2( - �89  �89 (see e.g. [Li 69], Chapter 2.8). 

Hence v C H 3 and upon resubstitution 

(2.17) 2~21-2vx~ + cr(Vx) - 212V = 0 on U . 

One easily deduces that v is C 4 on U. 
Since vxx = 0 on K,  multiplication of  (2.17) by vxx yields (2.i5). 
We proceed with the proof of  the a priori estimates (2.16). Assume first e <_ I. 

By (2.5) 
1 

sup tVI <_ V 2 < C(1-1 + 1) _< C1-1 . 
\ - 2  

Let N be the point where v,~ attains its maximum. If vx(N) = 0 then v~ --= 0 and 
by (2.14) v ~ V -= 0. If  vx(N) > 0 then (2.t7) applies and as :~ is maximizing, 
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vza:z(-x) _<. O. It follows that o-(vx)(~O <_ 212V(N) _< C1. Thus by hypotheses (H4) and 
(H5) in Sect. t, vx _< 1 + C1 and hence Iv{ < C, IVI <_ C since by (2.14) 

1 1 
(2.18) suptvI _< ~sup[vxl, supfVl _< gsuplv~l. 

Therefore cr(vz)('2) < Cl  2, v ,  ~ 1 + Ct 2 and (2.16) follows. 
If e > 1 one finds that Itvzxitrz < C and hence, taking into account (2.14), 

}v~I + Ivi + iVl ~ C and the argument is finished as above. 
In view of (2.17) it only remains to show 

K=O. 

Assume otherwise and let xo E K.  Then vx(x0) = 0 and since v 6 H 3 and Vx > 0 
-i) atso va~z(x0) = 0. Application of (2.15), (2.16) and (2.18) yields for all x ~ (- �89 ; 

W(vx)(X) > -e2I--2V2x(Z ) + W(vx)(Z ) 

>. --~.2t--2V2x(XO) + W(vx(aJO) ) -- C l 2 ( s u p  Iv l) 2 

> W(0) - Cl2(sup ]vxt) 2 . 

If I0 is chosen sufficiently small one deduces in particular that by (HI) and (H4) 
sup Iv~ I is small. As W'(0) = 0 by (H2) one has, using (H3), 

W(v~)(x) < W(0) - C(sup [Vx!) 2, 

Thus v ,  ~ 0 if I0 is chosen sufficiently small. Hence J(v)  = tW(O). This contradicts 
(2.5) if c and t0 are chosen sufficiently, small. Thus K = @ and the proof is finished. 

N 

3. Main est imates  for the min imizer  of  Jl  

This section contains the key estimates of the paper. We show that the minimizers of 
Jt behave just as one would expect from formal asymptotic expansions. As before let 

(3.1) f � 8 9  c 2,--1 2 Jl(v) = J___!~te t vxa, +II/V(vx)+13v 2} d x .  
2 

We are interested in minimizers of .]~ subject to 

(3.2) vx ( •  = 0, v , > 0  o n  

Recall that q : 1~, -+ R denotes the solution of 

(3.3) 

(3.4) 

One verifies easily that 

(3.5) 

--2q II + cr(q) = 0 , 

q(0) = 0, q'(0) = (VV(0)) I/2 . 

lira q(z) = :t=1 
z----+i~ 
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with exponential convergence. For the model energy W(t)  = (t 2 - 1) 2 one has q(t) = 
tanh t. Let 

T h e o r e m  3.1 Assume that W satisfies hypotheses (HI) to (H5 ) of Sect. 1. Then there 
exist constants C > O, co > 0 with the following property. I f  

1 
(3.7) l < co,  e < co I lnll 

and if v is a minimizer of J1 subject to (3.2) then 

c ( ~ ) 2  1 _ C] ln / l~ ,  (3.8) Ivx(x) - 11 + ~[v~(x)l + IVxxx(X)l ~ C12, ,yIxl <_ 

(3.9, v x ( x ) - q ( ! ( ~ - ] x , ) )  <_C12, f o r x C  [ - ~ , ~ ] ,  

(! 
Corollary 3.2 
estimates. 

(3.11) 

(3.12) 

(3.13) 

Under the assumptions of Theorem 3.1 one also has the following 

I Iv - -Xl IL2+I I~- -  IlILz'+-TiI~x~IIL~- ~ C W-'-Z 2 , 

Proof of Theorem 3.1. The proof which is broken up into four steps relies mainly on 
standard techniques, in particular a "t ime-map" estimate (see (3.26)) and a comparison 
principle (see Proposition 3.3). Both arguments only apply in the region where vx is 
sufficiently large (as otherwise (7/(v~) has the wrong sign). A perturbation argument 
near the boundary of [_1 ,  1] is used to compensate for this (see Claim #1 below). In 
the following we assume without further comment  that co is chosen sufficiently small 
and we let ~ x  

V(x)  = / , v({)d~. 
j _ * _  

2 

Claim #1 

W(0) 2, 2 2 ( ~ )  (5 -- e t Vxx 4- ~ C(~ + /2), (3.14) 
N / 

- 2 ' 

x + l  e (3.16) •  > O, if ~ < ~ . 
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Pro@ By (2.15) 

(3.17) 2,-,~2 2 ~ = 0 ,  - -e  t v x z  + W ( v x )  - 2 1 2 V v x  + l e v  2 
! 
2 

Let 5 be the point where v~ attains its maximum, qNen v~cz(N) = O, W(vx(5))  ~ 0 
which by (2.t6) implies the lower bound tbr W(O) - E2/-2v~(~�89 Moreover (2.16) 
and (3.17) yield 

By (2.3), (2.5) 

W(v~) >_ ( W ( O ) -  e2 l -2v~  ( - ~ ) )  - C t  2 . 

(3.18) 

(3.:19) 

Let 

do~ + "i-~t >_ W(vz) ck~ > W(0) - d-2v2  x ~ - Cl 2 . 

This proves (3.14). 
To show (3.15) and (3.16) introduce the rescaled quantities 

Z - - - -  - + X  

C 

The Euler-Lagrange equation (2.13) becomes 

-2p"  + or(p) = f,  (3.21) 

with initial condition 

(3.22) 

Now by (2.16) 

(3.23) 

and by (3.14) 

p(o)=o, p'(O)=~-%,,~ (-~). 

[fl ~ Ct~,  

Comparison with (3.3), (3.4) gives 

Ip(z) - q(z) I + Ip'(z) - q'(z) t < C 1 ~- + ~ , 

for z E [0, t] and (3.15), (3.I6) follow since q(t) > O, q' > c > 0 on [0, 1]. 

Claim #2 
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(i) There exists a constant C1 > 0 with the following property. If  v~ has an interior 
minimum at N then 

Vx(~) >_ 1 - C112 . 

(ii) There exist constants C2, C3 > 0 and points xl ,  x3 E [ - �89  1] such that 

Vx(Xi) > 1 -- C212 , i = 1, 2 ,  

1 + C31 ln/ le  xl _< - ~  7 ' 

x2_> ~ - C3]lnl  . 

Moreover vx is monotone increasing (decreasing) on ( -  1; xl)  (resp. (x2; �89 
(iii) There exists a constant 6'  such that 

(3.24) Vx(X) >_ 1 - C l  2 if Ixl _< ~ - Cl ln / I  . 

Proof. Assertion (iii) follows immediately from (i) and (ii) if one chooses C = 
max(C1, C2, C3). To prove (i) note that vxx~(N) _> 0 as v~ has a minimum at 5. 
From (2.13) and (2.16) one obtains 

cr(vz(~)) >_ 212V > -2 /2  . 

From the behaviour of a we see that either v~(~) > 1 - C12 in which case we are 
done or v~(~) _ C12. Assume the latter. Since v,~(~) = 0 equation (2.15) yields 

W(Vm(~))__  QW(O) 2 , -2  2 ( ~ ) )  - -  e ~ V x x  - -  < CI 2 

and thus 

contradicting (3.14). Thus (i) is proved. 
To prove (ii) it suffices to construct Xl, as x2 can be obtained in an analogous 

1 e fashion. Set (5o = q@) and choose z0 C [ - �89  - g  + T] with vx(xo)  = 5o (cf. (3.15)). Let 
(51 = 1 - Czl 2 with C2 > C1 sufficiently large. Then (cf.(H4)) for sufficiently small l 

or(t) _< - 4 l  2 for t E [60,(51]. 

Let (z0, x l )  be the maximal interval on which 

v~(x) E ((50, (51). 

Then by (2.13) and (2.16) 

I 
(3.25) 2e2l-2Vxxx = cr(vx) -- 212V < ~ o ( v x )  on (x0, Zl)  �9 

I et case. Assume that v~ does not have a local maximum in (x0, zl) .  Then v , ( z l )  = (51. 
Moreover multiplication of (3.25) by vzz  and integration gives 
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1 1 W (C21--2V2x-- ~W(vx))  (x) ~ (e21-2V2x- ~ (vx)) (Xl) 

>_ - ~ W ( v x ) ( x l )  �9 

Using the change of variables (3.18), (3.19) this becomes 

p2z(Z ) > ~(W(p(z)) - W ( 6 1 )  ) . 

Thus 

(3.26) fSi  1 x/2dy Zl -- Zo ~ (W(y) - W ( 6 1 ) )  1/2 " 

The integral is easily estimated (see below) and one has 

(3.27) 

so that 

and 

zl - z o  _< Cln(1 --61) -1 ~ C[ln/I  , 

1 c e e 
x l +  _< v ( Z l - Z 0 ) +  _<C3[lnllv 7 t 

W(y)  - W051) = - fv  ~I 

Vx(Xl) = 61 -~ 1 -- C2I 2 . 

To verify (3.27) choose 6 E (0, 1) such that W "  _> c > 0 on [6, 1]. Since W'(1) = 0 

- W ' ( { )  > c (1 - ~) for { C [6, 1) ,  

C 
W'(~)d~ > ~[(1 - y)2 _ (1 - 61)2] for y E [6, 61]. 

Thus 
jfs~ dy 

(W(y)  - W(61)) 1/2 -~ 

Moreover 

< 

< 

and (3.27) follows. 

-6i [z2 - (1 ~- 61)2]1/a 

d~ 
a 1 ({2 _ 1)1/2 

1/2 1-6 (!)  ccos. ,, 
arccosh 1 - r 

Cln(1 - 61) -1 . 

dy 
_--ffr G C 

2 nd case. Assume that vx has a local maximum in (xo, xl).  We claim that vx(xl)  = 
6o. Indeed either Vx(Xl) = 61 or v~(xi) = 6o by maximality of (xo, xl).  But if v~(xl) = 
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51, V x would also attain an interior minimum _< 51 < 1 - Cl 2 which contradicts (i). 
Thus vx(xl)  = 5o. By the same argument vx can have at most one local maximum in 
(z0, Xl). Assume this was attained at x = z2. Applying the consideration in the first 
case to the intervals (x0, z2) and (x2, Xl) one sees that 

xl - x 0  _< C] ln/]~ . 

Let x3 be a point in [�89 - ~, �89 with vx(x3) = 50, Vxx(X3) < 0 (cf. (3.15), (3.16)). Then 
xl < x3. By (i) indeed xl = x3 since otherwise v~ would have a local minimum __< (5o 
on (xl ,  x3). Thus 

c 
1 - 2 ~  < x t - x 0 _ < C l l n l ] ~ ' '  �9 

This contradicts the choice of  e and l. Thus the 2 nd case cannot occur and (ii) is 
proved. 

1 _ C ]  In  II ~ Claim #3 There exists C > 0 such that for Ixl <_ ~ 

(3.28) Ivy(x) - lj + el -11~x~(x)l + 621-2[Vxxm(X)l ~_ CI2 . 

Proof. From (2.16) and (3.24) one has Ivz(x) - 1] < C12. This implies the estimate 
on vx,~ by the Euler-Lagrange equation (2.13) and (2.16). Finally the estimate on 
vz~ follows by interpolation. Indeed, using the rescaling (3.18), (3.19) one has (for 
t E [a,b];a = C l ln l  l, b = 1 / e -  Cl ln l l )  

t p ( z )  - 11 _< c t  2 , Ipzz(z)l <_ c12 �9 

Thus for z C [a + 1, b] 

pz(z) - pz(Od~ <_ max Ipzzl < C F  , 
--1 [a,b] 

f z p z ( O d ~  ( P ( O -  1)[ z < Cl 2 < 
- -  ~ = z - 1  - -  �9 

- - 1  

A similar estimate holds for z E [a, b -  1]. Thus IPz I <- C on [a, b] and (3.28) follows. 

Claim #4 For all x C [ - �89  �89 

~ v x ~ ( x ) + ( s g n x ) q ' ( ! ( ~ - I x O )  <_Cl 2.  

Proof. We prove the estimates for x E [ - � 89  the other case being analogous. With 
the rescaling (3.18), (3.19) we have to show 

I 'l  [ p ( z ) - q ( z )  I + [ p ' ( z ) - q ' ( z ) l < C l  a f o r z ~  0,2ca " 

Concentrating on the first term for the time being we choose r / >  0 such that ~F(t) >_ c 
for ~ C [1 - 2% 1 + 2r/]. Recall that q given by (3.3), (3.4) is strictly increasing with 
limt~oo q(z) = 1 and define 2 by 
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q ( N ) = l - r ] .  

Improving (3.14) we first show that 

(3.29) [pz(0) - qz(0)l < C12 . 

To this end let N be the point where vx attains its maximum. Then vxx(~) = 0 and, 
by Claim #2(ii), vx(~) > 1 - Cl 2. In view of (2.15) and (2.16) this gives 

If_ I V x x  --  --  W ( O ) I  < C l  2 

and hence (3.29). Now compare (3.3), (3.4) with (3.21), (3.22). Taking into account 
(3.23) and (3.29), we deduce that 

(3.30) I P ( Z )  - q(z)l < CI 2 , for z E [0,2]. 

Let C ~ be large enough and let z~ = C '  I lnl  I. Then by (Claim #3) and exponential 
convergence of q(z) as z --~ oc 

(3.31) Ip(z) - q(z)l < CI 2 

In addition we claim that 

for z E Zl, 

p(z)  E [1 - 2~7; 1 + 2r]], q(z) E [1 - 2r]; 1 + 2~], if z C [Z; Z1] �9 

For q(z) this follows from monotonicity. Regarding p(z)  note that by (3.30), p(2) _> 
1 - 2~]. By (3.31) and Claim #2(i), thus p(z)  _> 1 - 2~? on [2, zl]. The upper bound 
p(z)  _< 1 +2r] follows from (2.16). 

As cr'(t) > c for t E [1 - 2 %  1 +2~7] and I p ( z ) -  q(z)l _< Cl 2 for z E {2, zl} a 
standard comparison argument (see Proposition 3.3 below) in connection with (3.23) 
gives Ip(z) - q(z)] < Cl 2 on [2, Zl]. 

Summarizing we have 

Ip(z) - q(z)l ~< Cl 2 on 0, ~ . 

Now (3.3), (3.21) and (3.23) yield 

and hence 

Ip"(z) - q"(z) I < Cl 2 on 0, 

I d ( z )  - q ' ( z ) l  c l  2 on 0, 

by interpolation (cf. the proof of  Claim #3). 

Proof  of  the Theorem. This follows from Claims #3 and #4. [] 

Proposi t ion 3.3 Let cr : ]R -+ • be a C 1 function with 0 < c~ <_ or' <_ fl, let [a, b] C R, 
let f E L~ b) and let y, Yo be solutions of  
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with 

Then 

- y "  + a(y)  = f ,  
I! 

-Yo + cr(yo) = 0 ,  

I(y- Yo)(a)l <- ~ , I(Y- Yo)(b)l < ~ . 

I ly -  y0ll~ ~ ~ l l f l l~  + ~ .  

Proof. This follows from the maximum principle. Indeed, let y+ = yo + ~ Ilfll~ + ~. 
Then y+(x) _> y(x) if x E {a, b}. Since ~ '  _> c~ moreover a(y+) > a(Y0) + II/11~. 
Thus 

-Y+' + a(Y+) >- -Y~)' + a(Y0) + Ilfll~ >- - y  + ~(y) 

and hence y+ > y on [a, b] by the maximum principle. The lower bound is shown 
analogously. 

I 

Proof of Corollary 3.2. Since f_~• - x) dx = 0 (cf. (2.14)) one has Ilv - XllL2 < 
2 

Ilvx - lllL2 . To estimate HVx - lllL2 we first apply (3.9). It then suffices to show that 

1 2 

/__2 I - q ( ~ ( ~ - ] X l ) )  d x < C  e-. 
�89 - 1 

After splitting the integral into two parts this is easily verified by use of the substi- 
l 1 tutions z = ~(~ T x) for i x  > 0 and the exponential convergence of q. The estimate 

for IlVzxllL2 is proved similarly using (3.10). Inequality (3.12) follows from (3.11) 
since, by (2.16), 0 < vz < 2, so that o-(Vx) < Clvx - 1 I. Finally (3.11) implies that 

1 

L ( ) v2 dx >_ 1 - C  e 1~ -i + 12 
2 

By Claim #2(iii) in the proof of Theorem 3.1 

Thus by (2.8) 

1 

// 2 2 - - 1  2 
1 (e l vx~: + IW(vx))  >_ 4e l l (m)  >_ 4e [H(1) - C(1 - m)  2] 

- - ~  

= cA0(1 - CI2), 

since H ' (1 )  = W1/2(1) = 0. Thus E(1) = dz(v) > cA0 + 113 - C Q  + 12)/3 and (3.13) 
follows from (2.5). [~ 

4. Stability, uniqueness and eigenvalues 

In this section we derive a lower bound for the first eigenvalue of the linearized 
Euler-Lagrange operator associated with the functional 
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1 

J l ( V )  2, 1 2 13V 2 = e ~ v x ~  + l W ( v ~ )  + d x  . 

The bound is then used to establish uniqueness of minimizers. In the following section 
it will be employed to study the dependence of minimizers on I. Let 

{ ( ~ )  -be } (4.1) X = v c H 2 - ; : V x ( ~ )  = 0 , 

recall the definition of q from (3.3), (3.4) and define 

(4.2) q l ( x ) = q ( ! ( ~ - l x l )  ) . 

Lemma 4.1 There exist positive constants" co, Ao with the following property. I f  e/ l  < 
co then 

1 

+a(qz )~x)dx_>A0 qD x dx , for  all ~ E X . 
1 
2 2 

We first indicate some consequences of the lemma postponing its proof until the end 
of this section. 

Theorem 4.2 There exist positive constants co, el, c2 with the following properties. I f  

l 
l<_co,  c_< col lnl  I 

then one has 
(i) J1 has a unique minimizer vz in X and v z ( - x )  = -vz(x) .  
(ii) I f  v E X is a weak solution of  the Euler-Lagrange equations, i.e. 

(4.3) 2e21-2v~x~z  + a(v~)~x + 212v~ = 0 ,  for  all ~ E X ,  
• 
2 

if 

(4.4) sup Iv~ - qll < el 

and if vl is a minimizer o f  Jl in X then v = vz. 
(iii) For all ~ E X one has 

1 

f 7 (2e2l_ 2 2 + 6rl(Vlx)~92 212g)2)dx ! )gxx + 
2 (/_ :1 ; )  

(4.5) > e2 e21-2 1 ~2~ dx + A0 gfidx + 12 ~gidx , 
�89 k 

where Ao is the constant in Lemma 4.1 . 

Proof. First note that (ii) implies (i). Indeed, if v is a minimizer of J1, then v satisfies 
(4.3) and, by Theorem 3.1, also (4.4) for a suitable choice of co and cl. Thus (ii) 
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implies uniqueness of minimizers. Moreover the minimizer has to be antisymmetric 
since J(vz) = Jl(0z) where 01(x) = -vz ( -x ) .  

To prove (ii) let ~ = vz - v. Using Taylor expansion around v one finds 

1 

E } (Jl(vl) -- Jl(v)) = 2r + o'(Vx)g)z + 212v99 
2 

1 

f 2  (~2/ -2  2 + J_• g)xx +/2g)2) dx 
2 

i I j0 + (1 - s)cr'(v, + s ~ ) ~  2 ds dx . 
�89 

The first integral vanishes since v solves the Euler-Lagrange equations. Moreover 
(3.9) and (4.4) imply that ~rt(v~ + s ~ )  > cF(qt) - )~0/4 if cl is chosen sufficiently 
small. Thus by Lemma 4.1 

1 
o >_ 7 ( & ( v O  - Jt(v))  

f ~ l  I 1 ,  ) 2,--2 2 -~0. 2 dx e t ~xx  + ~(cr (ql) -- ~-)~gx +/2)  92 

J_�89189 r A0 2+/2g)2)  dx >- + 

Hence ~ - 0 and (ii) follows. Finally (iii) is an easy consequence of (3.9) and 
Lemma 4.1. 

Proof of Lemma 4.1. Let L = !,. With the rescaling 0(x)  = ~ ( ~ x  - �89 we have to 

show that Ac >_ A0 > 0 for L _> %1 where 

{i0 } AL := inf 2 r  2 + cr'(q)r : r �9 H~(0, L), ]1r = 1 . 

Extending r by zero one sees that AL is decreasing in L. It thus suffices to show that 

A ~ > 0 .  

Note that q(z) ---+ 1 exponentially as z ---+ oc. If  ),oo >_ or'(1) there is nothing to show. 
Assume ) ~  < ~7'(1). Then the infimum is attained as for a minimizing sequence "no 
mass can escape to infinity" (see e.g. Agmon [Ag 82]). It thus suffices to show 

(4.6) f0 ~ 2r + (r '(q)r > 0 if r e H~(0, oc), r  = 0, r ~ 0 .  

Dropping the condition 0(0) = 0 we define 

{i0 } # ~  := inf 2 r  2 -t- O-t(q)r 2 : r C H I ( 0 ,  o0),  l lr  2 = I . 
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I claim that/zoo = 0. The choice ~0 = q. in connection with (3.3) shows that/zoo < 
0 < o-I(1). Thus the infimum is attained and #o~ is the lowest eigenvalue of 

-2"4'xx + cr'(q)~b = #ga. 

The corresponding eigenspace is one-dimensional and the eigenfunction does not 
change sign (see [RS 78], Theorem XIII.44 for a very general result in this direction; 
for the case at hand it suffices to note that with ~ also I~1 is minimizing so that by 
regularity ~(z0)  = 0 implies ~x(x0) = 0 and hence ~ = 0 by uniqueness for ode's). 
By L 2- orthogonality all the other eigenfunctions must change sign. Now qx > 0 
on (0, ec) and q, is an eigenfunction for # = 0. Hence # ~  = 0 and the infimum is 
attained for r = :kqx/l[q~llL2. As q~(0) r 0 uniqueness of ~b implies (4.6). [] 

5. Estimates of E'(1) via the implicit function theorem 

d v is the We show that the minimizers vz of Jl depend differentiably on I and that a7 z 
unique solution of a problem involving the linearized Euler-Lagrange operator. We 

a v which is used to estimate E"(1) (recall subsequently obtain an approximation for N z 

the definition of E a n d / )  from (2.3), (2.4)). The main result is 

Theorem 5.1 Let E(1), F,(1) be given by (2.3), (2.4). There exist positive constants 
co, C with the following property. If 

(5.1) 

then 

(5.2) 

(5.3) 

(5.4) 

l 
I<_CO, e<_cOllnl], 

E(l) -- E(1), 

[~t(~)_ [21 ~ C ~--'b~2 ~2 , 

(5.5) 

We first show that the minimizer vz (which is unique by Theorem 4.2) depends 
differentiably on I. As before let X be the Hilbert space 

1 O} L 2 

equipped with I1" fix = Jr 11~2 and let X '  be its dual, i.e. the completion of L2(- �89  �89 
under the norm 

{Z l } ][fl lx '  = i n f  f~p: ~ E X, [[~r = 1 . 

Let e be sufficiently small and let 
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(5.7) U =  /�9 ~ > C O 1 C  

where co is chosen so small that the conclusions of  Theorems 3.1 and 4.2 apply. Let 
vz be the (unique) minimizer of J1 in X and let Ll : X ~ X t denote the linearized 
(around vz) Euler-Lagrange operator, i.e. for all w, ~ �9 X let 

1 

/~l (2~21-2Wxx~zx (5.8) (Llw,  P } x ' , x  = + (r~(vz~)wx~x + 212w~)d x , 
2 

and let finally ft �9 X ~ be given by 

l 

J: (5.9) (fz, ~ } x ' , x  = ( - 4 e 2 1 - 3 v t z z ~  + 41vt~)dx.  
2 

Theorem 5.2 The map ~ : U ~ X given by ~(1) = vl satisfies ~ �9 CI(U; X )  and 
the derivative 

d 
wl = ~ v l  �9 X 

is given as the unique solution of  the equation 

(5.10) Llwl + fl = 0 .  

The proof of  the theorem will follow from the implicit function theorem which for 
our purposes may be stated as follows (see e.g. [MH 83], [Ze 86]). 

Implici t  function theorem Let X ,  Y be Banach spaces, let U C IR be open and let 
A : U • X ~ Y be a C 1 map. Let (lo,v0) E U • X be such that 

A(lo, vo) = 0 .  

O A  and assume that the linear operator L0 = -O-Vv ](Zo,vo) " X ~ Y is bounded and invertible 

with bounded inverse. Then there exists a neighbourhood Uo of  lo and a C t map 
r : Uo ~ X such that r = vo, 

A(1, r = O for  1 �9 Uo 

d and such that w = -~ I Z=lo is the unique solution of  

OA 
Low + --~-, I(lo,~o) = O. 

d r  

Proof  o f  Theorem 5.2.  Let X,  U as in (5.6), (5.7), let Y = X t and let A : U x X ~ X ~ 
be the Euler-Lagrange operator, i.e. for all ~ E X 

1 

(A(1, v), ~ ) x ' , x  = (2e21-2V2xx~xx + ( r ( v , ) ~  + 212v~)dx . 
2 

One easily verifies that A c c t ( u  x X ,  Y )  - it suffices to note that the map v 
~r(vx) is a C 1 map from C 1 (and hence H 2) to C ~ (see e.g. [MH 83], Chapter 3, 
Theorem 1.13). Moreover for the minimizer vz 
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A(I,  v~) = 0 ,  

OA OA 
Ov I(l,.z) = Ll , O~-](z'~) = f l -  

The quadratic form p ~ <Ll~, p} is bounded from above and by (4.5) one also has 
the lower bound 

In view of the Lax-Milgram theorem Ll : X ---+ X / is invertible with bounded inverse. 
Let lo E U. By the implicit function theorem there is a neighbourhood Uo of lo and 
a C 1 function r : Uo ---+ X such that r = Vo and 

Atl ,  r = 0 .  

Let 0z = r It only remains to show that 0l = vl, i.e. that the ~z are actually 
minimizers of Jl. By the Sobolev embedding theorem 

sup ]Oz~ - Vto~l <- CllOz - VZoHX -~ 0 as 1 -+ lo , 

and by direct inspection of (4.2) 

sup Iqz - qzo] -+ 0 as l ~ l o .  

Combining this with (3.9) (applied to 1 = lo) one finds that 

sup [Oz~ - qz] < ca , 

if [1 - / o [  is sufficiently small. Hence 0z = vz by Theorem 4.2(ii) and the theorem is 
proved. 

In order to compute E ' ( l )  we need to compute a sufficiently good approximation of 
a v Formal differentiation of (3.9) suggests that W I = ' ~  I. 

c 1 sgnx 

To avoid the nondifferentiability of  the sgn function we choose r E C2([ - �89  �89 with 
1 r  = - r  for all x C [ - �89  �89 r189 = �89 and r  = r  = 0 if Ix] > ~. 

From now on we will write w, v and f instead of wt, vl and fz (see (5.9)) and we 
let 

wO(x)  = 1-1 (X -- r  -- (1  - -  @t(~))Vx(~)d~ , (5.11) 

so that 

(5.12) 

(5 .13)  

w ~  = l - l ( x  - t ( x ) ) v x x  , 

W ~ = l - i t (1  - r  + (x - 0 ( x ) ) v x ~ ]  . 

L e m m a  5.3 Assume that (5.1) holds with sufficiently small co and let w be the solution 
of (5 .10) .  Then 

(5 .14)  d - a  II(w - w~ + II(w --  w~ + Itw - WOI[L2 _< e l .  
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Proof. Let 

ff ff: W ~  = w~ ; V ( x )  = v(~)d~. 
1 
2 2 

Note that W~189 = W~189  = 0 since w ~ is antisymmetric by Theorem 4.2(i). 
Moreover 

( 5 . 1 5 )  I w O I  ~_ C l  "1  . 

The definition of w ~ and integration by parts yield 

f�89 ,2e2/-Zw0 c / ( v x ) w ~  T := j_~[ = x ~ x x  + 
2 

1 

f 2 !  {2r -- t v = ~ ) xx~Px~c + 2 j / - 3 ( x  -- ~(x))Vxxxqoxa: 

2 

+ t - l ( o c  - V/,(x))W(v~)~}dx 

= 1 {2e2l-3(1 - r  - 2e2l-3(1 - j ' ) V ~ x ~ x  

2 

- 2e2/-3(x - ~ ( x ) ) v ~ : ~ x ~  + l - l ( x  -- r  

The Euler-Lagrange equation for v (differentiate (2.13)) and integration by parts in 
the second term give 

1 

T: f ~ l  {4(2/-3(I--~')Vmmgxx - 2621-3/ytVxx~x 
~ •  

2 

+ 21(x - ~ ( x ) ) v ~ } d x .  

Hence by (5.8), (5.9) (dropping the subscript I) 

1 s (Lwo + f ,  ~)  = 9qo~ , 
2 

where 

2-- ,3 / 9 = (4~ l r v = ) x  - 2 ~ 2 z - 3 ~ / / % x  + 2 ; ( x  - r  - 2 z 2 w  ~ - 4 w  

= 4~2I-3~'%zz~ + 2c2/-2~)ttvz z + 21(x - ~ ( x ) ) v  - 212W 0 - 4 l V  . 

Since ( L w  + f ,  ~} = 0 by Theorem 5.2 

1 

<L(w - w~ ~} = - f_~• g~m . 
2 

1 and therefore by (2.13), (2.16), (3.9), (3.10) and (5.15) Now ~,'(x) = 0 for ix I > 

191 -< c 1 .  

Choosing ~ = (w - w0) and applying Theorem 4.2(iii) it follows that 
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( 2 1 - - 2 l l ( W  W 2 2 - -  O)xxNL 2 q-]I(W - -  WO)xl]L 2 ~ C l l l ( w  - Wo)xHL  2 

_< 211(w - w 0 ) x l l ~  + C1 a . 

This gives the estimates for (w - w0),~ and (w - wo)~. Finally choosing p = const 
one finds that w - w0 has average zero on ( - �89  �89 Hence 

[Iw - W0]IL2 _< C]l(w - W0)x]IL2 

and the proof is finished. []  

Proof of  Theorem 5.1. Identity (5.2) follows from Theorem 4.2(i) while the estimate 
(5.3) is contained in Corollary 3.2. To prove the remaining inequalities let 

d 
W l =. ~ V l  �9 

Then 
d O 

E '  (l) = -~ Jl(vz) = (-~ &)(vO + (6&)(vOwl 

= fll (- 21-2 2xx + w(v x) + 312  ) dx, 
2 

as (SJl vanishes since vl is minimizing. Moreover 

1 

f 7  [2(2/_3v 2 E"(1) = i • V lx,~ + 61v2) dz  
2 

1 

(5.16) + f_2! (--2e21-2Vlxxwlxz + ~(VZcc)Wlx + 612vlwl)dx. 
2 

In the sequel we write v and w instead of  vl and wl. To estimate E~(1) observe that 
1 

f2_ l  X2 1 so that by (3.11) 
2 

71 (5.17) 312 v2dx - l 2 < C12 (~ + 12) . 

2 

Let qz(x) z 1 = q(7(g - Ix l ) ) .  Since -cZl -2 (@2 + W(qz) = 0 for x r 0 (see (2.9)) one has 
in view of  (3.9), (3.10), Taylor expansion around ql and (3.11), (3.12) 

1 1 

2 - - 2  2 ( - e  1 % ~ + W ( v x ) )  <_ Cl 2 d - l l v x x l + l c r ( v x ) l d x + C l  4 
2 2 

< C l 2 ( ~ + l  2). 

In conjunction with (5.17) this gives (5.4). 
To estimate E"( l )  let w 1 = w - w ~ where w ~ is given by (5.11). Then 

I 1 E " ( l )  = T~ + T2 + T3 + T4 + ~ , 
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where 
1 

2 

612vw~ T2= 1 
2 

1 

2 

1 

T4 = 6 lv2dx  - 11.  
2 

2 

(--2e21-2Vxxwlmx + (7(Vx)W 1 + 612vwl)dx ,  

(2e2l 3v2 x - 2 e 2 1 - 2 v ~ w ~  + o ( v x ) w  ~ dx ,  

In view of Lemma 5.3, (2.16), (3.11) and (3.12) one has 

+12 l .  

Taking into account that V ( x )  and x -  ~(x)  vanish at x = :~i (see (2.14)) integration 
by parts and (3.11) and (5.12) yield 

1 

2 

1 

= f f f ! 6 1 V ( x - ~ ( x ) ) v x , ~ d z  
2 
1 

f f f i  1)dx = 61(v(x - r  + V(1 - r  - 
2 

+/2 I .  

Using (2.13), (5.12) and (5.13) the term T3 is estimated as follows 

1 / 2 2 --3 2 2e2[-2VxxWO x + a ( v x ) w  O) dx  T3= ~(2el  v x x -  
2 

1 / 2 2 - - 3  / 2 
= 1 (2e l ~ V~x -- 2 e a l - 3 v ~ ( x  -- ~ ( x ) ) v ~  + l - lo - (v~) (x  -- ~ ( x ) )V~x )dx  

2 

? 2 - - 3  / 2 = 2e I ~ v~x dx  + 2 1 V ( x -  ~ ( x ) ) v ~x  d x .  
! 

2 2 

The second term was already estimated in (5.18). As regards the first term, (3.10) 
implies that I~'%x12 _< 16e-2 since ~ ' ( x )  vanishes if Ixl > a.1 Hence the first term is 
bounded by C l  3 and thus 

IZNI ~ C ( ~  + 12)l. 

Finally by (5.17) 
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IT4[ <_ C(~ + 12)l , 

and the estimate (5.5) follows. The theorem is proved. 

S. Mfiller 

[] 

6. Periodic boundary conditions 

Proof of Theorem 1.1. As outlined in the introduction the theorem would follow from 
an easy convexity argument if we knew E"(1) > 0 for all I E (0, 1). This is, however, 
not true and we need a separate argument to rule out exceptionally large or small 
values of 1 (see proof of  Claim #3 below). Before we address that issue we first show 
that estimates for minimizers of  Jz lead to an upper bound for the minimum of Il by 
a straight forward (anti-)periodic extension (see Claims #1 and #2 below). Finally we 
address the uniqueness question for minimizers of Iz (see Claim #4). 

Recall that 

where/)(1)  is given by (2.4). 

Claim #1 Let 

(6.1) E~ =min f 2 N E  ( 2 ~ )  " N E N }  . 

Then E1 = E0. 

Proof. Note that E1 _< E0 and that the minimum in (6.1) is attained. Indeed if N > s 
- -  s 

then (2.6) implies that the right hand side of  (6.1) is larger than c > 0 (independent 
of  e) while the choice N ~ e-1/3 in conjunction with (2.5) gives E1 _< Cc 2/3. Let No 
be a value where the minimum in (6.1) is attained. By the above argument No < s 

so that (2.6), (2.7) give Eo > c(Noe + No2). In view of the upper bound one obtains 

ce -1/3 <_ No <_ Ce -1/3 . 

Hence Theorem 5.1 applies with l = (2N0) -1. The claim follows from (5.2). 

Claim #2 min{I(u)  : u c H 2} < Eo �9 

Proof. Let No be as above and let lo = (2N0) -1 ~ c U3. Let v0 be the correspond- 
ing minimizer of Jlo (see (1.15)). By Theorem 4.2, v0 is antisymmetric. Extend v0 
antiperiodically to the whole line and let 

Then one has 

u(x) = lovo(1 o ix) 

u x+ = u ( x + l o ) = - u ( x ) ,  

and, using the antisymmetry of vo, 

1 

e uxz + W(ux) + u 2 = 2NoE 
gO 

(6.2) = E o .  
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The claim is proved. For future reference note that by the antisymmetry of v0 

(6.3) 

(6.4) 
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Thus (by periodicity) 

2N 2N 

(6.8) I (u )  = Z Fi >_ E max(E( /0 ,  ce).  
i=1 i=1 

~ /  ~ C ~ .  

Claim #3 min{I(u)  : u E H 2} > Eo. 

Proof. Let 
Eo = min{ l -aE(1 )  : I E (0, 1)}.  

As in the proof of  Claim #1 we see that/~0 ~ e 2/3 and that a minimizing lo satisfies 
lo ~ el/3. Let 

f ( l )  = l - a E ( 1 ) .  

It follows from (5.3) to (5.5) that 

1 
(6.5) fl '(1) >>_ -(~ if ce a/3 < 1 < Ce  1/3. 

Thus lo is unique and moreover 

(6.6) E 0 - / ) 0 _ < C m i n  1 0 - ~  " N E N  _<Ce 4/3.  

Let u be a minimizer of I in H~. Then u is C 4 and solves the Euler-Lagrange equation 

2eZuxxxx - ~ (ux)x  + 2u = 0 .  

Thus the set {x E [0, 1] : u x ( x )  = 0} consists of a finite number of points. Otherwise 
it would have an accumulation point a at which all derivatives of  order _< 4 vanish. 
The equation would imply u --_-- 0 and u would not be minimizing. Let 0 < :ca < 
�9 .. < XZN < 1 denote those zeros of ux where ux changes sign (we may assume 
u~(0) r 0 by translation invariance). The number of those zeros has to be even as 
ux(0) = ux(1) by periodicity. Let 

li = X i + l  - -  x i  

where formally xe~+a = 1 + :ca. By definition of E(1) one has (using the symmetry of 
W)  

f 
X i + l  

(5.7) Fi := (c2u~x + W ( u ~ )  + uZ)dx > E( lO �9 
,.' X i 

Moreover by Proposition 6.1 below 
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I f  we knew already that (5.1) holds for all li then we would be finished by convexity 
of  E (see (6.9) below). Now we may always assume lo _< co, in view of (2.7) and 
the estimate I(u) <_ Eo <_ Ce 2/3. Similarly, by (2.6), 2 N  _< Cc-U3. Let 

{ l_, } I 1 =  i :  iln/i] >c0~lg, l < i < 2 N  , 

Iz = i : ~ < C o l e ,  l < i < 2 N  , 

where co is chosen sufficiently small for Theorems 3.1, 4.2 and 5.1 to hold, 
To show tha t /2  = ~, we argue by contradiction. Assume tha t /2  7 t D and let 

By (2.6) 

m = #I2 ; d = Z li . 
i c I 2  

],i 
E ( l d  _> c ~  for i ~ / 2  �9 

z > Cole. Using in addition the convexity of  z ~--~ z / l ln  z I By (5,5), E"(1) > 0 if ~ _ 

for z E (0, 1) and Proposition 6.1 one finds 

I(u) >_ Z E(IO + Z ~(E(lO +co) 
i E I  1 i E I  2 

>_ (2N - m)E ~ + cra lln(d/m) 1 + cem 

d 
> (1 - d)~?0 + C ll n dl + r ln m-/+  c ~ .  

As m < 2 N  < Ce -1/3 it follows that 

E 0 - / ? o  > [lnd[ + [lneI 

As/~0 ~ c 2/3 the first term on the right hand side is positive for sufficiently small 
e if d > e and is thus always larger than - / ) 0 e  >_ - C o  5/3. The term on the left is 
bounded by Ce 4/3 (see (6.6)). Thus 

m < Ce ~/3 

and hence m = 0 and Iz = (~ for sufficiently small e. Thus #I1 = 2 N  and by (5.5) 

i E I  1 

Claim #3 is proved. 

Claim #4 Any minimizer of  I ~ in H# z is periodic with period 2(6Ao)l/3e 1/3 +G(ea/3) .  
Moreover for given e > 0 there are at most two distinct minimizers (up to translation). 
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Proof. As above let u be a minimizer and let 0 < xl < . . .  X2N < 1 be the points 
where ux changes sign. In view of (6.7), (6.9) and Claims #2 and #3 one has 

2N 2N ( 1 )  
(6.10) Eo > I(u) > Z F~ > Z E(IO > 2 N E  ~ >_ Eo . 

i=l i=l 

By the strict convexity of E in the interesting range and (6.7) one deduces that 
li = l =  1 / (2N)  for i = 1 , . . . , 2 N  and 

In view of the rescaling v(x) ,-1 ,, x~+~i+l - = ~i u i ~ i x + ~ )  Theorem 4.2 shows that ul[z~,xi+~l is 
uniquely determined (up to sign) and that u is antiperiodic with period 1/N.  Moreover 
for given N (satisfying (6.11)) u is uniquely determined up to translation and change 
of sign. Now the latter is equivalent to a translation by 1/(2N).  As (6.11) can at most 
have two solutions in view of (6.5), there can be at most two distinct minimizers (up 
to translation). 

To estimate the period 1IN  observe that the value l0 which minimizes f(1) = 
l-- 1E( l )  satisfies 

0 = f'(lo) = lolE'(lo) - lo2E(lo) 

1 s  = gl0  - l~ 0 + ~ ( e ) ,  

where we used (5.3), (5.4) and the fact that l0 ,-o ~1/3. By (6.5) 

(6.12) l0 = (6AoQ 1/3 + ~ ( c ) .  

Now again in view (6.5), N = [2@o] (the largest integer _< 2@o)' or N = [2@0 ] + 1. Thus 

__1 = 2/0 -I- ~ ( e  2/3) ---- 2(6A0e) t/3 + (~(e 2/3) . 
N 

The claim is proved. 
To prove Theorem 1.1 note that by (5.3), (6.6) and (6.12) 

Eo = f(lo) + ~ ( ~ 4 / 3 )  = ~(6AoQ2/3 + ~ @ 4 / 3 )  . 

The theorem now follows from Claims #2 to #4 and (6.3), (6.4). 

Uniqueness as a generic property. As before let f(c,  l) = l - lE (e ,  l). It suffices to 
show that 

0 2 
(6.13) OeOif(e, l) < 0 

in the relevant range for e and 1. This will imply that for each N there is at most one 
e such that 

0 = f(e,  N ) -  f e , ~  al/(N+l)~[(e,  1)dl. 
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Thus there is at most a countable number of  values of  c where the minimizer  of  I ~ 
is not unique (up to tanslations). 

To show (6.13) one needs to estimate OE/Oe and 02E/OeOt. This can be done 
analogously to the estimates for 02E/Ol 2, the details are left to the courageous reader. 

Propos i t ion  6.1 There exist positive constants co, cl with the following properties. I f  
c < co, i fu is a minimizer o f I  ~ in I-1~ and gfu~(xl) = uz(x2) = O, 4-ux >_ 0 on [xl ,  x2] 
then 

~ x: e2u2m + W(ux)  + u2dx >_ C1 ~ . 
1 

Proof. In view of  (2.6) the estimate is obvious if  X2 --  Xl __> e. Thus we only have 
to deal with extremly sho1~ intervals. We will  show that it is always favourable to 
remove these alltogether. We first need some preparations. 

Assume for convenience ux _> 0 on [xl ,  x2]. Let 

I a:2 2 9 
1)7 = (e "U~. x + W ( u x )  + u 2 ) d x  �9 

a x  1 

Let ci be a small constant (to be fixed later) and assume for a contradiction that 

E ~ C t ~ .  

By Modica ' s  energy estimate (see (2.8)) 

ux <_ CH(ux)  < e - i c E  < CCl �9 

Choose c I so small that 
1 

C c l  ~ 2 " 

Then W(uz)  >_ W(�89 and hence 

l := x2 - xl <_ C E  < Ce .  

We next consider competing functions where the interval Ix1, x2] is "removed".  
By translation we may assume Xl > 0, x2 < 1. Let  

s 
r / :=  uzdx , 

1 

and define w : [0, 1 - l] --~ IR by 

= f u z ( x ) + r ? ( 1 - 1 )  - 1 ,  i f x < x l ,  
(6.14) W(X )  [ u ~ ( x + l ) + ~ ( 1 - O  -1 , i f x > x l .  

Note that w is continuous at x = x l ,  that w ( l  - l) - w(0) = u~(1) - u~(0) = 0 and 

1 
l~l < ~z <_ c E .  

For x E [0, 1 - 1] let 
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/o ~(x)  = u(0) + w(~)d~ .  

Then fix = w and by defini t ion of  r/, fi(1 - l) = u(1) = u(0) = fi(0). M o r e o v e r  

I (x) - u(x)[ <_ 7(1 -- l ) - l x  _< r/ , i f x  _< Xl , 

I C z ( x ) - u ( x + l ) l < < _ r l ( 1 - 1 ) - t ( 1 - l - x )  -<~7, i f x  > x l  �9 

Taking into account  o-(t) < CW1/2( t )  i f  ttl _< 2 one has 

f0 -1 2^2 e Uxx + W(ux) + ~2dx 

foXl e Uxx + W(ux)+u2dX + fx 1 2 2 ~2U2xx + W(ux) + uZdx 
2 

+2rl fol lUldx+r12 + ~o12]o(Ux)[(l~dX+C ( 1 - ~  ) 2 

< I(u)  - E + Crl(I(u)) 1/2 + CT] 2 < I(u)  -- E_ 
2 '  

since I (u)  <_ Ce 2/3 ~ 1 and V <_ C E .  
Final ly  let 

g (x )  = (1 - l ) - l f i ( (1  - l ) x ) .  

Then  g E H 2 and 

f0 
1-1 

I (~ )  = (c2(1 -- 1)r + (1 -- l ) - t w ( ~ z )  + (1 - l) 3~22)dx 

f0 
1-I 

< (1 + C1) 2 ̂ 2 _ C U x x  + W ( u x )  + u2dx 

E 
<_ I (u)  + C l l ( u )  - - -  

2 
1 

< I ( u ) +  E ( C I ( u )  - ~)  < I ( u ) .  

This is the desired contradiction.  []  

7. Dirichlet boundary conditions 

We prove  Corol lary  1.2 by reduct ion to the periodic  case. First consider  the fo l lowing  
situation. Let  u E H2(0, l ) N  H~(0, 1). Extend u ant isymmetr ica l ly  to (0,2) ,  i.e. 
u(2 - x)  = - u ( x )  for x E (0, 1). Then  u(0) = u(2) = 0, ux(0)  = ux(2).  Def ine  

1 
u#(z) = ~ u ( 2 z )  , 

I~(v) 4 2 = Vxx+ W(vx)+v2dx. 
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Then u# E H 2 and 

~0 
1 

[e(u) = ~2u2 x + W ( u x )  + u2dx 

'fo 2 = -  2 2 + W ( u x ) + u 2 d x  2 c Uxx 

= ~  ~ t # , ' ~ + W ( ( u # ) ~ ) + 4 u  2 2 d x  

= 

L e m m a  7.1 For sufficiently small e one has 

min  I~(u) = m i n  I~(v). 

Moreover ~ is a minimizer of  I ~ in H 2 (7 H 1 if and only if ~# is a minimizer o f  I[t. 

Pro@ From the above I~(u#) = I~(u)  and u# E H# 2 if u E H 2 ?7 Ho ~. Thus 

m i n I ~ _ <  rain I ~. 
H i o, 

To show the converse inequali ty let w be a min imizer  of I~. By Theorem 1.1(iii) we 

may  assume that w(0) = w(�89 = 0 and w(�89 - x)  = - w ( � 8 9  + x). Define u "  (0, 1) ~ 

by u(x)  = 2w(�89 Then  u E H 2 (7 H01 and u# = w. Thus 

min  I c _ < m i n l ~ ,  
H271H 1 H 2 

and the l emma is proved. [] 

Proof o f  Corollary 1.2. Let u be a min imizer  of [ subject to u(0) = u(1) = 0. Let u# be 
= c 1 ( � 8 8  the corresponding min imizer  of 1~ , let e# ~ and A# = 2 f _  w ) l / Z ( z ) d z  = Ao/2.  

By Theorem 1.1, u# is periodic with period P# = 2(6A#c#)1/3 + ~ ( e  2/3) = (6A0e)l/3 + 
~(c2/3) .  Thus u is the restriction of a periodic funct ion with period 2P#. This proves 
(i). 

If  u and v are minimizers  of  I in H2(0,  1) D HI(O , 1) and if neither u _= v nor  
u - - v  then u# and v# cannot  just  differ by a translation. Indeed, us ing Theorem 4.2 
one easily sees that minimizers  of  I# conta in  exactly one zero in each half-period. 
Thus the condi t ion u#(�89 = v#(�89 = 0 implies that if u# and v# differ by a translat ion 
the translat ion must  be mult iple  of a half-period. In this case u# _= •  and hence 
u - •  a contradiction. Now (ii) easily follows. []  
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