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Visible codes 

By 

HAROLD N. WARD 

Introduction. Generalized Reed-Muller codes are extended cyclic codes, and their 
minimum weights can be obtained from the BCH bound [5]. However, their ambient 
spaces have bases with the property that the minimum weight of any of the codes is the 
smallest weight among the words of the subset spanning it. That is, the minimum weight 
is visible in the members of the spanning set; moreover, this property holds for any code 
spanned by a subset of such a "visible" basis. 

The ambient space involved is a tensor product, and this paper shows that visible bases 
may be formed in these spaces from visible bases for the factors. Another example of such 
a space is the group algebra of a p-group over a field of characteristic p; the visible basis 
leads to a formula for the minimum weights of powers of the radical. The numerical 
ingredients are certain invariants described by Jennings [4], and the result extends an old 
one of Berman [2]. Other connections between code properties and the work of Jennings 
have recently been discussed by Landrock and Manz [6] in their unification of various 
realizations of classical codes as ideals in group algebras. Indeed, the present paper was 
inspired by a visit at Aarhus University to Peter Landrock, whom I wish to thank for his 
hospitality. 

1. Visible sets and codes. The framework used here for linear codes over a finite field 
F consists of an ambient F-vector space A along with a finite set L of linear functionals 
on A, the coding functionals. For example, when A = F", the space of n-tuples or words 
of length n, the coding functionals are the coordinate functions. A code is a subspace of 
A, and a code member c is encoded as the word of length I L I (the length of the code) whose 
components are the values 2 (c) in some order, as ,l runs through L. The weight w (c) is 
the number of functionals that are not 0 on c. One tacitly assumes that L satisfies the 
coding axiom [1]: the encoding map is one-to-one. That is, L must span the dual space 
of A. As with F", coding functionals are frequently the coordinate functions for some 
standard basis. Thus when A is the group algebra FG of a finite group, the group G itself 
serves as the standard basis. 

A set V in the ambient space A is called visible if the minimum weight of the code 
spanned by each nonempty subset of V is the smallest weight among the members of 
the subset. Alternatively, the weight of a nonzero linear combination of members of V 
must be at least the weight of one of its terms. The standard basis of F" and its set of 
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differences are visible; so is the set of generators of Reed-Solomon codes based on a 
chosen primitive element. The set is called visible because the minimum weight of codes 
spanned by subsets is indeed "visible" among the spanning members; no weight analysis 
of combinations is needed. The codes themselves are also called visible (with respect to 
V). 

The Singleton bound implies that the dimension of the span of the words of weight d 
or more from a visible set is at most n - d + 1, n = [L[. If words of weight n and n - 1 
are present, then IF[ > n. 

2. Tensor products. When A1, and A 2 are ambient spaces with coding functional sets 
L t and L 2, respectively, the tensor product At | A2 over F becomes an ambient space 
with the functional set whose members are the products 2 t | 22 with 2~ ~ L v If V i is a 
subset of A i, V t | V 2 will denote the set of products v 1 | v2, where v~ e V i. (This notation 
seems safe since it will not be necessary to refer to tensor products of subspaces, which 
would be written the same way.) 

Theorem. Let A t and A 2 be two ambient spaces, and let Vii be a visible subset of 
A t (i = 1, 2). Then V 1 | V 2 is a visible subset of A t | A 2. 

P r 0 0 f. Let V be a nonempty subset of V t | V 2. Discarding unused members of V1, 
assume that V t itself is the set of first factors of members of V. For each v in V1, let V 2 (v) 
be the set of second factors with which v appears in V Then a linear combination of 
members of V has the form 52 v | s (v), where v runs over 171 and s (v) is in the span of 
V2 (v). Suppose a is such a combination and a 4= 0. 

Let 2 ~ L t ,  the set of coding functionals of A t, and put a ( 2 ) =  Z2(v)s(v). Then 
a (2) e A 2, and the weight of a is the sum of the weights of the a (2). Let N be the set of 
members 2 in L t for which a(2) + 0, and let M = Lt - N. Then let W be the subset of 
members of V t whose weight exceeds I N[. 

Now if a(2) + 0, then a(2) is in the span of U {Va (v) l v ~ V 1 - W}. This is trivially so 
if N = L t. To see it when N 4= Lt,  first observe that there is a set of members 7~ of F 
for which 

/~sM 

for all 2 in N and all v in W. For if not, there would be members c~ v of F, indexed by W, 
such that 52 ~v/~ (v) = 0 for all/1 in M, but 52 ev 2 (v) 4= 0 for some 2 in N (both sums over 
W). But then the element 52 c% v in the span of W would be nonzero and have weight at 
most IN[, violating the visibility of V1. 

Then write a ( 2 ) =  a ( ) 0 -  52 ?~u a(#) for 2 ~  N, using the fact that the a(#) are 0. 
That is, u~M 

a ( 2 ) = Z 2 ( v ) s ( v ) -  Z 7xuZ#(v) s(v) 
v /z~M v 

v~V1 -W usM 

in the span of U { V 2 ( v ) l v s V t - W }  as wished. By the visibility of Vz, w(a(2)) 
> w(v2) for any member v2 of this union having least weight. If v te  V t -  W is 
such that v z ~ Vz(vO, then w(v 0 < INI and w(vl | = w(vt)w(v2) < [N[w(v2). But 
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w(a) = 5Z w(a(2))> ]Nlw(v2). That is, w(a)> w(v 1 | the 

show V1 | V2 visible. 

inequality needed to 

3. Codes specified by heights. The tensor product theorem in Section 2 extends to 
products of more than two factors. Suppose A 1, ..., A m is a collection of ambient spaces, 
each Ai having a visible basis Fi, and suppose each F i has one word of each possible 
nonzero weight. Let ]F~l = ql and assume ql ~ ""<= qm" For the tensor product 
A = A 1 |  | Am, with visible basis V = V 1 | . . .  | Vm, let (w 1 . . . . .  win) stand for the 
basis element whose i th factor has weight w i. Suppose a sequence 0 < h~ __< . . .  =< h m of 
heights is given, and let C h be the code in A spanned by the members (w~ . . . . .  win) of V 
for which 

~. hi (wi - 1) > h. 

The largest allowed h is Y'. h i (ql - 1); on occasion one may wish to use the "co-weights" 
ql - wl and describe Ch by the inequality 

Z hi(qi- wl) <= r = ~,hi(qi - 1) - h. 

To obtain the minimum weight of Ch, reason as follows: suppose (w 1 . . . . .  w,~) displays 
the minimum weight, w 1 ... wm. If i < j but w i > wj, the m-tuple with w i and wj switched 
still represents a basis element, since ql --< qj. It is also in Ch because 

(h i wj + h i wi) - (hi wl + hj wj) = (hi - hi) (w i - wj) ~ O. 

We can thus take w~ <= ... <= wm. If now 1 < w i and wj < qj for some index pair with i < j ,  
then because wl wj > (w i - 1) (wj + 1), wi could be lowered by 1 and wj raised by 1 
(increasing the defining sum by hj- hi) to reduce the weight. Consequently, at the 
minimum weight there is an index I for which w i = 1 when i < 1 and wi = qi when i > I. 
Such an index satisfies 

(qi- l)hi~ h ~ ( q i - 1 ) h ,  
/ + 1  1 

m 

(and may be taken as a or a - 1 if h = 52 (qi - 1) hi). Then 
a 

w, = 1 + [ ( h -  ~ (qi- 1)hl)/ht] 
l + l  

m 

= ql -- [(~] (ql -- 1) h, - h)/hz], 
l 

Ix] the least integer not less than x and [x] the integer part. Thus 

Theorem. The minimum weight of C h is w z ~[ ql, with l and w I as above. 
/ + 1  

4. Reed-Muller codes. Forgoing some of the algebraic structure, one may assemble the 
generalized Reed-Muller codes over the field GF (q) of q elements this way: begin with the 
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set of polynomials of degree at most q - 1 in GF (q) [X] as an ambient space. The coding 
functionals are the q evaluation maps f (X)  ~ f(o:), o: ~ GF(q). Let el , - -- ,  eq be a listing 
of the members of GF (q), and let 

d 

fd(X) = [I ( X -  "i), 
i = l  

0 -< d -< q - 1, with fo = 1. Then w (fd) = q -- d. The fd form a visible basis, because the 
degree of any linear combination will be the highest index appearing. 

The ambient space for Reed-Muller codes in m variables is now the tensor product of 
m copies of the above space. If X i is the variable for the i th factor, the r th order Reed- 
Muller code is spanned by the products 

fdl (X O " " " fd~ (X~) 

for which Zdi=<r-  In the notation of Section 3, q i = q ,  w i = q - d i ,  h i = l ,  and 
h = m ( q - 1 ) - r ;  the di are the co-weights. Then l = l  + [ r / ( q - 1 ) ]  and 
w ~ = q - ( r - ( I - 1 ) ( q - 1 ) ) . I f r = Q ( q - 1 ) + R ,  w i t h 0 - < R - < q - 2 ,  t h e n l = Q + l  
and w I = q - R. Thus by the theorem of Section 3, the minimum weight of the r th order 
Reed-Muller code is 

(q - R)qm-Q -1, 

a standard result [5]. 

5. Modular group-algebra codes. Let ( g )  be a cyclic group of order p, p the character- 
istic of the field F, and let F ( g )  be the group algebra of ( g )  as an ambient space. Then 
the powers of g - 1 form a visible basis. To establish that, think of F ( g )  as the quotient 
ring F [X]/(X" - 1) by the map f (X) -~ f(g). Differentiation carries the kernel into itself, 
so that the formal derivative a' can be defined for a ~ F (g ) ,  with the usual properties. 
Evidently, w (a') = w (a) - 1 unless the 1-coefficient of a is 0, when w (a') = w (a). If a # 0, 
some cycling gi a of a has a nonzero l-coefficient. These observations facilitate an induc- 
tion showing that if a = b (g - 1) t # 0, then w (a) >= t + 1, and that in turn establishes the 
visibility. 

Now suppose G is a finite p-group. The radical R of FG has codimension 1 ; it is the 
augmentation ideal, spanned by the elements g - 1, g e G. By the theorem of Jennings 
[3, 4], G has a generating set gl . . . . .  gm with these two properties: 

(1) each member of G can be written uniquely in the form g]l . . .  tm gin, with 0 =< t i < p; 
(2) to each gl there is associated a height h i in such a way that R h has a basis the 

products 

(gl -- 1) t . . . .  (gin -- 1) *m 

for wh ich0_<t  i < p a n d ~ h  it i_->h.Moreover,h 1 ~ " ' ~ h  m. 
The group algebra as an ambient space (but not necessarily as a group algebra) can be 

construed as the tensor product of copies of the group algebra F ( g )  above. The identi- 
fying map is given by 

gtl | Q gtm ~ g~l "'" grotto" 
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Moreover, the theorem of Section 2 establishes that the Jennings basis involved in the 
radical powers is visible. Since w ((9 - 1) t) = t + 1, the code C h of Section 3 is R h. Conse- 
quently, we have 

Theorem. The minimum weight of R h is 

wl pm- I 

where 

and 

(p--l) ~ h i < h < ( p - l ) ~ h  i 
/ + 1  1 

wl = 1 + [ ( h -  ( p -  1) ~ h,)/hz]. 
l + l  

As an application, let G be an Abelian group of exponent pe and type (pC1, . . . .  pC,), 

where e = e 1 > .- .  > %. Following Berman [2], let la be the number of exponents el 
with e~ > a, so that 1 o = n and le = 0. The heights h i are all equal to p" when i is in the 
range 

a - - 1  

52 lj < i < lj 
3 = 0  j = O  

[4, Section 6]. Then let m, = l,,(p - l)p a, and choose b so that 

ma 
a--b+ i a=b 

W r i t e h =  ~ m a + t ( p - - l ) p b + s ,  witht(p--1)pb<=h - ~ m a < ( t + l ) ( p - - 1 ) p  b. 
a - b +  l a = b + l  

The index I is now 52 I a - t, and w l = 1 + [sp-b]. Since m = l~, we obtain Berman's 
a = 0  a = 0  

formula [2, Theorem 1.2]: the minimum weight of R h is pC wt, where c = ~ I, + t 
a = b + l  

(the largest allowed h is 52 m~, one less than the index of nilpotency of R; for that 
a = 0  

h, c = ~ I, = m and w 1 = 1. R h is just the span of the all - 1 word [3, Chapter VIII, 
a = 0  

Corollary 2.8].) 
For example, if G is cyclic, l a = 1 for a < e, and h~ = i f -  ~. Write h base p as d e _ 1 "'" do. 

Then the digits d~ with i > b are p - 1%, while d b < p - 1. Here t = 0 and s = db... d o. 
Thus w~--1 +db if db_~"'d o=0 and 2 + d  b if not. The minimum weight is 
pc-b-1 (d b + 1) or p~-b-1 (d b + 2), respectively. 
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