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In this article we give order-sharp two-sided bounds of the largest and the typical di- 
mensions of irreducible representations of the symmetric group ~N for N ÷ ~. Both prob- 
lems are solved simultaneously and are connected with the earlier-proved theorem about the 
limit form of a typical Young diagram. Some applications of the obtained results are in- 
dicated. 

This article is devoted to the memory of Vladimir Abramovich Rokhlin. 

I. FORMULATION OF THE RESULTS 

Let ~N be the symmetric group of degree N and ~N be the set of equivalence classes of 
its complex irreducible representations. If A~N, then we denote the dimension of the 
representation A by dim A. In this article we prove the following theorem. 

THEOREM I. There exist positive constants co and ci such that 

e - W  V-NIl ~ max d i m A ~ e  - ~ -  F ~ .  I 
A~N 

for all N = i, 2, .... 

The problem on the computation of the largest dimension was posed long back (see [I]). 
Let us recall that by the Burnside formula we have 

dim ~ A---- NI, 
A~N 

Therefore, dimA < ~ for all A S~N, and the natural normalization of the dimension is 
dimA/¢~!. The hypothesis about the existence of the large representations whose dimensions 
satisfy the inequality dim A/¢~-! ~ I/N has been advanced in [2]. This hypothesis has been 
justified by numerical data, obtained (see [3]) for N ~ 75 (!). Later on it was elucidated 
that it is corroborated for N = 81 (see [2]). However, one could think that max dimA/¢~. ~ 
P(N) -I, where P is a polynomial. It follows from Theorem I that this is not so, and the ratio 
max dimA/¢~! decreases with the rate exp (--c¢~), i.e., quicker than any polynomial. 
A 

The problem about the largest dimension turns out to be closely connected with another 

problem-- that about the typical dimension. For A~N, let us set ~N(A) = dim 2A/N!. It 

follows from the Burnside formula that ~N is a probability measure on ~N. It should be 
called the Plancherel measure (see [4]). Let us observe that the Plancherel measure is nat- 
urally selected; ~N(A) is the relative dimension of the isotypic component of the representa- 

tion A ~ N  in the regular representation of the group ~ , since the multiplicity of a 
representation is equal to its dimension [the subspace of all the vectors in C (~N) that are 
transformed with respect to a given representation is called an isotypic component]. Namely, 
we should study the statistics and the asymptotic of the characters with resPect to this mea- 
sure. It turns out that the asymptotic of the typical (with respect to the Plancherel mea- 
sure) dimension coincides, in order, with the asymptotic of the largest dimension. 

T 1 
THEOREM 2. There exist positive constants co and ci such that 

lim~A: c0<-- 2 dim A --in c;}= i. 
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In other words, 

where 

' £ dim~ A : 
~., = i - - o ( i ) ,  

A ~  N 

~ = { A ~ N :  V~ . r e  2 r ~ < d i m A < V ~ . l e - - g - W N } .  

The i n t e r a c t i o n  b e t w e e n  Theorems 1 and 2 i s  n o t e w o r t h y .  A lower  bound f o r  t h e  t y p i c a l ,  
and ,  by  t h e  same t o k e n ,  f o r  t h e  l a r g e s t ,  d i m e n s i o n  h a s  b e e n  o b t a i n e d  in  [4] ( s e e  a l s o  [ 6 ] ) .  
L e t  u s  o b s e r v e  t h a t  a somewhat r o u g h e r  l ower  bound o f  t he  l a r g e s t  d i m e n s i o n  i s  g i v e n  in  
McKay ' s  a r t i c l e  [3] ( s e e  See .  3 ) .  The l i m i t  f o r m  ~ o f  t he  t y p i c a l  Young d i a g r a m *  i s  a l s o  
found  in  [4 ,  6] ( s e e  t h e  t h e o r e m  o f  Sec .  3 ) .  I t  was n a t u r a l  t o  s u p p o s e  t h a t  t he  d i a g r a m  o f  
r e p r e s e n t a t i o n s  o f  t h e  l a r g e s t  d i m e n s i o n  a l s o  c o n v e r g e  in  a p p r o p r i a t e  s c a l e  t o  t h e  same c u r v e .  
Here  we show t h a t  t h i s  i s  a c t u a l l y  so .  M o r e o v e r ,  we o b t a i n  an u p p e r  bound o f  t h e  l a r g e s t  a n d ,  
c o n s e q u e n t l y ,  o f  t h e  t y p i c a l  d i m e n s i o n .  I t  i s  u n e x p e c t e d  t h a t  t h e  l o g a r i t h m i c  o r d e r s  o f  t h e  
l a r g e s t  and t h e  t y p i c a l  d i m e n s i o n s  a r e  t h e  same ( t h e  d i f f e r e n c e  i s  p e r h a p s  o n l y  in  t h e  c o n -  
s t a n t ) ,  but, namely, this is the situation and both problems are connected. 

The constants in Theorem 2 do not pretend exactness. We prove only that we can take 
F Y 

co = co = 0.2313 and ci = ci = 2.5651. However, Theorem 2 most readily admits the following 
strengthening: There exists a constant c (the entropy of the Plancherel measure) such that 
for each e > 0 

and even that 

lira ~tz¢ {A: [~N_N 1 n dimh cl<~}=l 

2 dim A 
lim ~----~=-_ I n - - ~ c  
,+-+= VN V"~ 

oo 

for almost all infinite Young tableaux, i.e., increasing sequences {AN}I , in the sense of the 
Plancherel measure on tableaux (see [4] for its definition). These statements would imply 
the asymptotic equidistribution property of the Plancherel measure and would serve as the 
analogue of the Shannon--Macmillan--Breiman theorem, and the constant c is the "specific entropy 
of representation." We are concerned with the not entirely ordinary Shannon theorem: A Markov 
chain with quickly growing number of states is considered and it is required to prove the 
asymptotic equidistribution property of the states at the moment N for N + ~. It follows from 
numerical experiments, carried out in colloboration with Gribov (see [5]) that this is prob- 
able and that c > 1.8. 

As far as the constants co and ci in Theorem I are concerned, their refinement requires 
new methods. It is even possible (this can be explained by some numerical data) that the 
limit 

2 l im - ~  In m~x dim A. 

does not exist, and the partial limits depend on the arithmetic of the sequence N. Neverthe- 
less, it is more probable that the arithmetical properties of N manifest themselves in the 
subsequent terms of the asymptotic. The properties of the diagram of the largest dimension 
and the character of its convergence to ~ are also not known. It would be interesting to 
elucidate whether this diagram is the best approximation to ~ in some natural metric. The 
deviations of the typical diagram from ~ must be subject, in the underlying scale, to a limit 
theorem. This conjecture has also been put forward in [6]. 

A theorem about the limit form has been proved by the authors in [4] and, independently, 
by Logan and Shepp in [6]. In the present article, we give its detailed proof for com- 
pleteness of treatment. In main features, it coincides with the preliminary one (and with 
the proof in [6]) and follows the following plan: transformation of the formula for the di- 
mension, solution of a variational problem, and proof of the uniqueness of its solution. To 

*In [4] different terminology has been used: The Young diagrams are called the Young tableaux 
and vice versa. The terminology, used in the later works, including the present article, can 
be assumed to become standard; it coincides with the classical one (see [13]). 
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this end, the norm [I/I12 =--S~In21s--ti./' ~)'f (t) dsdt has been used for the hook integral in 

[4]; it is written in the form If/If u =~l~I'l~(~)12d~ in [6]. 

These arguments enable us to investigate the asymptotic of the form and the dimension, 
typical with respect to the Plancherel measure of the diagram, but do not give information 
about the largest dimension. The following step is essentially new: With the help of a known 
le~na (see, e.g., [10]), this norm can be rewritten in the form 

t s - - t  

namely ,  i t  g i v e s  a b a s i s  f o r  o b t a i n i n g  t he  u p p e r  bound in Theorem 1. Appea rance  of  the  Sobo-  
l e v  norm and t he  H i l b e r t  i n t e g r a l  in  t h i s  c o m b i n a t o r i a l  p r o b l e m  seems a s t o n i s h i n g .  

As one o f  the  a p p l i c a t i o n s  of  the  t heo rem on t he  l i m i t  fo rm,  a p r o o f  o f  t he  Ulm h y p o -  
t h e s i s  was announced  in  [ 4 ] .  I t  r e q u i r e s  new a r g u m e n t s  in  c o m p a r i s o n  w i t h  Theorem 3; name ly ,  
an a d d i t i o n a l  u p p e r  bound o f  the  l e n g t h  of  t he  f i r s t  row o f  a random Young d i a g r a m .  We g i v e  
h e r e  a d e t a i l e d  p r o o f .  There  a r e  o t h e r  a p p l i c a t i o n s  of  t he  o b t a i n e d  r e s u l t s .  A. B. Gr ibov  
has  found  the  l i m i t  fo rm of  t he  t y p i c a l  Young t a b l e a u .  S. V. Kerov and G. G i t e l ' s o n  have  
shown t h a t  t he  p r o b l e m  a b o u t  the  t y p i c a l  s y m m e t r i e s  o f  t e n s o r s ,  i . e . ,  abou t  the  t y p i c a l  d i a -  
grams in  t he  s ense  o f  r e p r e s e n t a t i o n s  o f  the  g roup  U(N), has  the  same s o l u t i o n  as in  [ 4 ] .  
Other  c l a s s i c a l  s e r i e s  most  r e a d i l y  l e a d  t o  the  same l i m i t  fo rm of  t he  d i a g r a m .  S ince  dim A = 
×A(e) ,  where ×A i s  t he  c h a r a c t e r  o f  t he  r e p r e s e n t a t i o n  A, Theorem 2 g i v e s  the  a s y m p t o t i c  o f  
t he  v a l u e s  o f  t he  t y p i c a l  c h a r a c t e r  a t  t he  i d e n t i t y .  The p rob l em a b o u t  the  a s y m p t o t i c  of  the  
v a l u e s  of  ×A(o) f o r  e ~ e f o r  t h e  t y p i c a l ,  w i t h  r e s p e c t  to  the  P l a n c h e r e l  m e a s u r e ,  r e p r e s e n -  
t a t i o n s  of  A has  been  i n v e s t i g a t e d  by S. V. Kerov .  

The o r d e r  of  t r e a t m e n t  i n  ou r  a r t i c l e  i s  as  f o l l o w s .  The whole  of  Sec .  2 i s  d e v o t e d  t o  
t h e  s t u d y  o f  t he  hook f o r m u l a  f o r  d i m e n s i o n .  In  p a r t  1 an i n t e g r a l  r e p r e s e n t a t i o n  of  t h i s  
f o r m u l a  in  a c o n t i n u o u s  l i m i t  i s  o b t a i n e d .  The change  of  v a r i a b l e  f rom p a r t  2 t u r n s  t he  hook 
i n t e g r a l  i n t o  a q u a d r a t i c  fo rm.  In  p a r t  3 t he  c u r v e  ~, r e a l i z i n g  the  minimum of  t h i s  fo rm,  
i s  d e s c r i b e d .  I n  p a r t  4,  i t  i s  e s t a b l i s h e d  t h a t  the  hook i n t e g r a l  c o i n c i d e s  w i t h  the  squa re  
of  t h e  S obo l ev  norm W~/2 o f  d e v i a t i o n  f rom a .  In  Sec.  3 we g i v e  p r o o f s  o f  Theorems 1 and 2, 
and a l s o  s t a t e  and p r o v e  t he  main t heo rem of  [4] (Theorem 3 ) .  In  t h i s  s e c t i o n ,  we p r o v e  the  
Ulm h y p o t h e s i s  a b o u t  t he  l e n g t h  of  a m o n o t o n i c  subsequence  of  a random sequence  and e s t a b -  
l i s h  t he  n e c e s s a r y  ( f o r  t h i s )  r e f i n e m e n t s  of  Theorem 3. Here we use  t h e  RSK (Robinson- -Shan-  
non--Knuth) c o m b i n a t o r i a l  a l g o r i t h m  and i t s  p r o p e r t i e s  ( C o r o l l a r i e s  I and 2 ) .  In  Sec.  4 ,  some 
u ~ s o l v e d  p rob lems  a r e  d i s c u s s e d  and t he  s t a t p h y s i e a l  f o r m u l a t i o n  o f  the  p r o b l e m  a b o u t  the  
l i m i t  fo rm of  a d i a g r a m  i s  g i v e n .  I n  p a r t i c u l a r ,  the  l i m i t  fo rm f o r  a u n i f o r m  d i s t r i b u t i o n ,  
found  by A. V e r s h i k  and M. S a l a i ,  i s  d e s c r i b e d .  

The a u t h o r s  t hank  E. D. G l u s k i n ,  M. Z. Solomyak,  and V. P. Khavin  f o r  i n d i c a t i n g  t he  
i n t e g r a l  r e p r e s e n t a t i o n  o f  t he  Sobo l ev  norm in  the  form (9) and t h e  l i t e r a t u r e  on t h i s  p r o b -  
lem. 

2. THE HOOK INTEGRAL 

I. Hook Formula in Continuous Limit. The Hook Integral 

It is well known that the classes of irreducible representations of the symmetric group 
~¢ are parametrized by Young diagrams [13]. A Young diagram with N cells can be defined in 

various ways: As a finite N-element order ideal of the lattice Z+ ~ Z+, as a partition of the 
natural number set N, etc. Here it will be convenient for us to represent a Young diagram 
with length of sides %1, %e,.--,%m as a subset of the plane R2: 

A =  
k=l 

Let ~N (=~N) denote the set of diagrams with N cells and let dimh be the dimension of the 
representation, corresponding to the diagram A ~ ~. The remarkable Frame--Robinson--Thrall 
formula [8, 13] (the hook formula) expresses dimh in terms of the data of the diagram A~ffN: 

d i m A ~  ,,v! (1) iihi~ • 
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Here the product is taken over all the cells (i, j) of the diagram A and hij = %i + ~j -- i -- 
j + I ' " (%j is the length of the j-th column) is the number of cells of the hook with the vertex 
(i, j), see Fig. I. This formula is equivalent to the Frobenius formula, but is much more 
convenient on account of its symmetry and multiplicativity. From it, we geti:the following 
formula for the Plancherel measure: 

.. / a ~  dim~ A N! 
~N ~' ~) = ----m---. = nh~j " (2)  

Taking the logarithm and dividing by ¢~, with the help of the Stirling formula we get 

In ~N (n) 
= .r V.N- (3) 

and 
• 2 h~j 

where JA=i-~- N 21n~-' 

"=yz )= ' 

SN d e p e n d s  o n l y  on N. 

L e t  y = F ( x )  b e  a f i n i t e  b o u n d e d  n o n i n c r e a s i n g  f u n c t i o n ,  d e f i n e d  on [ 0 ,  ~ ) .  L e t  u s  s e t  
F"X (y) ---- inf {x: F (x) ~ y} a n d  h F ( x ,  y )  = F ( x )  + F - l ( y )  --  x --  y [ t h e  h o o k  o f  t h e  p o i n t  ( x ,  y ) ]  
a n d  l e t  s F = { ( x ,  y ) : 0  ~< y < F ( x ) ,  0 ~< x < ~} b e  a s u b g r a p h  o f  F .  

We call the double integral 

+ 2SIln h (x, dy 0 F =  1 
s F 

the hook integral of the function F. 

For a Young diagram A with N cells let A denote the subset of the plane R 2 obtained 
by contracting A by ~ times. We call ~ the normalized diagram; its area is equal to one. 
Let F = F A be a function such that S F = A. It is clear that JA is the integral sum for the 
hook integral O F . Below we prove that if FAN + F for a sequence of diagrams Al, A2,..., then 

i 
-- l i ra  ~--r~ln~N(AN)=Ov" (4) 

N ~ =  ~ 

E x a m p l e .  L e t  A N b e  a t r i a n g u l a r  d i a g r a m  a n d  AN c o n v e r g e  t o  a s u b g r a p h  o f  t h e  f u n c t i o n  

F (x) = ]/2-- x, O<x<g2. ~en dimA~=g~exp --N +o(N) and PN(AN) decreases ex- 
ponentially. 

In the same manner, we can co~ute the asymptotic of the dimension by Eq. (4) also for 
other curves, except one: In Sec. 3 we show that there exists only one curve ~ [to which the 
typical as well as the largest (with respect to dimension) normalized diagrams converge], 
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for which the right-hand side of (4) vanishes: 82 = 0. It turns out that we must pass to 
another normalization to study the asymptotic of the dimension in this case: --In~N(A)/¢N-, 
and PN(AN) here decreases subexponentially. 

In order to estimate the deviation of the integral sum JA from the hook integral, let 
us consider the quantity 8(A) = (JA -- 0A)VN-, for which 

V~ 
LEMMA ~o 

6 (A): V~ --- (h{j), 
$, 3 

c~ 

Z i In particular 0(h) > 0 For a]] A~. ~. where c(x)-~ k(k_kl)(2k+i)x2~ . . . .  
R=I 

Proof. Let ~U C A be the image of the cell (i, j) under the contraction of the dia- 
gram A. If (x,y) ~ i  , then 

h~ 
h (x, y) = ~--~ -- (x -- x O-(y-yj). 

2 h{j h 1 i Therefore, 2 Si lnh(x, y)dxdy:--~-ln-~-~---c ( ij)-~- and ]A--OA------N- ~c(hij ). 

We can show that for the diagram of the largest dimension and for typical diagrams the 
value of 0(A) is bounded: 8(A) < 0.6762. Thus, the difference 

In I~N (A) 
V~ 0~ F ~  

i s  u n i f o r m l y  bounded  w i t h  r e s p e c t  t o  N. 

(5) 

2. Reduction of the Hook Integral to Quadratic Form 

We introduce the coordinates X = (x -- y)/2 and Y = (x + y)/2 (see Fig. I). In these 
coordinates, the boundary of the normalized (contracted) diagram is the graph of a function, 
which we denote by L A. This function is piecewise linear and continuous. Moreover, 

T 

I) LA(X) = ±1; 

2) LA(X) ~ JXl and LA(X) = IX] for sufficiently large IX In addition, A = {(X, Y): 
lxl < Y ~ L(X)}. 

For each pieeewise smooth function Y = L(X) we set 

0 (L) = i + 2 I I  [In 2 (s - -  t)] (1 - -  L' (s)) (t  q- L' (t)) ds dt. ( 6 )  

LEMMA 2.  0 h = 8(LA) f o r  a l l  A ~ N .  

P r o o f .  S e t t i n g  x = L h ( t )  -- t and  y = LA(s)  + s ,  we can  e a s i l y  v e r i f y  t h a t  h ( x ,  y) = 
2 ( s  -- t )  and t h e  J a c o b i a n  o f  t h e  s u b s t i t u t i o n  g i v e s  t h e  d e s i r e d  i n t e g r a l .  L e t  us  o b s e r v e  
t h a t  t h e  J a c o b i a n  i s  n o n z e r o  o n l y  in  a f i n i t e  i n t e r v a l  [ a ,  b]  by v i r t u e  o f  t h e  p r o p e r t y  2) 
of L h . 

3. Critical Point of the Hook Integral and Its First Variation 

at This Point 

The following function plays a fundamental role in the study of the asymptotic of Young 
diagrams : 

~ ( X a r c s i n X +  ]/'~---~X =) for I x l < i  (7) 
IXl for I x l > i  

Let f(X) = L(X) -- fl(X). If the property 2 is fulfilled, then f is a finite function. 
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b). 

LEMMA 3. The hook integral can be expressed in the form 

O(L)=--IIln2[s--tl/'(slf (t)dsdt +4 I /(s)archlsids" (8) Is[>1 
COROLLARY. 8(~) = O. 

P roof  of  t he  Lemma. We f i x  numbers a and b such t h a t  f ( s )  = 0 o u t s i d e  t he  i n t e r v a l  ( a ,  
For brevity, we set 

x 

(Do ( x ) =  - -  In 2Ix [' (D-(x) = I (D"-'(Y) dy 
0 

for n = I, 2,... and H(x) =xarch Ix [ T-~x 2-I for +x >I I and H(x) = 0 for [xl ~< I. Direct 
computation with the use of the integrals 

and 

1 
t I l n l t l d t  

----if" V-T-C t~ 
- - 1  

J~ { t  
i ~ dt J r  for ___.+s>t 

_~ 0 for I s l < t  

__=In2 (Dwight, 863.41) shows that 

b 

I (s) = i (Do (s - -  t) f~' (t) d t  ---- (Ih ( :  - -  s) + (I)x (b - -  s) - -  2 H  (s). 

On the other hand, the double integral on the right-hand side of (8) can be rewritten 
in the form 

b b b b  

i I (s)~' (s )ds--2  I I  (s)L' (s)ds q- i l (Do(s--t)L' (s)L' (t)dsdt, 
( t  f t  a t %  

and the hook integral can be rewritten as 

b b  b - b b b  

8(L)--~ l - - I I  (Do(s--t) d s d t "  2 I(D1(a--t)L'  (t)dt - -2  ~( lh(b-- t )L '  (t)dt q- I I Oo(s - - t )L '  (s)L' (t)dsdt. 
a a  a a a a  

1 

One more c o m p u t a t i o n ,  u s i n g  the  i n t e g r a l .  I (D~ (s) fY' (s) d~ = 1/2. ( see  Dwight ,  
gives the identity -i 

b b 

l I (s) a' (s) ds -= i - -  2(D2 (b - -  a) - -  4 f H (s) fY (s) ds. 
a a 

bb 

Since l I ( D l ( s - - t )  dsdt 
a 6  

. 

= 2(D2 (b- a), the proof of the lemma is complete. 

863.41, 42), 

Hook Integral and the Sobolev Norm 

We show that the quadratic part of the hook integral coincides with the Sobolev norm 

llfll~= I I  ('f(s)--f(t) ) 2 t 

in the space of piecewise-smooth functions. 

LEMMA 4. 

(9) 

Proof. Let 

i lilns t (Gf) (s) =- ~ s -- t ~ I/" (t) dt 
- - a o  - - ~  

be the Hilbert transform for f. 
i sign ~.f(m). 

The Fourier transform for (Gf) (s) is equal to (Gf)(w) = 
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By the Plancherel formula, the double integral on the right-hand side of (8) can be 
rewritten in the form 

(G/)(s)Tr-~ds=_~_~ I i s ign~. / (~  ) ^ i 

and the last integral coincides with llfll~/2 (see [I0, p. 83] 

COROLLARY° If L(s) ~ s and L ~ ~ then O(L) > 0. By the same token~ ~ is the unique 
strict minimum for ~(-) on the set of admissible functions. 

3° PROOF OF THEOREMS 

~o Lower Bound of the Hook Integral 

LEMMA 5~ If A E ~ and fA(s) = LA(s) --~(s), then for each e > 0 

i 

--t 

for sufficiently large N. 

Proof. The points si ~ i/2~N, i~ Z , divide the line into intervals of lengt h As = 
I/2¢~N~ on which the function L A is linear. Let s i realize the minimum value of [f~(s)] 2 for 
s i ~< s ~< si+ i. Then 

( 'A(s)--fA(t) )~ " -*,~ 
- ~ ---"7 >~ [/A (s~ ~j 

for all s, t ~ [si, s~+1! and, integrating in (9) only over the union of the squares s, t ~ [si~ s~+a] , 
i ~ Z , we get 

tl/A il ~ > ~  [/~ (s*)l ~ (A~)~ - z [ /k (s*)]~ as .  Y~ 

Replacing the integral sum on the right-hand side by the corresponding integral and using 
Lemma 4, we get 

for arbitrary ~ > O. 
In ~ (A) 

COROLLARY. (Lower Bound in Theorem 1) ~FN >co  or max dim A ~< ~ I  e -¢.F~. 

For co we can give the estimate 

1 

C0 = 1/'1 ! I s ign  3 -  ~f~" (8)[ 2 d s =  - ~  (Ii~ - -  2) z 0 , 2 3 t 3 .  
-1  

2. Lower Bound for the Dimensions of Typical Diagrams 

23 
Let us set - ~ f / v - - { A ~ N :  @(L_,t)<-~--~-}. 

LEMMA 6. lira ~ar(M~r) = t. 

Proof: .  The t o t a l  number of diagrams with  N c e i l s  is  g iven  by the  f u n c t i o n  p(N) and by 
the  Euler--Hardy--Ramanujan formula  

2n ¢W 

p (N) ~ 4 - - ~  e'¢-'~" " 

Therefore, if A ~ N \ M N ,  then fx~r(A)<e ¢~ by (5), and [xN(ff~N MN) <p(N).e-  U--"~ .-+0. 

COROLLARY. ~ ir~ 
lim ~N {A: dim A > lfN'!! e -  - '~ ~} ~- i. 

N~co 
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Thus, both bounds and, with them, Theorems 1 and 2 are proved. 

Let us observe that McKay [3] has used analogous arguments to obtain a lower bound for 

the largest dimension. In place of the Burnside formula, he has used the identity _~,dimfi= 
A 

- N .N/~ ~ _  
tN, where t~const.I-/- ) .e ~ is the number of the involutions in ~N (see [8]). He gets 

• l__. mar dim A >11 t~ -f~ ,~V~ VN! ~ul/N ~const.e \-~- ) Our bound is somewhat more precise: ~/~ = I .2825 < 

1.5651 = (2w/~) -- 1 (see part 4 of Sec. 3). 

We call the diagrams from M N essential. 

Now, we prove a theorem on the limit form of essential diagrams. 

THEOREM 3 (cf. [4, 6]). If A~M~,, then 

sup/L~ (s) - -  f~ (s)l < C.N-V,. 
8 

Proof. First of all, let us find a bound for the L2-norm of the difference fA(s) = 
LA(S) -- a(s). Selecting, as in part 2.3, an interval [--a, a], containing the support of fA, 
we can divide the integral (9) into two parts: 

i i 1 
C o n s e q u e n t l y ,  f o r  an e s s e n t i a l  d i a g r a m  A ~ M g  

V ~  ,L, -T ' -V~-"na  II ~ (.)IlL < =* 
2 V ~  • 

Using  t h e  f a c t  t h a t  I f ~ ( s )  l ~< 2 f o r  e a c h  Young d i a g r a m  A, we g e t  a bound  f o r  t h e  u n i f o r m  norm:  

2 < /  3~a z 

and the theorem is proved: ][fAllL~ ~< C-N -I/~. 

3. A Bound for the Length of the First Row 

We show that the length of the first row ri(A) of an essential diagram A ~ N  has the 
asymptotic rl(A) ~ 2¢~. It follows from Theorem 3 that rl(A)/2¢~--) I -- C.N -I/6, i.e., only a 
lower bound is obtained. In order to obtain an upper bound for ri(A), we find the asymptotic 
of the mean value of ri(A) with respect to the Plancherel measure. 

LEMMA6. 

r~ (A) ~N (A) < 2 V-N. 
A ~  N 

Proof. Let T be the space of (infinite) Young tableaux and ~ be the Plancherel measure 
on T (see [11]). The measure ~ is a Markov measure; if the Young diagram A ~  is obtained 
from a diagram ~ - i  by the addition of one cell, then the transition probability PI,A = 
dimA/k-diml. We use the following identity, characteristic for the Plancherel measure: 

k . p f . ,  A = t ~ _ ~  (~ )  " 

Let )~'~ ~ denote the Young diagram obtained from ~ ~ ~-i by the addition of a cell 
in the first row and let ~k denote the indicator function of the set of the tableaux t = (11, 
12,...) ~ T, for which I k = Ik_ i. The mean-value of the function ~b k with respect to the 

Plancherel measure, denoted by <~k >, is given by <~>~ ~ ~-i0~)p~.~'; whence, by virtue of 
( I 1 ), we get ~?~-i 

@ k >  2 < ~k-~ (Z) Pl, ~' = - V  ~k (~) < - V '  

% ~ k - 1  %~-~k-1 

28 



N 

2 i.e., <~>~ if ~ Since r1(%N)= ~2~(t), we finally get 

N N 

By Lemma 6,  < r l / V N >  < 2 .  On t h e  o t h e r  h a n d ,  by  The o r e m 3,  we h a v e  r l / V N - >  2 -- e a l m o s t  
s u r e l y  w i t h  r e s p e c t  t o  t h e  m e a s u r e  PN f o r  a r b i t r a r y  ~ > 0 a s  N + ~ ,  a nd  t h e  f o l l o w i n g  t h e o r e m  
i s  p r o v e d .  

THEOREM 4.  

for arbitrary e > 0. 

It is clear that the number of columns cl(A) of the typical diagram A ~ N  also has 
the asymptotic cl(£) ~ 2/N-. 

The solution of the well-known Ulm probability problem follows from Lemma 6. Let ~ = 
{~k}~ be a sequence of independent random variables with common continuous distribution. Let 
Rl(~) denote the length of the largest increasing sub sequence of the sequence ~. 

COROLLARY ] [4]. For arbitrary e > 0 

N ~  2 ~  

Proof. The Rob inson--Shensted--Knuth (RSK) algorithm gives (see [8, 9]) a mapping of the 
sequence space into the space of tableaux T. In this connection, the product measure with a 
continuous factor transforms into the Plancherel measure. Moreover, by a well-known property 
of the RSK algorithm, the length of the largest increasing sub sequence coincides with the 
length of the first row of the corresponding Young diagram (the Shensted theorem, see [8]). 
The corollary now follows from Theorem 4. 

The Shensted theorem admits the following generalization: The number of cells in the 
first k rows of a Young diagram is equal to the largest number of elements in the union of 
k monotonically increasing subsequences. Starting from this, we can obtain the following 
corollary of Theorem 3. 

COROLLARY 2. Let ~ = {~k}~ be a sequence of independent random variables with common 
continuous distribution. Let Rk(~) denote the maximum possible length of the union of k mono- 
tonically increasing subsequences. Then for all ~ > 0 

N - ~  N 

where F~ is defined in Sec. 2. 

o 

We can strengthen these corollaries and give them the statements of individual theorems. 
For example, we have the following corollary. 

COROLLARY 3. Almost surely 

l im /h (@r (~)) --__- 1. 

Finally, the replacement of rows by columns in these statements leads to the same facts 
about monotonically decreasing sequences. We can also consider the union of the increasing 
and the decreasing sequences. 

The proofs of the individual statements require, besides Theorems 3 and 4, application 
of the martingale technique and are not connected directly with the material of the present 
article [14]. The above-mentioned generalization of the Shensted theorem was obtained by the 
authors in 1977 [12] with the help of properties of the Knuth transform. A still more gen- 
eral theorem has been proved by Green and Kleitman [16] and Fomin [17]. 
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4. PROBLEMS AND REMARKS 

I) The upper bound of dimension in Theorem I is connected only with the first term in Eq. 
(5), i.e., with the hook integral. For refining the value of the constant in this bound, it 
is necessary to consider the second term also, i.e., 0(A). It is obvious from Lemma I that 
0(A) can be decreased on account of the strengthening of the teeth of the diagram A. In this 
connection however, the deviation of L A from ~ increases and the hook integral grows. By 
the same token, it remains unclear as to what additional properties of maximal diagrams iso- 
late them among other essential Young diagrams. 

2) The relative numbers of l-hooks oI(A)N -I/2 is a good approximation to 8(A) (it is of 
independent interest). The authors do not know the asymptotic behavior of Pl. It is easily 
deduced from Theorem 3 that pI(A) ~ 4/N/~ for A~N, There are weighty indications that the 
mean (with respect to the Plancherel measure) value of PI(A) is greater than ~-. 

3) As also observed in [6], it would be interesting to obtain the analogue of the central 
limit theorem for the Plancherel measure. 

4) We give one more, a more general, formulation of the problem, characteristic for 
statistical physics. Let 5 ~ 0 and let M~,N denote the following measure on ~: 

~,2v(A)~__~ ~ ,where ~,lv= ~ (dimA)~. 
Ae~u 

For ~ = 0 we have E0, N = p(N), H0,N(A) = I/p(N) and for B = I it follows that El, N is 

the number of tableaux with N cells or the number of involutions in ~ , equal to it. It has 

the asymptotic C~!e/~ (see [8]). For B = 2, we have E2, N = N! and M2,N is the Plancherel 
measure. The asymptotic of E~, N for other B is not known. 

It is easily deduced from the results of this article that the limit form of Young dia- 
grams for N ÷ ~ with respect to all the measures MS,N for S /> I is the same as for 6 = 2, 
i.e., the curve ~. The problem about the limit form for B = 0, i.e., relative to uniform 
distribution on diagrams, was posed by A. M. Vershik and solved by him by using bounds from 
[18]. This result was then obtained and refined (and a central limit theorem was proved) by 
M. Salai. Here is the formulation of the solution. 

The limit form of Young diagrams for N ÷ ~ with respect to a uniform distribution (of 
the measure H0,N) in the scale 1:/~in the natural coordination is given by the curve, de- 
scribed by the equation (see Fig. 2) 

e - ' - ~ - ~ _ [ _  e - V'-'-~u t . _ _  

The limit form for 0 < B < I is not known. 

5) It is appropriate also to recall other statistics on the diagrams and partitions: 
Haar [19] (the weight of a partition is proportional to the cardinality of the conjugacy 
class in ~ with given cyclic structure), Borelian, etc. These problems will be considered 
separately. 
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DETERMINANTS OF CAUCHY--RIEMANN OPERATORS OVER A RIEMANN SURFACE 

Daniel Quillen UDC 517.43 

I. Let M be a compact one-dimensional complex manifold of genus g, and let E be a 
vector bundle over M of rank r and degree d. Let ~P,q(E) be the vector space of smooth forms 
on M of type (p, q) with values in E. By a Cauchy--Riemann or T-operator on E we mean a dif- 
ferential operator D:~°,°(E) ÷ ~°,l(E) which locally, in terms of a local coordinate z and a 
local frame in E, has the form D = dz(~- + ~(z)), where ~(z) is a smooth matrix function. 

Z 
Such operators are in one-to-one correspondence with holomorphic structures on the vector 
bundle E. We denote by ~ the space of these operators; it is an affine space relative to 
the complex vector space ~ = ~e,1(End E). 

The purpose of this paper is to present a construction of determinants for such Y-opera- 
tors based on the concept of determinant line bundle and the theory of zeta function deter- 
minants for positive elliptic operators. 

Since T-operators go from one vector space to another, we explain what is meant by de- 
terminants in this case. Consider first the family of operators T:V ° + V I, where V ° and V I 
are vector spaces of the same finite dimension. Each T induces a map from %(V °) to %(VI), 
where %(V) denotes the highest exterior power of V. Hence T determines an element o T of the 
line ~ (Ve)$ Q~ (V I) , where the asterisk denotes dual vector space. Upon choosing a generator 
for this line, o T can be identified with a function det (T), which is holomorphic in T and is 
nonzero exactly where the operator T is invertible. 

In the infinite-dimensional case of Y-operators the above line is replaced by the line 
~D = % (KerD)*Q ~ (Coker D), which depends on the operator D. The family of ~o forms a holo- 
morphic line bundle ~ over the space ~, called the determinant line bundle. The analogue 
of the assumption that V ° and V 1 have the same dimension is the condition that the index of 
the T-operators be zero, that is, d = r(g -- I). In this case there is a canonical section 

of ~ which is holomorphic and such that oD ~ 0 if and only if D is invertible. If we 
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