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Abstract. A rate equation model (the LASKIN program 
packet) has been developed for the detailed computation 
of energy transfer in Laser-Induced Fluorescence (LIF). 
Calculations of this type are necessary for analysis of the 
influence of energy transfer processes [e.g., electronic 
quenching and Rotational Energy Transfer (RET)l on the 
fluorescence signal. The model has been utilized to exam- 
ine linear LIF in the OH A2Z+-XŒH (0, 0) band. Available 
data on quenching, RET and spontaneous emission rates 
for the (A, v' = 0) state have been reviewed, and models for 
the state-specific RET and quenching rates have been 
developed. The accuracy of the calculations has been 
confirmed by comparison with experimental data, and the 
LASKIN program has been applied to the analysis of 
potential error sources in the widely applied two-line LIF 
temperature-measurement technique. Extensions of the 
model to the examination of saturated LIF, OH A X 
(1, 0) and (3, 0) excitation and LIF of other species (e.g., 02  
and NO) are discussed. 

PACS: 34.00 

Laser-Induced-Fluorescence (LIF) techniques based upon 
excitation of the hydroxyl radical (OH) have been widely 
developed for the study of combustion. The importance of 
OH as a chemical intermediate, combined with its rela- 
tively high concentration in flame zones and its strong 
radiative transitions in the ultraviolet, makes it one of the 
leading candidates for quantitative and non-intrusive 
measurements using laser-based techniques. Single-point 
and 2-D laser-induced fluorescence of the OH 
A2Z+-X2II band system has been successfully applied to 
the study of a variety of combustion environments [-1, 21. 

* To whom all correspondence should be addressed. Fakultät für 
Chemie, Universität Bielefeld, Universitätsstrasse 25, D-33615 
Bielefeld, Germany 
(Fax: + 49-521/106-6027) 

The measurement of the local OH concentration or 
rotational temperature with laser-induced ftuorescence re- 
lies upon a proportionality between the ftuorescence 
intensity and the concentration of the OH radical in the 
lower laser-coupled energy level. For  the case of linear 
excitation (i.e., no saturation of the excitation transition), 
the fluorescence is independent of the energy transfer in 
the ground state, and this proportionality can be ex- 
pressed in terms of the fluorescence yield in the upper 
state. This quantity reflects the ffaction of molecules pro- 
moted to the excited state which undergo radiative decay 
back to the ground stare. It is influenced by a number of 
factors, including the rates for spontaneous emission (as 
given by the Einstein A coefficients) and for collisional 
energy transfer processes such as quenching, Vibrational 
Energy Transfer (VET) and Rotational Energy Transfer 
(RET). Thus, the fluorescence yield is in general a complex 
function of pressure, temperature, chemical composition 
and the distribution of OH molecules throughout the 
large manifold of rovibronic energy levels. 

One possible method for quantification of fluorescence 
signals is the experimental determination of the fluores- 
cence yield at every measurement point. Such measure- 
ments may be possible for single-point studies, but in 
general are impractical for multi-point (2-D or 3-D) 
measurements. In these cases, quantification of OH LIF 
signals can only be performed under special circumstan- 
ces. For  instance, temperature can be measured using LIF 
by exciting from two different energy levels in the lower 
state to the same upper rovibronic state [-3], or a combus- 
tion environment can be chosen such that the fluorescence 
yield is approximately constant throughout the measure- 
ment area. However, such techniques generally have re- 
duced sensitivity or low signal-to-noise ratio, or they may 
only be applicable to a limited range of flows. 

In general, a detailed computer model is required to 
examine systematically the influence of the various energy 
transfer processes on the OH fluorescence yield and sig- 
nal. In turn, a quantitative analysis is only possible when 
the rate coefficients for all important energy transfer pro- 
cesses and the chemical composition at the measurement 
location are known. However, a computer model is very 
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useful for the examination of sources of measurement 
error in the application of various LIF techniques. Accu- 
rate modelling can also assist in the selection of an experi- 
mental approach which is best-suited for a specific com- 
bustion environment. 

The desire for accurate simulation of the energy trans- 
fer dynamics in OH following laser excitation has moti- 
vated the development of number of computer models. 
These models are based upon the description of the time- 
dependent population in each energy level with an Ordi- 
nary Differential Equation (ODE) [4]. Each ODE in- 
cludes contributions to the energy transfer into or out of 
the respective level. The dimension of the system of ODEs 
is thus equal to the number of relevant energy levels. Chan 
and Daily [5, 6] have utilized a set of 31 differential 
equatións for N _< 15 in OH (A, v' = 0) to simulate OH 
fluorescence spectra. The RET coefficients have been as- 
sumed to vary exponentially with transferred energy, and 
parameters for this exponential dependence have been 
determined from a fit of the RET data of Lengel and 
Crosley [7]. Crosley and Smith [8] have used a similar 
approach to determine temperatures from OH fluores- 
cence spectra; it was noted, however, that their approach is 
not generally valid. Furuya et al. [9] have also utilized the 
model of Chan and Daily [5, 6] to measure temperature 
from LIF spectra. Kotlar et al. [10] have applied a multi- 
level model to simulate the conditions in the exhaust gas 
of an atmospheric pressure methane flame. In this model, 
a bath level consisting of all vibrational levels with v" > 0 
has been used. Based upon the magnitude of the colli- 
sional energy transfer rates, a fraction of the total popula- 
tion accumulates in this level. This bath-level population 
can then be ignored in the quantitative analysis of LIF 
signals. Lucht et al. [11] have sirnulated fluorescence 
spectra acquired in a 40 mbar H_~/O2/N2 flame with the 
use of a multi-level model. In this study, rates for total 
RET were measured, and an optimized set of 30 para- 
meters for modelling of the state-to-state RET in OH (A, 
v' = 0) was developed. 

To date, the most complete model for energy transfer 
in OH LIF has been developed by Campbell [12-14]. 
Two hundred and thirty-two differential equations have 
been used to simulate the rotational levels in three vibra- 
tional states for both the A2Z + and X 2 H  electronic levels. 
Pressure, temperature, laser intensity and the excited 
transition [to either the (A, v' = 0) or (A, v' = 1) levels] can 
be varied. For  the individual collisional processes, differ- 
ent modelling approaches can be used. For  instance, for 
the electronic quenching it can be assumed that a quench- 
ing transition is equally probable to all states in the 
electronic ground state, or selection rules similar to those 
for radiative transitions can be used. For  the description 
of the RET, the model of Chan and Daily [5, 6] has been 
applied, and the RET in both electronic levels has been 
simulated with identical coefficients. Deviation from the 
results of a two-level model has been used as a criterion 
for the application of specific measurement techniques, 
e.g., spectrally narrow or broadband detection of the flu- 
orescence signal. 

The acquisition of additional data on energy transfer 
rates in OH and the improved understanding of the phys- 
ical mechanisms underlying these processes have necessi- 

tated the development of more sophisticated models for 
simulation of OH LIF. The model which will be dis- 
cussed here differs from previous models in several as- 
pects. First, the rates for rotational energy transfer (RET) 
are calculated using the Energy-Correlated-Sudden (ECS- 
EP) law [15-21]. This scaling law permits computation of 
the entire matrix of state-to-state RET rates for a given 
collider and temperature with only four parameters. The 
results for the ECS-EP model have also been compared 
with the experimental data on RET for a number of 
species and temperatures. Second, review of the available 
data on spontaneous emission and quenching rates has 
resulted in improved models for the variations of these 
rates with rotational level and temperature. Third, the 
sensitivity of the model to variations in the rates for 
specific energy transfer processes has been analyzed, and 
the model has also been applied to a systematic study of 
potential error sources in the widely utilized two-line 
temperature measurement technique. 

The model has been applied to the analysis of linear 
LIF in the OH A - X  (0, 0) band. Linear laser-excitation 
results in no significant depopulation of the ground state, 
and thus modelling of energy transfer processes in the 
X state (e.g., RET and VET) is not necessary. In addition, 
the large energy spacing between (A, v' = 0) and (A, v' = 1) 
results in negligible energy transfer from the lower-lying 
energy state to the higher-lying stare, and therefore VET 
in the A state can also be neglected. 

1 Rate equation modelling 

Figure 1 presents a schematic illustration of the relevant 
energy levels and energy transfer processes in linear OH 
A X (0, 0) LIF. Note that the ground-state energy levels 
have been reduced to a simple two-level system consisting 
of the laser-coupled level x and an ensemble level X. The 
ensemble level is populated by molecules which are 
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Fig. 1. Schematic diagram of important energy transfer processes in 
linear OH LIF 
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electronically quenched from the A state, and there is no 
transfer out of this state back into the laser-coupled level. 
The time dependence of the populations in the laser-excit- 
ed level l, the upper-state levels populated by RET j v a l, 
and the lower-state levels x and X can be expressed in 
terms of a system of rate equations: 

dn~ = (Bxtn~ -- B;~n;)GflLa~(t) + ~ Rjtnj 
dt j4-i 

(1) 

(/ # l), (2) 

dt/x 
dt - ~(Qj  + Aj)nj, (3) 

J 

- (B;xn~ - -  B l x n l )  Gv/Las(t), (4) 
dnx 

dt 

where R u is the state-to-state rate for RET from level i to 
level j Is-1],  Qj is the quenching rate [s-1 l, Aj is the 
Einstein A coefficient [s-~] and Bx; G~ ILas and B;~ G~ 
/Las are the rates for absorption and stimulated emission, 
respectively [s ~]. G~ is the spectral overlap integral, 
representing the overlap between the absorption and laser 
lineshapes I l / c m -  1]. 

For  the purposes of this simulation, the laser pulse 
shape is assumed to have a temporal dependence of the 
form 

Itas(t) oc t%xp( -- bt). (5) 

Values of a = 2.5 and b = 2 x  l0 s s -1 provide a good 
approximation of the pulse shape from a typical 
Nd :YAG laser (pulse duration ~ 10 ns). The rates for 
quenching (Q j) and RET (Rji) can be written as a function 
of nM [cm - 3], the number density of the collision partner 
M and the collision-partner-specific rate coefficient 
k [ c m  3 S - 1 ] :  

R«~ = y,k~ (M) nM, ~2~ = Y, k~ (M) nM. (6) 
M M 

n M can be written as 

P 
nM = ZM kB T '  (7) 

where ZM is the mole fraction, p is the pressure, and T is 
the temperature. 

In a typical LIF experiment, the spectrally and tem- 
porally integrated fluorescence is offen measured. This 
quantity can be written 

co  

IF, = Z Ak ~ n«dt (8) 
k 0 

where the summation extends over all populated rota- 
tional levels in the (A, v' = 0) state. Equations (1) and (2) 

can be integrated to yield 

0 j ~ l  0 

o9 

+ ~ R j l ~ n j d t = O  
j~:l 0 

- ~ R s ~ + Q j + A  s nj dt 
j ¢ l  

(9) 

o~ 

+ ~ R  u ~ n i d t = 0  (jval) .  (10) 
i ß j  0 

Stimulated emission has been neglected under the condi- 
tions considered here. Summations of (9) and (10) over all 
levels j result in the following relation for the time-integ- 
rated upper-state population. 

~(Qk + Ak) S nkdt = nxBx;Gv ~ lLasdt .  (11) 
k 0 0 

The total ftuorescence signal I n can  be written as a func- 
tion of the fluorescence yield r/, which reflects the ratio of 
the molecules which fluoresce to the total number of 
excited molecules. The resulting equation is 

oo 

[F1 = rlnxBx;G~ ~ ILasdt. (12) 
0 

In general, the fluorescence yield is a complex function of 
the rates for spontaneous emission and collisional energy 
transfer. There a r e a  few limits in which the fluorescence 
yield can be simplified. For  instance, when the rates for 
spontaneous emission and quenching are constant 
throughout the upper state, the fluorescence yield also 
reduces to a constant value 

A 
- A + Q (13) 

The fluorescence yield can also be simplified in cases 
where the RET is rauch slower or rauch faster than the 
quenching or spontaneous emission. When the RET is 
very slow, molecules excited to the upper state remain in 
the directly excited state until they decay back to the 
ground state. The fluorescence yield can then be written 

At 
r / =  r h - A;  + Qm;" (14) 

In contrast, when the RET is very fast compared to other 
energy transfer processes, the population in the upper 
state will achieve a thermal distribution prior to relax- 
ation back to the ground state. The fluorescence yield is 
then 

/ a v g  
r/-- Aavg + Qavg' (15) 

where Aavg and Qavg are the thermally averaged rates. 
Under typical flame conditions, however, these limits 

do not apply aod a more complex analysis of the fluores- 
cence yield is needed. This analysis requires detailed mod- 
elling of the population in each energy level as a function 
of time. The package of computer programs which has 
been developed for this purpose takes advantage of the 
fact that the calculation procedure can be divided into 
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three separate steps: first, the computation of the energy 
transfer rates and the construction of the system of ODEs; 
second, the solution of the ODE system to determine the 
time-dependent populations in each state; and third, the 
calculation of the resultant fluorescence signals. Thus, the 
LASKIN program package consists of three separate pro- 
gram modules. The core of the packet, the ODE solver 
LASKIN (for LASer KINetics), is a modified version of 
the LARKIN program, originally developed by Deuflhard 
et al. [22] for the simulation of large chemical kinetic 
reaction systems. 

2 Inputs to the LASKIN program 

A range of spectroscopic data is required to perform 
calculations of energy transfer in the OH (A, v' = 0) state. 
Term energies and line positions were taken from Coxon 
[23]. As can be seen in Fig. 2, the values of the Einstein 
A coefficients in the upper state of OH are somewhat 
uncertain [24 29]. In particular, variations between ex- 
perimental studies and theoretical calculations can be 
observed for low-lying rotational levels. For  this study, 
the Einstein A coefficients were taken from the calcu- 
lations of Trolier [28], which are in perfect agreement 
with the results of Luque and Crosley [29]. 

Accurate computations also require data on state-spe- 
cific quenching and RET rates. A number of measure- 
ments of state-specific and total RET rates have been 
performed at both low and high temperatures [15 20], 
and these data have been used to develop the ECS-EP 
(Energy-Corrected-Sudden) scaling law [21]. With this 
law, the entire matrix of state-to-state RET coefficients 
can be specified with just four scaling parameters. How- 
ever, accurate determination of these parameters requires 
(at a minimum) state-to-state RET data at low temper- 
atures and total RET data at high temperatures. Such 
data exist for H20,  and the ECS-EP law has been shown 
to model accurately RET of OH in collisions with H 2 0  
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Fig. 2. Spontaneous  emission rate from OH(A,v'  = 0) as a function 
of rotat ional  level. Experiment:  Stars: [24]; squares: [25]; circles: 
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Theory: Solid line: [28] in perfect agreement  with [29] 

across a wide range of physical conditions. To date, the 
accuracy of the ECS-EP scaling law for other combustion- 
relevant colliders such as CO2 and N2 is unknown, due to 
the lack of accurate high-temperature RET data for these 
species. However, as will be discussed below, the combina- 
tion of low-pressure flame measurements and the applica- 
tion of the LASKIN model has enabled estimation of 
RET cross sections for these species as well. For helium as 
collision partner, which may be important as a diluent in 
some flame studies, the ECS-EP parameters have been 
determined on the basis of quantum mechanically cal- 
culated RET coefficients [17]. For  a detailed discussion of 
the ECS-EP law and the determination of the correspond- 
ing parameters, see [21]. 

A summary of experimental and theoretical data on 
quenching of OH by H 2 0  as a function of temperature 
and rotational level is shown in Fig. 3 [30 39]. For deter- 
mination of the temperature dependence of the quenching 
rate, a modified version of the calculations of Garland and 
Crosley [30] has been used for the LASKIN modelling. As 
can be seen from Fig. 3a, Garland and Crosley model 
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accurately the available experimental data on OH 
quenching by H 2 0  for temperatures under 1500 K. The 
discrepancy between the model and the results of Fair- 
child et al. [33] is consistent with their hypothesis that 
their measurements represent a lower limit for the quench- 
ing cross section. The measurements of Jeffries et al. [34] 
at 2300 K do appear to show that the Garland and Cros- 
ley model underestimates the quenching rate at high tem- 
peratures. Thus, for the temperature range above 1500 K, 
the results of Garland and Crosley have been modified to 
achieve an agreement between measurement and theory. 
The recent results of Paul [31] illustrate that this correla- 
tion is justified for elevated temperatures. For  the collision 
partner CO2 and CO, the harpooned model of quenching 
from Paul [31] has been used, since the results of this 
model appear to reproduce the available experimental 
data more accurately than the model of Garland and 
Crosley. The cross section for N2 quenching was taken to 
be negligible, an assumption which is questionable at low 
temperatures but should be valid at the elevated temper- 
atures typically found in flames (Table 1 in [31]). 

Most of the studies of electronic quenching as a func- 
tion of rotational level have been performed at room 
temperature. These results (with the exception of 
Papagiannakopoulos et al. [38]) illustrate that the 
quenching rate tends to decrease with increasing rota- 
tional level. The strength of this decrease is dependent on 
the collision partner. For  very high rotational levels 
(N'  > 10), it appears that the quenching rate approaches 
a constant value, at least for H 2 0  [37]. 

There have been fewer studies on the rotational-level 
dependence of the quenching at higher temperatures [34, 
37, 39, 40]. Jeffries et al. [34] have measured quenching 
rates from the N' = 3, 8 and 16 levels of OH in a low- 
pressure flame with H2 as the fuel and a varying mixture 
of 02  and N 2 0  as the oxidizer. By altering the oxidizer 
mix, the temperature in the flame could be varied from 
1200 to 2300 K. The results illustrate that the variations 
in the quenching rate with rotational level are smaller with 
increasing temperature. It should be noted that due to the 
varying gas mixture in this flame, it is not possible to 
relate the measured quenching rate directly to a specific 
collision partner such as H20.  

The lifetime measurements of Cattolica and Mataga 
[39] for the v' = 1 state of OH also provide insight into 
the rotational-level dependence of the quenching rate in 
the A state of OH. These results illustrate that the quench- 
ing cross section for H 2 0  decreases 17% from N'  = 4 to 
N' = 11 at 1050 K. 

An important problem in the proper interpretation of 
the measurements of quenching rate with rotational level 
should not be ignored: quenching rates are typically deter- 
mined by exciting a specific energy level and then measur- 
ing the broadband fluorescence decay time (the decay time 
from the entire upper state). However, RET in the upper 
state acts to redistribute the population from the initially 
excited level to other levels in the upper state. Thus, the 
quenching rate which is typically measured is not the 
state-specific rate, but rather the rate following partial 
thermalization of the population over a wide range of 
states. The determination of the state-specific rate, which 
is required by the LASKIN program, requires analysis of 

the measured quenching rates in combination with the 
RET rates. 

Copeland et al. [40] have proposed the following em- 
pirical relation for the room-temperature state-specific 
H 2 0  quenching rate k~, from the excited state as a func- 
tion of the state-specific quenching rate from the lowest- 
lying rotational state koe: 

kü, = keo expl - a N ' ( N '  + 1)]. (16) 

An alternate form was also examined: 

k~, = k0 ü exp( - aN') .  (17) 

There is no theoretical basis for either of these functional 
dependences. The ability of these relations to replicate the 
variation of the quenching rate with rotational level was 
examined by combining computed rotationally averaged 
quenching rates (calculated using the LASKIN program) 
with lifetime measurements acquired following excitation 
of several rotational levels in the OH (A, v' = 0) state in 
the exhaust gases of a 25 mbar H2/O2/He flame at 1360 K 
[20]. These model calculations include quenching and 
RET due to collisions with the major constituents of the 
exhaust gases. The simulations showed that the functional 
dependence of the state-specific quenching rate shown in 
(17) leads to a significantly better representation of the 
measured fluorescence decay rates compared to the de- 
pendence in (16). 

The results for the representation in (1'7) are shown in 
Fig. 4. Three different decay rates are given in Fig. 4a: the 
state-specific decay r a t e  Q.N, -}- AN', the decay r a t e  (CT)av e of 
the total upper-state population, and the total (broad- 
band) fluorescence decay rate (CF1) .... The first, state-spe- 
cific rate shows the exponential decrease with increasing 
rotational level according to the dependence in (17). It 
cannot be measured, since RET leads to a partial redis- 
tribution of the population in the upper-state rotational 
manifold. The total population in the upper state is given 
by 

nT(t) = Y~nk(t).  (18) 
k 

Its decay r a t e  (CT)av e can be expressed by 

nT(t) oc exp[ - (CT)awt] • (19) 

As seen in Fig. 4a, the functional dependence of this 
quantity on rotational level is slightly different. If a level 
with low rotational quantum number is excited, RET acts 
to shift population to higher-lying levels and vice versa. 
Considering the decrease of the state-specific quenching 
coefficient with rotational level, these tendencies lead to 
the observed behavior with ((CT)ave < QN' + AN, for 
low quantum numbers and the opposite for the higher 
levels. 

However, (CT)ave is also not accessible in the experi- 
ment. Rather, the broadband fluorescence is measured 
with contributions of individual emissions from the popu- 
lated rotational levels 

Ivl(t) - Y, Aknk(t).  (20) 
k 
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Due to the variation in the Einstein A coefficients in the 
upper level, the total fluorescence decay rate (Cvl)ave given 
by 

Iv](t) oc expl - (CFl)ave t] (21) 

is not identical to (CT)ùve (Fig. 4a). 
Figure 4b shows the comparison of (CT)ùve from ex- 

periment and simulation; here, the dependence on rota- 
tional energy is given. The agreement is very good. Note 
that the measured (i.e., partially thermalized) fluorescence 
decay rate decreases approximately exponentially with 
increasing rotational ener9y, in contrast to the assumed 
exponential decrease in the state-specific rate with rota- 
tional Ievel. From these results, it can be concluded that 
(17) properly reproduces the rotational-level dependence 
of the state-specific quenching rate and that the observed 
exponential decrease of the measured fluorescence decay 

Fig. 5. Quenching from OH(A, v' = 0, 1) by H 2 0  at 300 K ([371). 
The discrepancy between the state-specific and effective (i.e., rota- 
tionally averaged) quenching rates is due to the thermalizing influ- 
ence of the RET. Experiment: open circles: v' = O, filled circles: v' = 1 
Simnlation: dotted line: state-specific quenching rate coefficient; soIid 
Iine: rotationally averaged quenching rate coefficient 

rate with rotational energy is a result of the rotational 
redistribution in the excited (A, v' = 0) state. The optimal 
value of the parameter a in (17) is 0.016, corresponding to 
a decrease in the quenching rate of approximately 1.6% 
per rotational quantum number. Note that for each colli- 
sion partner and temperature, a new value for a should be 
determined. 

The variation in quenching rate with rotational level 
can also be examined by comparison with other measure- 
ments. As shown in Fig. 5, comparison of calculations 
with the detailed quenching measurements of Cleveland 
and Wiesenfeld [37] for OH (A, v' = 0) and (A, v' = 1) at 
300 K illustrate that an exponential decrease of the state- 
specific quenching rate with increasing rotational level 
leads to accurate reproduction of the measured decay 
rates for N'  <_ 10. For  N' > 10, the experimental results 
show that the dependence of the quenching rate on rota- 
tional level disappears. For  this temperature, a value for 
the parameter a of 0.08 for N'  < 10 provides the best 
agreement between experiment and theory. 

The measurements of Jeffries et al. [34] for three rota- 
tional levels N'  = 3, 8 and 16 at temperatures between 
1200 and 2300 K were also examined. The results of the 
LASKIN calculations for this flame are shown in Fig. 6 
and can be compared with the data in Fig. 3 of Jeffries 
et al. [34]. Because only three rotational levels were excit- 
ed, an exact determination of the a parameter was diffi- 
cult, but after careful analysis the following values were 
estimated: a = 0.02 (1200K), a = 0.012 (1700K), 
a = 0.007 (1900 K) and a = 0 (for 2300 K). Note that the 
gas compositions in these flames contain significant con- 
centrations of H atoms and other species, and so the 
quenching rate (and thus the dependence of this rate on 
rotational level) cannot be attributed to H 2 0  alone. 

The study discussed here, together with the measure- 
ment of Cleveland and Wiesenfeld [37] and Jeffries et al. 
[34] has examined the rotational-level dependence of the 
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Fig. 6. Quenching from OH(A, v' = 0) in the exhaust gases of a H2 
flame with variable temperature. The symbols denote the laser- 
excited levels (squares: N' = 3; diamonds: N' = 8; triangles: N' = 16). 
These results can be compared with Fig. 3 in Jeffries et al. [34] 

quenching of OH due to collisions with H 2 0  at temper- 
atures ranging from 300 to 2300 K. In all three studies, 
a decrease in the quenching rate with increasing rotational 
level was observed. In addition, the magnitude of this 
effect decreased with increasing temperature, i.e., the para- 
meter a becomes smaller. Finally, the results presented 
here illustrate that accurate determination of state-specific 
quenching coefficients requires the correct simulation of 
the RET in order to estimate the influence of rotational 
thermalization on measured quenching rates. Ignoring the 
influence of this thermalization effect can also lead to an 
underestimation of the variation of the quenching rate 
with rotationäl level. 

3 Simulation of H 2 combustion 

Temporally integrated fluorescence spectra are parti- 
cularly useful for a quantitative comparison between ex- 
periment and theory. Spectra of this type are relatively 
sensitive to the relative magnitudes of the energy transfer 
rates (e.g., to the branching ratio Q~/Rz) and to RET 
processes which maintain or change symmetry. In addi- 
tion, these spectra are not influenced by the details of the 
laser excitation such as pulse duration and energy. This 
independence enables comparison of the calculations with 
spectra which, for practical reasons (e.g., improved S /N  
ratio), have been measured with high laser intensity. In 
addition, model results can be compared with experi- 
mentally measured spectra from the literature in cases 
where the details of the laser excitation are not given. 

3.1 H2/O2/He flames - 25 mbar, 1360 K 

As a first application of the LASKIN program, calcu- 
lations were compared with spectra obtained in 
a stoichiometric 25 mbar H2/O2/He flame (for details on 
the experimental setup, see [-20]). The gas composition in 
the postflame region was primarily He (54%), H 2 0  (26%) 
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Fig. 7. Simulated population densities for several rotational levels in 
OH(A, v' = 0) in the exhaust gas of a 25 mbar  H2/O2/He flame. 
Upper plot: Excitation of the F2(4) level; lower plot: Excitation of the 
F2(15) level 

and H atoms (9%), and the flame temperature at the 
measurement location in the exhaust gas (48 mm above 
the burner surface) was 1360 K. The model calculations 
include the contributions to the RET due to collisions 
with H 2 0  and He, and contributions to the quenching 
due to collisions with H 2 0  and H atoms. Under these 
conditions, collisions with H 2 0  contribute the majority of 
the quenching and RET. Thus, comparison of experiments 
and theory provides (to a first order) a test of the accuracy 
of the modelling of O H - H 2 0  energy transfer. 

For the state-specific quenching rates, an exponential 
decrease with increasing rotational quantum number 
[(17), a = 0.016] was used. The RET was modelled using 
the ECS-EP scaling law. 

The first step in the simulation was to calculate the 
time-dependent populations in the upper-state rotational 
levels following laser excitation. Figure 7 illustrates the 
populations in several levels following excitation of the 
F2(4) and F2(15) transitions. Temporal  integration of 
these profiles (from t = 0 to 70 ns) results in the popula- 
tion distributions shown in Fig. 8. The dominance of 
the laser-excited level is clear, as is the greater population 



59O 

0.5 

= 0.4 
O 

o. 0.3 
O 
GL 

-O 

ùN 0.2 

O 

z 0.1 

0.0 

F2(4) excitation 

n,ùlNlù nlù!ù,°,0,o 
O 5 10 15 

Rotational quantum number N' 

' i 

2O 

0.5 

0.4 
O ,~, 

o_ 0,3 
o 

ùN 0.2 

E 
O 

z 0.1 

0.0 

Fz(15) excitation 

........... .o,o,o,otlo[ ~1_,_ 
' ' ' ' I , , , , i , , , , , , , , 

5 10 15 

R0tational quantum number N' 

20 

Fig. 8. Simulation of the temporally integrated population densities 
in OH(A, v' = 0) in the exhaust gas of a 25 mbar  H2/O2/He flame. 
Open bars: F1 levels;filled bars: F2 levels. Upper plot: Excitation of 
the F2(4) level; Iower plot: Excitation of the F2(15) level 

U 

U 

L 
O 

m 

LE 

0~ 
306 

R2(3) 

308 

Q2(4) 

I Pa(5) 

310 312 

Wavelength (nm) 
314 

O 

L.ù 
O 

m 

M_ 
1 

o~ 
306 

Q2(15) 

R2(14) 

i i i i 

308 310 31; 314 316 

Wavelength (nm) 

i 

318 320 

Fig. 9. Comparison of measured and simulated fluorescence spectra 
from OH(A,v' = 0) in the exhaust gas of a 25 mbar H2/O2/He flame. 
Solid line: experiment; dashed line: simulation. Upper plot: Excitation 
of the F2(4) level; lower plot: Excitation of the Fz(15) level 

in the F2 fine-structure components compared to the 
corresponding F1 components. This difference is a direct 
result of the tendency towards conservation of fine-struc- 
tute component or e/fsymmetry for RET of OH in colli- 
sions with H 2 0  (i.e., F1 ~ F1 and F2 ~ F2 transitions are 
more likely than FI ~ Fz and F2 ~ Fi transitions) [16,17]. 

The temporally-integrated population distributions 
can then be combined with the Einstein A coefficients to 
calculate fluorescence spectra. The comparison of cal- 
culated and measured spectra for the two excitations is 
shown in Fig. 9. In general, very good agreement between 
model and theory is observed. Note that the fluorescence 
spectra are dominated by three strong transitions 
R 2 ( N ' -  1), Q2(N') and P2(N' + 1) originating from the 
laser-excited level F2(N'). In the experiment, excitation of 
the R2(14) transition was used to populate the F2(15) level. 
Scattered laser light at this wavelength results in the 
anomalously large peak in the measured spectrum. 

Fluorescence spectra were also acquired following ex- 
citation to the N' = 0, 5, 7, 10 and 12 stares and compared 
to LASKIN calculations. A good agreement between ex- 

periment and theory was also seen for these transitions. 
Because of the dominance of HeO as the primary energy 
transfer partner for OH in this low pressure flame, these 
results serve as confirmation of the accuracy of the model- 
ling of energy transfer for OH in collisions with HzO. 

3.2 H2/O2/M flames 50 mbar, 1530K 

The good agreement between the calculations and 
measurements in the 25 mbar flame verifies the accuracy 
of both the LASKIN program and the H 2 0  quenching 
and RET rates which were utilized as inputs. The LAS- 
K IN  program can now be combined with additional 
measurements to examine the RET rates for CO2 and N 2. 
This has been performed by examining fluorescence 
spectra acquired in a stoichiometric 50 mbar H 2 / O 2 / M  
flame (M = He, Ne, CO2). LASKIN was then used to 
simulate the spectra for a range of N2 and CO2 RET rates, 
in order to determine the rates which gare the best ägree- 
ment between experimental and theoretical spectra. 
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The experimental setup was similar to the apparatus 
described in Lee et al. [20]. The total cold gas ftow rate 
was held constant at 8 slm, and the pressure in the flame 
was increased to 50 mbar  to reduce the mole fraction of 
H atoms. At the measurement location, the flow composi- 
tion was 57% diluent, 33% H=O, 4% H=, 3% 02, and 
3 % H  atoms (the increased pressure leads to reduced con- 
centrations of radical species). The temperature for all 
three flames was ~ 1530 K. = 

For  the simulation, only the collision partners H20 ,  
H (only for quenching) and the diluent M were considered. ~, 
As was discussed earlier, the quenching cross sections of 
H=O were calculated using a modified version of the 
model of Garland and Crosley [30]. He and N= quenching 
were assumed to be negligible, and the CO= quenching 
was calculated based upon the model of Paul [31]. The 
quenching cross sections for collisions with H atoms were 
taken from Jeffries et al. [34] and were assumed to de- 
crease with increasing rotational level in the same manner 
as the H 2 0  cross sections. 

The RET due to collisions with H=O and He was 
modelled similarly as for the H2/O2/He flame in Sect. 3.1. 
For  N= and CO=, representation of the RET was more 
difficult. The ECS parameters for the collision partner N= 
have been determined based upon room-temperature  data 
[18]. However, at typical flame conditions, the RET rates 
for N= are more uncertain than the rates for H20 ,  due to 
the lack of experimental date on total N2 cross sections at 
elevated temperatures. A simulation based upon the high- 
temperature cross section of Stepowski and Cottereau 
[41] (aR --= 80A 2) results in a ratio of the population in the 
laser-excited state to the population in the entire upper 
state which is significantly lower than the ratio from the 
spectra measured in this study. A comparison of calcu- 
lations and measurements results in an estimate of the 
total RET cross section for OH(A, v' = 0,N' = 5) in colli- H20 
sions with N2 of40A 2 at the flame temperature of 1530 K. H 

For  simulation of energy transfer in the H 2 / O 2 / C O  2 H e  

flame, the ECS parameters  for modelling of the CO2 RET N2 
were assumed to be identical to the parameters for CO2 
N 2 RET. This assumption was necessitated by the lack of 
an accurate representation for CO2 RET at elevated tem- 
peratures, and can be justified based upon the similar 
behavior of the N 2 and CO2 RET coefficients at room 
temperature [18]. 

LIF  spectra acquired in the three flames following 
excitation of the N'  = 5 level in (A, v' = 0) are shown in 
Fig. 10, together with simulated spectra from LASKIN.  
Close similarities between the three spectra can be ob- 
served. This is primarily due to the continuing importance 
of H 2 0  as  a colliding species in all three flames despite the 
high mole fraction of diluent. The spectra were simulated 
with the L A S K I N  program, and the resultant total RET 
rates and quenching rates for OH(A, v' = 0, N' = 5) for all 
relevant collision partners are summarized in Table 1. 

As can be seen in Table 2, the RET and quenching 
rates result in varying values for the branching ratio Q~/Rg 
in the three flames. The branching ratios lead to good 
agreement between the measured and calculated ratios of 
the population in the laser-excited state to the total upper- 
state population, and this agreement serves as further 
confirmation of the accuracy of the calculation. 
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Fig. 10. Comparison of measured and simulated fluorescence 
spectra from OH(A, v' = 0) in the exhaust of a 50 mbar H2/O2/M 
flame (M = He, N2, CO=). Solid line: experiment, dashed line: simula- 
tion 

Table 1. Estimated energy transfer in OH (A ,v' = O, N' = 5) for the 
simulation of the 50 mbar H2/O2/M flame (M = He, N=, CO=) 

Coll. partner Total RET Quenching 

Z [%] eR kR Z" n a~ k~ Z" n 
[Ä2] [106 s 1] [ Ä 2 ]  [106s-2] 

33 150 226 29 44 
3 - -  - -  13 5.4 
57 6.6 29 - -  
57 40 94 0.6 1.3 
57 41 92 15 32 

Table2. Branching ratlos and temporally integrated population 
ratios in the 50 mbar H2/Oz/M flame following excitation of F2(5) 

Flame Simulation Experiment 

Qz/R~ ~ Nl dt/~ Nr dt ~ N~ dt/~ N T dt 

H2/O2//He 0.193 0.225 0.227 _+ 0.012 
H2/O2/N2 0.158 0.198 0.201 _4- 0.016 
H2/O2/CO2 0.257 0.262 0.225 _+ 0.021 

Note that the RET rates for N 2 and CO2 determined 
in this study should only be viewed as approximate. More 
accurate determination requires a measurement environ- 
ment in which the molecule of interest is the dominant 
collision partner. Because of the large concentration of 
H 2 0  in these H2 flames, this is not the case. However, 
these results provide an estimate of the RET rates for 
N2 and CO2 at elevated temperature, and they also 
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demonstrate the importance of H 2 0  as a more efficient 
energy transfer partner for OH than either N2 or CO2. 
Althongh the H 2 0  mole fraction is only 33% in the 
exhaust gases (compared to 57% for N2 and CO2), water 
contributes more than 70% of the total RET. 

3.3 H2/N2O flames 9.5 mbar, 2300K 

cross section for total RET out of  the Ft(0) level 
[aR(H20) = 180A 2 and aR(N2)= 50 A 2] (see [21] for 
definitions of the ECS parameters and further discussion). 
The good agreement between the calculated and meas- 
ured spectra for this high-temperature flame illustrates the 
ability of the LASKIN program to simulate accurately 
OH fluorescence signals across a wide range of physical 
conditions. 

Computations from the LASKIN program have also been 
compared with the results of the low-pressure flame study 
of Jeffries et al. [34]. This analysis permits examination of 
the LASKIN calculations in a ftame with a temperature 
which is significantly higher than that in the flames pre- 
viously studied. 

The exhaust gas at the measurement location had 
a temperature of 2300 K and consisted primarily of H 2 0  
(42%) and N2 (46%). Figure 11 displays the ftuorescence 
spectra which were simulated using the LASKIN program 
for excitation of the F1(3), F2(8) and F1(16) levels. These 
spectra can be compared with Fig. 4 in Jeffries et al. [34]. 
For the computation, the quenching rates were computed 
from the cross sections of Jeffries et al. and were domin- 
ated by collisions with H20,  due to the low quenching 
cross section for N2 [32]. The ECS-EP parameters for 
H 2 0  and N2 determined previously from the lower-tem- 
perature studies could be used to model RET at this 
higher temperature, with the exception that the scaling 
factor had to be increased in order to maintain a constant 
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Fig. 11. Simulated fluorescence spectra from OH (A, v' = 0) in the 
exhaust of a 9.5 mbar H2/N20 flame. These results can be com- 
pared with Fig. 4 in Jeffries et al. [34] 

4 Hydrocarbon flames 

Following the confirmation of the accuracy of the LAS- 
KIN model for predicting energy transfer in hydrogen 
flames, and the application of the model to the estimation 
of the N2 and CO2 energy transfer rates, LASKIN was 
utilized for the examination of hydrocarbon flames. Zizak 
et al. [42] analyzed temporally integrated OH LIF 
spectra acquired in the exhaust gas of various hydrocar- 
bon flames and determined the population distribntion as 
a function of the laser-excited level. The results fi'om the 
CH4/air flame (~b = 1.1, T = 1950 K) and the C2H2/air 
flame (q5 -- 1.25, T = 2380 K) are appropriate for com- 
parison with model calculations. A flame modelling pro- 
gram [43] was applied to estimate the species concentra- 
tions in the exhaust gases of these flames. For  modelling of 
the energy transfer, the most important species are H20,  
N2, CO2 and CO, which constitute 98% of the gas com- 
position. For  CO2, the RET coefficients are uncertain, but 
are estimated to be similar to the coefficients for N2; for 
CO, the RET coefficients are unknown. Because no data 
on CO is available, the coefficients were assumed to be 
the same as for N »  The uncertainty in the RET coeffi- 
cients for CO and CO2 has only a small influence on the 
total RET, because of the dominance of the RET by H 2 0  
and N »  

In the CH4/air flame, electronic quenching is domin- 
ated by H 2 0  and CO2, and in the acetylene flame H20,  
CO2 and CO are important. The quenching rates for H 2 0  
were chosen based upon the analysis presented previously, 
the cross sections for CO2 and CO were taken from the 
model of Paul [31]. 

The results of the modelling, together with the data of 
Zizak et al., are shown in Fig. 12. The time-integrated 
population distributions illustrate the same character- 
istics: a marked dominance of the laser-excited rotational 
level and a tendency for conservation of the fine-structure 
component. As can be seen by comparison with Fig. 8, 
these characteristics are not as strong as in the case of the 
H 2 0 / H e  exhaust gas mixture. The good agreement be- 
tween experiment and calculations for these two flames 
verifies the validity of both the LASKIN model and the 
energy transfer rates selected for use in the computations. 
In particular, the presence of significant quantities of COz 
and/or  CO in these flames (especially the acetylene flame) 
and the resultant sensitivity of the fluorescence signal to 
the energy transfer due to these species confirms that the 
model of Paul [31] simulates accurately the quenching of 
OH. Application of the model of Garland and Crosley 
[30] to CO2 and CO quenching results in much poorer 
agreement between experiment and theory. 
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5 I n f l u e n e e  o f  e n e r g y  t r a n s f e r  o n  t e m p e r a t u r e  

m e a s u r e m e n t s  w i t h  l i n e a r  L I F  

Measurement of the rotational distribution of the OH 
radical with LIF can be used to determine the local 
temperature in combusting flows. The potential for 
measurement of 2-D temperature fields with planar LIF is 
a promising application. However, proper interpretation 
of the LIF signals relies upon a knowledge of the influence 
of collisional energy transfer processes upon the fluores- 
cence. The LASKIN program has been used to calculate 
the potential for these influences to cause errors in temper- 
atures measured using LIF of the OH A X (0, 0) 
transition. Note that the calculations have been per- 
formed in the limit of linear LIF, and note also that VET 
between the (A, v' = 0) level and other vibrational levels 
has been neglected. Correct modelling of partially or fully 
saturated fluorescence will necessitate modelling of RET 
in the (X, v" = 0) level, and examination of LIF following 
excitation to higher-lying vibrational states [e.g., (1, 0) or 

(3, 0)] will require inclusion of the influences of VET in the 
upper state as well as quenching and RET data for these 
states. 

LIF thermometry relies upon thermal equilibrium in 
the ground state of the molecule to be probed. In the 
oft-applied two-line technique, the ratio of fluorescence 
signals resulting from excitation of two rovibronic 
transitions is directly related to the populations in the 
ground states of the transitions through the equation 

IFI, 1 - rhBlg'l exp f E ~ ~ ß ~ ~  
IFl,2 rl2B2g'~ \ kBT ] '  (22) 

where t/is the fluorescence yield, B is the Einstein coeffic- 
ient for absorption and g and E are the degeneracy and 
energy of the lower state. It is assumed that all experi- 
mental parameters such as detection efficiency and laser 
energy are identical for the two measurements. 

While the molecular term energies and Einstein coeffi- 
cients are well-known, the fluorescence yield is a function 
of the gas composition, pressure and temperature at the 
measurement location, and, in general, is also ä function of 
the laser-excited state. Because of the difficulty in deter- 
mining this quantity accurately, variations in the fluores- 
cence yield with rotational level are simply ignored in 
many applications. In this limit, (21) can be solved to 
determine the temperature. 

E~ -- E~ /, IF, lg;B2"~ -1 
- t m  ' ,, / , (23)  

TuE kB \ IF1,2glB1] 

This assumption of constant fluorescence yield will gener- 
ally lead to a systematic error in the meäsured temper- 
ature. The magnitude of this error can be compared using 
the equation 

T L I F - - T  ~BT (~12 ) 
T ~ E ~ - E 1  ~ - 1  . (24) 

Thus, the temperature error depends on the ratio of the 
fluorescence yields, the chQice of excitation lines and the 
flame conditions. 

5.1 Excitation to OH (A, v' = O) 

Temperature measurements using LIF of the OH A - X  
(0, 0) band typically utilize detection of the broadband 
fluorescence following excitation to the (A, v' = 0) level, 
i.e., the fluorescence is spectrally integrated over t h e  
wavelength range encompassing the (0, 0) band. At pres- 
sures of 1 atm or higher, the fluorescence decay rate is 
typically not determined, and the fluorescence signal is 
then integrated over several fluorescence lifetimes. In con- 
trast, the reduced collision rate in low-pressure flames 
enables measurement of the fluorescence signal within 
a time interval which is relatively short compared to the 
fluorescence lifetime. Thus, depending on the flame envi- 
ronment, O H  LIF thermometry can be performed using 
either temporally resolved or temporally integrated flu- 
orescence detection. Both fluorescence measurement 
methods will be analyzed in the following sections. 
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5.1.1 Temporally integrated fluorescence 
Model calculations have been performed to determine 
potential errors in temperature measurements using tem- 
porally integrated LIF. As a first step, OH in an environ- 
ment of pure H 2 0  at 1 bar was examined. This mixture 
was chosen for analysis because of the importance of H 2 O  
as a primary energy transfer partner for OH in many 
flames, and due to the availability of accurate data on 
H 2 0  RET and quenching. The ECS-EP parameters for 
modelling of the RET and the parameter a describing the 
exponential decrease in the quenching rate with rotational 
level were taken from the analysis described above. 

For  determination of the fluorescence yield as a func- 
tion of rotational level, a laser excitation was simulated for 
every rotational level from N' = 0 to 15. From the state- 
specific populations, the spectrally and temporally integ- 
rated fluorescence was calculated, and these results were 
used to calculate the fluorescence yield, defined as 

IF1 
rh - nxBxz" (25) 

The fluorescence yield can also be expressed as a function 
of the rotationally averaged spontaneous emission and 
quenching rates 

Äl Ä, 
r h -  _ ~ ~ = - .  (26) 

Al + Ql QI 

Figure 13 illustrates a plot of the fluorescence yield [nor- 
malized against the fluorescence yield for the F1 (0) state] 
as a function of rotational level for live different temper- 
atures. The fluorescence yield exhibits a marked depend- 
ence on the rotational level at low temperatures, and 
smaller variations are observed at elevated temperatures. 
It is also interesting to note that the fluorescence yield 
decreases with increasing rotational energy for temper- 
atures above ~ 1500 K, and that the opposite behavior is 
exhibited for lower temperatures. 

Variations in the behavior of the fluorescence yield as 
a function of the temperature and rotational level can be 
attributed to the influence of these parameters on the 
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Fig. 13. Relative fluorescence yield as a function of rotational quan- 
tum number of the laser-excited stare 

rotationally averaged quenching and spontaneous emis- 
sion rates. At low temperatures, the decrease of the state- 
specific quenching rate QN, with rotational level is so 
pronounced that, despite the decrease in the state-specific 
radiative decay rate AN, with rotational level and despite 
the partial thermalization of the population due to RET, 
the fluorescence yield increases rapidly with rotational 
level. In contrast, at elevated temperatures the rotational- 
level dependence of the quenching rate decreases, and the 
fluorescence yield is then more strongly influenced by the 
decrease in the Einstein A coefficient. At 1500 K, the 
variations in QN' and Au, are roughly equivalent, leading 
to a nearly constant value for the fluorescence yield. It 
should be noted that without the redistribution of the 
rotational population by RET, the rotationaMevel de- 
pendence of the fluorescence yield would be rauch stroh- 
ger. 

The accuracy of the two-line technique for temper- 
ature measurements was examined by performing calcu- 
lations of OH LIF signals for five different temperatures 
ranging from 300 to 2500 K. At each temperature, an 
appropriate pair of excitation transitions was selected to 
provide good sensitivity of the signal ratio. For simplicity, 
all lines were selected from Q1 branch. The results of the 
calculations are shown in Table 3. 

These "measurement errors" are in agreement with the 
variations in the fluorescence yield. For  low temperatures, 
the fluorescence yield for the higher-lying level is larger, 
leading to an overestimation of the temperature, whereas 
the opposite behavior is observed for elevated temper- 
atures. The percent deviation in temperature is greatest 
for 300 K ( ~  9%), while for the entire fange of flame 
temperatures the deviation is less than 5%. At 1500 and 
2000 K the variation is less than 2%, an unsurprising 
result in view of the small variations in fluorescence yield 
at these temperatures (Fig. 13). At 2500K the largest 
absolute error is observed, an effect which can be at- 
tributed to the variation in the Einstein A coefficient with 
rotational level. 

In the thermometry technique developed by Cattolica 
[3], the influence of the fluorescence yield on the temper- 
ature measurement can be removed by excitation of the 
transitions R t ( N  - 1) and P I ( N  + 1) to the same rota- 
tional fine-structure energy level in the (A, v' = 0) stare. 
This measurement method will eliminate variations in the 
fluorescence yield as source of error for OH LIF ther- 
mometry. The primary disadvantage of this technique is 
that the rotational energy spacing of the two ground-state 

Table 3. Simulation of temperature measurements for a pure H2O 
environment at various temperatures (the parameter a is a measure 
of the exponential decrease in the quenching rate with rotational 
level) 

T [Kl  a Transitions TLI• [K] 

300 0.08 QI(1)/Q~(4) 326 
1000 0.03 Ql(1)/Q1(7) 1045 
1500 0.015 QI(1)/Q~(9) 1513 
2000 0.007 Q~(1)/Q,(ll) 1969 
2500 0 Q~(1)/QI(13) 2389 
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energy levels is small, which renders the resulting fluores- 
cence signal ratio relatively insensitive to temperature. 
This method does, however, demonstrate that the error in 
the measured temperature will be reduced when the up- 
per-state rotational levels are closely spaced. As an illus- 
tration, the LASKIN program has been used to simulate 
temperature measurements in a pure H 2 0  environment at 
1000 K and 1 bar for excitation of five different line pairs. 
The ground-state rotational levels in these line pairs are 
almost identical (variations in fine-structure components 
only), and the upper-state rotational levels are increasing- 
ly separated from each other. The results are shown in 
Table 4. For  excitation to the fine-structure components 
F2(5 ) and F1(5) via the $1(3) and 02(7) lines, the "meas- 
ured" temperature is in exact agreement with the input 
temperature, in agreement with the technique proposed 
by Cattolica 1-3]. Increasing separation of the upper-state 
rotational levels leads to increasing errors. 

The calculations above have been performed for an 
atmosphere of 100% H20.  The simulation can now be 
extended to an examination of the two-line temperature 
measurement technique for a gas mixture of 35% H20  
diluted with 65% N2 or CO 2. Calculations have been 
performed at 1 bar and temperatures of 1000 and 2500 K, 
and the results are shown in Table 5. 

In the case of the H 2 0 / N  2 mixture, the rapid RET and 
low quenching rate for collisions of OH with N2 leads to 
a reduction in the branching ratio compared to the pure 
H 2 0  environment. This effect leads to more efficient redis- 
tribution of the rotat ional  population, and therefore to 
reduced variations in the fluorescence yield and lower 
temperature errors. 

At room temperature; the quenching rate of OH 
(A, v ' =  0) by CO2 decreases with increasing rotational 

Table 4. Simulation of temperature measurements for a pure H20 
environment at 1000 K 

Excitation l i n e s  Transitions THF [K] 

$1(3) k(3)f--+ F2(5) 1000 
02(7) f2(7) e -+ F,(5) 
R1(3) fl(3) e --+ F1(4) 1019 
P2(7) f2(7)/-~ F2(6) 
Q~(3) J](3)/~ F~(3) 1035 
Q2(7) f2(7)e --~ F2(7) 
P~(3) f~(3) e --+ F~(2) 1053 
R2(7) f2(7)f ~ F2(8) 

Table 5. Simulation of temperature measurements for various gas 
mi~tures 

T [Kl Gas mixture TLIF [K] 

1000 100% H20 1045 
35%H20, 65%N2 1034 
35%.H20; 65% CO2 1080 

2500 100% H20 2389 
35%H20, 65%N2 2¢H:3 
35%H20, 650/0 CO2 239.5 

level approximately twice as fast as the H 2 0  quenching 
rate. A decrease of similar magnitude at 1000 K leads to 
a temperature error of ~ 80 K, substantially larger than 
the error for pure H 2 0  or H 2 0 / N  2. In contrast, the 
simulation at 2500 K results in a temperature error which 
is similar to the error for the other gas mixtures. This effect 
is due to the reduced variation of the quenching rate with 
rotational level at elevated temperature, which results in 
a reduced dependence of the fluorescence signal on colli- 
sion partner. 

These calculations have been performed for a total 
pressure of 1 bar. In general, the error in OH LIF ther- 
mometry due to collisional energy transfer processes is 
independent of pressure. As long as the energy transfer 
rates scale linearly with pressure and are large with respect 
to the spontaneous emission rate, the fluorescence yield 
will scale linearly with pressure and the ratio ~1/*/2 will be 
constant. The lower limit of this assumption can be 
achieved in low-pressure flames, where the quenching is 
no longer rauch larger than the radiative decay rate. At 
elevated pressures, deviations will first be observed when 
three-body collisions become important. In this regime, 
the LASKIN model can no longer be applied. 

5.1.2 Temporally resolved fluorescence. Rensberger et al. 
[44] have examined the influence of the temporal detec- 
tion interval on OH temperature measurements in 
a 9.5 mbar hydrogen flame. In the exhaust gas of the 
H2 /N20  flame, an increased temporal delay of the detec- 
tion gate (width = 10 ns) with respect to the laser pulse led 
to a systematic increase in the measured temperature. 
Temporal gare delays 50 and 250 ns led to variations in 
the temperature of 80 and 250 K, respectively, in compari- 
son to the temperature measured with ä "prompt" gate. In 
principle, it is not a priori possible to say which measure- 
ment reflects the true temperature in this flame, although 
Rensberger et al. [44] have assumed that the temperature 
measured with the prompt gate (2300 K) is accurate. 

The simulation of the energy transfer in this flame has 
already been discussed in detail (see Sect. 3.3). As Jeffries 
et al. [-34] noted, the variation in the quenching rate with 
rotational level is negligible in this high-temperature 
flame. Thus, variations in the detection interval will influ- 
ence only the RET and spontaneous emission. A simula- 
tion of the temperature measurement from Rensberger 
et al. [44] confirms the dependence of the measured tem- 
perature on the delay of the detection gate with respect to 
the beginning of the laser pulse. For  an input temperature 
of 2300 K, the simulated "measured" temperature varies 
from 2120 K for 0 ns delay to 2296 K for a 250 ns delay 
(Fig. 14). The increase in the simulated temperature with 
increasing delay (Fig. 15a) is in good agreement with the 
results of Rensberger et al. [44]. The results illustrate, 
however, thät the prompt detection interval in contrast 
to the conclusion of Rensberger et al. [44] - provides the 
poorest reproduction of the input temperature. The lar- 
gest delay examined here (250 ns) leads to the best agree- 
ment between input and output temperatures. When the 
fluorescence is integrated from 0 to 300 ns (approximately 
three fluorescence lifetimes), the "measured" temperature 
is 2203 K, approximately 80 K more than the value meas- 
ured with prompt detection. This difference is in good 
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agreement with the 100 K difference measured by Rens- 
berger et al. [44]. 

The explanation for this discrepancy is simple. During 
the first 10 ns following the laser pulse, almost no energy 
transfer occurs, and thus no redistribution due to RET 
will be observed. The deviation of approximately 200 K 
for prompt detection is thus due to the rotational-level 
dependence of the spontaneous emission. As the delay is 
increased, the RET leads to a thermalization of the popu- 
lation, and thus this effect is reduced. After ~ 250 ns, the 
rotational population is nearly equilibrated, and the effec- 
tive spontaneous emission rate is thus independent of the 
initially excited rotational level. Thus, the excitation spec- 
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Fig. 14. Simulation oftemperature measurements in the exhaust gas 
of a 9.5 mbar  H2 /N20  flame with variable detection gates. The input 
temperature is 2300 K. II, prompt detection interval (0 10 ns); O,  
delayed detection interval (250-260 ns) 

trum will accurately reproduce the Boltzmann distribu- 
tion in the ground state. 

Jeffries et al. [343 and Rensberger et al. [44] have also 
examined a H2/O2 flame at 9.5 mbar and ~ 1200 K. For 
this reduced temperature, the variation of the quenching 
rate with rotational level becomes important. As can be 
seen from Fig. 15b, variations in the temporal gate delay 
again lead to variation in the measured temperature. In 
this case, a prompt detection interval leads to an error of 
only - 50 K, and a 50 ns delay results in a + 25 K error. 
Increases in the temporal delay lead to increases in the 
temperature error. The temporally integrated fluorescence 
from 0 to 300 ns gives a temperature which is almost 
exactly correct; in this case, the variations in the quench- 
ing and spontaneous emission rates nearly compensate. 

These results illustrate that there is no specific tem- 
poral detection interval which will always lead to 
measurement of the correct temperature. When the condi- 
tions in the flame to be studied are not well known, a long 
detection interval is typically the best choice. As the re- 
sults of this section and the previous section illustrate, 
temporally integrated LIF measurements typically lead to 
errors in the measured temperature due to energy transfer 
processes of less than 100 K throughout the fange of 
typical flame temperatures. 

The temporally integrated fluorescence signal can also 
be corrected for variations in the fluorescence yield. Cat- 
tolica and Mataga [393 have measured the fluorescence 
decay constants in an H2/O2/Ar flame and have ,used 
these resut'ts ~o correct the measured fluorescence signals. 
This approach can be utilized to correct for rotational- 
level-dependent variations in the quenching rates but not  
the spontaneous emission rates. Thus, this technique is 
only useful in flames in which the qnenching has a greater 
influence on the fluorescence yield than the spontaneous 
emission, Le., only in relatively low-temperature flames. In 
particalar, in moderate-temperature flames, where the 
variations in the quenching and spontaneous emission 
tend to cancel, such corrections are not advisable. 
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Fig. 15a, b. Influence of the 
temporal detection gate on the 
temperature error in an LIF 
measurement. The horizontal 
bars denote the position and 
duration of the gare. 0 ns on the 
horizontal axis corresponds to 
the beginning of the laser pulse. 
The temperature error is 
indicated on the vertical axis. 
a 9.5 mbar  H z / N 2 0  flame, 
input temperature = 2300 K. 
b 9.5 mbar  H2/O2 flame, input 
temperature = 1200 K 
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Form the analyses presented above, it can be con- 
cluded that errors in temperature measurements using 
linear LIF of OH are dependent on variations in both the 
collisional quenching and spontaneous emission rates. In 
several of the flames analyzed here, it is fortunate that the 
rotational-level dependences in these quantities partially 
cancel. In addition, the thermalization due to RET leads 
to a reduction in the dependence of the fluorescence signal 
on the initially excited rotational level. 

The validity of the results presented here can be sum- 
marized. In principle, the model calculations provided 
accurate information on the general behavior of the tem- 
perature error. The exact magnitude of the error is Yery 
sensitive to the state-specific quenching and spontaneous 
emission rates. Although many measurements and calcu- 
lations of these quantities have been performed, the uncer- 
tainties in the dependences on rotational level and 
temperature remain relatively large, and this limits the 
absolute accuracy of the calculations. To improve the 
capability of the calculations, improved data on Einstein 
A coefficients (in particular for low N') is needed. In 
addition, quenching rates as a function of N'  and temper- 
ature for all combustion-relevant tempeva~.ures is re- 
quired. In particular, state-specific quenching rates for 
CO2, CO and H2 :at a range of flame temper, atures wo~ld 
be helpful. In addition, in many practical flame ,environ- 
ments, RET in OH is no longer dominated by coltisions 
with H20.  In these cases, improved meas~rements of 
high-temperature RET rates for collisions with N2, H2 
and CO2 are needed. Finally, the acc,ura.cy .of sim~lations 
of OH LIF may decrease in the flame reaction zone, where 
a large nu.mber of atomic and molecular species may 
contribute to the energy transfer. 

6 Extensions of the LASKIN program 

To date, the LASKIN program has been applied to analy- 
sis of linear laser-induced ftuorescence in the OH A - X  
(0, 0) band. In typical experimental studies, however, other 
measurement approaches based upon LIF may be ap- 
plied. Excitation of the (1, 0) transition has often been 
utilized to reduce the influences of laser absorption and 
fluorescence trapping. Excitation of the (3, 0) band and the 
resultant predissociation in the v' = 3 level has also been 
proposed as a technique for reducing or eliminating the 
influence of collisional energy transfer on the fluorescence 
signal. In addition, partially or fully saturated fluores- 
cence may be used to maximize the fluorescence signal or 
to reduce the influence of collisional energy transfer pro- 
cesses. Finally, the development of a computer code which 
can simulate LIF measurements for other species such as 
NO and 02 is also desirable. In principle, the LASKIN 
program provides the capability to perform simulations 
for all of these experimental approaches. The program 
requires, however, accurate data on state-specific rates for 
all relevant energy transfer processes. 

In some flame environments (particularly at pressures 
of 1 atm or higher), an accurate LIF measurement in the 
OH A X (0, 0) band may be problematic due to strong 
attenuation of the laser energy and trapping of the fluores- 
cence signal. Excitation of the (1, 0) band has been pro- 

posed as technique to reduce the influence of these effects. 
The reduced oscillator strength in the (1, 0) band leads to 
a reduction in the laser absorption compared to the (0, 0) 
band, and the capability for detection of the fluorescence 
in the overlapped (1, 1) and (0, 0) band results in less 
fluorescence trapping due to the small population in the 
v" = 1 level in thermal equilibrium. A complete analysis of 
the energy transfer for this excitation/detection approach 
requires data on s~tate-specific VET rates from v' = 1 to 
v ' =  0, RET rates within v ' =  1 and quenching rates for 
(A, v' = 1). From previous measurements, it has been ob- 
ser~ed that the RET [16, 18, 19, 45-47] and quenching 
1-34, 37, 45] rates in (A, v' = t) are similar to the rates for 
(A, v' = 0). In contrast, the VET from v' = 1 to v' = 0 has 
not been examined in depth. In particular, only one 
measurement has been performed at elevated temper- 
atures [48], and none of the studies has examined stare-to- 
stare VET rates. From the avaitable data, there are indica- 
tions of large variations in total VET rates with initially 
excited rotational level [25, 46-48], with species [35] and 
with temperature [49]. 

An initial attempt to model the influence of VET on 
(1, 0) LIF has been performed. The RET and quenching 
from v ' =  1 were modelled with the same parameters 
which were developed for v ' =  0. In these calculations, 
the results of Smith and Crosley [48] on high-temperature 
VET rates have been examined. The data from their study 
illustrate that, in a lean CH4/air flame (~b = 0.86) at atmo- 
spheric pressure and 1900 K, the VET rate decreases with 
increasing r.otational level (50% decrease from N' = 1 to 
15). Note that, as in the quenching measurements dis- 
c~ssed above, the variations in the VET rate are decreased 
by the thermalizing effect of RET, and thus the state- 
specifie VET rates must display an eren larger variation 
with rotational level. It was also observed that the popula- 
tion distribution in (A, v' = 0) could be characterized by 
a thermal distribution (at a different temperature than 
that found in the flame, however). As input to the LAS- 
KIN model, it was assumed that the rotational population 
in the (A, v' = 0) level following VET is distributed over 
a wide range of levels and is independent of the initially 
excited state in (A, v ' =  1). Thus, in addition to the 41 
rotational fine-structure levels in v ' =  1, the v ' =  0 level 
can be approximated with a single level whose population 
can be characterized by a thermal Boltzmann distribution. 
Based upon an examination of the available data on 
measured VET rates, an exponential fit was performed to 
estimate the decrease in the state-specific VET rates, sim- 
ilar to that utilized previously for fitting of the quenching 
rates. This analysis resulted in a relatively large value of 
a ~ 0.1, indicating that the state-specific VET rate decrease 
approximately 10% per rotational quantum number. 

The temporally integrated fluorescence spectra follow- 
ing excitation to OH (A, v' = 1, N' = 1, 5, 10) indicate that 
the rotational population distribution in v ' =  0 can be 
described by a temperature of 2250 K. For  excitation of 
higher-lying rotational levels, this was no longer true. 
Based upon the assumption of a thermal distribution at 
2250 K in v' = 0 following v ' =  1 excitation, temporally 
integrated fluorescence spectra have been computed for 
two different excitations and are shown in Fig. 16. These 
spectra can be compared with Fig. 2 in Smith and Crosley 
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Fig. 16. Simulation of fluorescence spectra following excitation of 
OH (A, v' = 1) in the exhaust gas ofa 1 bar CH4 flame. Note that the 
wavelength is plotted from right to left. These results can be com- 
pared with Fig. 2 in Smith and Crosley [48] 

[48]. The good agreement between the spectra can be 
taken as indication of an accurate simulation. It should be 
repeated that the RET and quenching were modelled on 
the basis of the rate coefficients from (A, v' = 0) and the 
estimated concentrations of H20,  N2 and CO2. 

The LASKIN program has also been utilized to ana- 
lyze the accuracy of LIF temperature measurements in 
this CH4/air flame. For an input temperature of 1900 K, 
calculations were performed for excitation of the QI(1) 
and Q1 (11) lines. The spectrally and temporally integrated 
fluorescence signals were computed and were used to 
estimate the temperature which would be "measured". 
For  the two transitions, an averaged value of the Einstein 
coefficient of 1.34 x 106 s-  1 for the (0, 0) band was used, 
corresponding to a thermal rotational distribution at 
2250 K. The resulting value for the temperature was 
1838 K. In contrast, for excitation of the identical lines in 
the (0, 0) band, the temperature determined using LIF 
thermometry was 1884 K. 

The greater error in the (1, 0) LIF temperature 
measurement can be largely attributed to the variation in 
the VET rate with rotational level, coupled with the vary- 
ing transition probability in the (1, 1) and (0, 0) bands. The 
averaged Einstein A coefficient is 1.34 x 106 for v ' =  0, 
compared to 0.84 x 106 in v' = 1 for QI(1) excitation and 
0.78 x 106 in v' = 1 for QI( l l )  excitation. The rapid de- 
crease in the VET rate for the two levels leads to a vari- 
ation in the effective fluorescence yield. For  Qa (1) excita- 
tion, approximately 40% of the fluorescence originates 
from v' = 0 level, while for Q a (11) excitation this fraction 
is reduced to 30%. 

This analysis provides an indication of the potential of 
the LASKIN program for modelling LIF in the (1, 0) band 
of OH. It has been observed that potential errors in LIF 
temperature measurements with (1,0) excitation are 
strongly dependent on the magnitude and behavior of the 
VET coefficients. Thus, more accurate analysis of LIF in 

this band requires accurate measurements of state specific 
VET rates for a number of combustion-relevant collision 
partners (e.g., H20,  N2 and CO2) over a wide range of 
temperature. In addition, the quenching and RET in the 
(A, v' = 1) state should be examined in more detail. 

For the analysis of saturated ftuorescence, energy trans- 
fer in the X state of OH should be examined. Important 
energy transfer mechanisms may include RET in the 
(X, v' = 0) state, VET between (X, v' = 0) and vibrationally 
excited levels and the distribution of molecules following 
quenching from the A state back to the X state. These 
processes may act to replenish the depleted population in the 
laser-coupled state, and thus may delay the onset of satu- 
ration effects. In the current model, which ignores X-state 
energy transfer, the observation of saturation effects may 
be taken as a conservative estimate of the saturation limit. 

Examination of fluorescence in the (3, 0) band will 
require modification of the program to include the effects 
of predissociation. Studies have shown that predissoci- 
ation acts to minimize the influence of electronic quench- 
ing on the OH (3, 0) ftuorescence up to pressures of ap- 
proximately 1 bar [50-52]. It should, however, be noted 
that RET is offen more rapid than quenching, and this 
inftuence, combined with the rotational-level dependence 
in the predissociation rates, may lead to a collision-depen- 
dent variation in the LIF signal, 91e-ven at 1 bar. In addi- 
tion, the increasing number density in high-pressure flarnes 
leads to more rapid energy transfer rates, and collisional 
processes need to be taken into account. In this case, 
quenching, RET and VET rates from v' = 3 and from the 
cascade of collisionally populated levels below v' = 3 (i.e., 
v' = 2, 1 and 0) will be needed [53]. Note that narrowband 
fluorescence detection techniques (i.e., techniques which 
utilize spectral filtering to limit the detection bandwidth to 
a reduced set of rovibronic transitions) may reduce the 
influence of the energy transfer processes in the collisionally 
populated energy levels on the fluorescence signal. 

For modelling of NO and Oa LIF [1, 2], conversion of 
the LASKIN program to computation of these molecules 
is simple, however, quenching, RET and VET rates in the 
ground and excited states must be analyzed. For LIF of 
the 02  Schumann-Runge band system, this analysis is 
simplified by the extremely rapid predissociation in the 
upper state, thus eliminating the need for knowledge of 
collisional energy transfer rates in this state. Even in this 
case, however, accurate simulation requires knowledge of 
the RET and VET rates in the ground state. 

7 Conclusions 

The LASKIN program packet provides a powerful tool 
for the modelling of energy transfer in laser-induced flu- 
orescence. The model has been applied to the examination 
of linear OH A X (0, 0) fluorescence for a wide variety of 
flames, collision partners, pressures and temperatures. 
The good agreement between experimental measurements 
and theoretical calcutations confirms the accuracy of the 
LASKIN calculations. 

LASKIN represents an advance over previous models 
of this type in several respects. The application of the 
ECS-EP scaling law enables simple and flexible modelling 
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of the state-to-state RET coefficients with only four scal- 
ing parameters  for each collision partner. Available 
measurements  on electronic quenching have been ana- 
lyzed to estimate state-specific quenching rates f rom the 
rotat ional ly averaged data. The influence of  collisions 
with H 2 0  on the O H  fluorescence can be accurately 
modelled across a wide range of physical conditions. The 
modell ing for N2 and CO2 is somewhat  less precise due to 
the lack of sufficient da ta  on energy transfer for these 
molecules. However,  compar i son  of temporal ly integrated 
spectra with measurements  permits estimation of RET  
rates for these species as welk 

The L A S K I N  code has also been utilized to examine 
error  sources in the widely applied two-line thermometry  
technique. The influence of both  electronic quenching and 
spontaneous  emission on L I F  temperature measurements  
has been demonstrated.  The rotational-level dependence 
of these quantities was shown to be particularly impor-  
tant. In  measurements  of temperature with temporal ly 
integrated fluorescence, the variations in the quenching 
and spontaneous  emission rates compensate  for each 
other, thus reducing the temperature  error, a l though only 
under  specific condit ions is the temperature error com- 
pletely eliminated. The RE T  in the (A, v' = 0) level acts to 
thermalize partially the rotat ional  populat ion,  reducing 
the magni tude  of these effects. An initial study of the L I F  
the rmomet ry  in the A - X  (1, 0) band  has also been per- 
formed, and these results illustrate that, in addit ion to 
RET, spontaneous  emission and quenching, VET plays an 
impor tan t  role in determining the magni tude  of the tem- 
perature error. More  precise analysis of higher-lying 
transitions such as (1, 0) and (3, 0) will require inclusion of 
the relevant RET, quenching and predissociation rates, as 
well as addit ional  da ta  on VE T  in the O H  A state. In 
addition, modell ing of saturated ftuorescence will necessi- 
tate inclusion of  RET  and VE T  rates in the O H  X state. 

The L A S K I N  p rog ram is available for general distri- 
but ion from the Deutsche Forschungsansta l t  für Luft- 
und Raumfahr t  (DLR). Please contact  the au thor  at the 
Universität  Bielefeld for more  information.  
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