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Abstract. A computational method is described in order 
to correct OH LIF temperature measurements for absorp- 
tion of laser energy and trapping of fluorescence. Calcu- 
lations are performed in a large range of flame conditions 
and can be used as a correction data base both in case of 
(0-0) and (1-0) excitations. Comparison of corrected tem- 
peratures profiles obtained in a 40 Torr methanol/air 
flame, for both kinds of Laser-Induced Fluorescence (LIF) 
excitations shows a very good agreement. This method is 
applied to measure the temperature profile of a methanol 
flame perturbed by a sampling probe. The LIF collection 
volume is located at the actual probe sampled volume 
using an experimental procedure already described. Spa- 
tial resolution and sensitivity of temperature measure- 
ments are sufficiently efficient to highlight, for the first 
time by LIF, an indubitable cooling effect due to the probe 
presence that induces important OH profile change. Ac- 
cording to flame chemical modelling, it is shown that both 
effects are strongly correlated. 

PACS: 33.00; 82.20. Wt 

An accurate temperature measurement in flames is abso- 
lutely required because of the high sensitivity of flame 
kinetics to the temperature. In most cases, the flame tem- 
perature profile is determined by using intrusive coated 
thermocouples. Temperature corrections for conduction, 
radiation losses or catalytic effects are needed. Difficulty 
of temperature measurement increases with the use of 
probe sampling techniques. Indeed, a major concern of 
sampling techniques is the proper handling of the effective 
probe sampling location which is generally admitted to be 
a few orifice diameters in front of the cone tip [1]. Ther- 
mocouple is placed at the presumed location of the sam- 
pled volume and temperatures are found very sensitive to 
probe position [2]. Thus, the inaccuracy of probe volume 
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location can strongly affect the knowledge of the actual 
flame temperature and therefore flame kinetics under- 
standing. 

Temperature determination using Laser-Induced 
Fluorescence (LIF) is generally admitted to be more 
accurate than by thermocouples. Measurements are 
usually performed on the hydroxyl radical. But relatively 
high concentration of this radical contributes to absorb 
the incident laser energy and the fluorescence emission. 
By exciting OH (1-0) vibronic band, trapping/absorption 
effects were thought to be overcome but this assumption 
would deserve some investigations. Moreover temper- 
ature determination from (1-0) excitation must take 
into account Vibrational Energy Transfer (VET) and 
quantum yields dependence with rotational number 
[3, 4]. With (0-0) excitation, these problems are not 
so crucial but trapping/absorption effects are more 
important. Only one group reports compensation of these 
effects by selecting a judicious LIF collection volume 
location [3, 5]. 

This work is devoted to improve flame temperature 
measurements by LIF, particularly in the vicinity of 
a sampling probe. First, a method that takes into account 
both trapping and absorption effects for OH (0-0) and 
(1-0) excitations is developed. Attenuation of LIF inten- 
sities is calculated according to spectroscopic analysis and 
absorption coefficients. An automatic correction of LIF 
spectra is generated by a computer code and corrections 
are calculated for many flame conditions. Comparison of 
corrected temperatures, obtained for both kinds of excita- 
tions, are performed in a 40 torr methanol/air flame. Then, 
we test our temperature measurements in the vicinity of 
a sampling probe, in view of further coupling of laser and 
probe sampling techniques. Measurements are performed 
in the previous flame in the presence or not of the samp- 
ling probe. Coincidence of LIF and probe sampling 
volumes has been obtained according to a method dem- 
onstrated in a previous work [6]. Briefly, it consists to 
compare OH profiles obtained either by Electron Spin 
Resonance (ESR) or by LIF. By moving the extraction 
cone relatively to the LIF collection volume, coincidence 
in shape, location and absolute value between both OH 
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profiles is obtained for a given laser/probe distance. 
Therefore, hydroxyl concentrations, spatially averaged 
over both sampling volumes (ESR and LIF) are nearly 
identical for the selected probe/laser distance. In these 
conditions, OH LIF measurements are performed within 
the effective probe sampling volume. This procedure is 
extended to (i) highlight by LIF the cooling effect induced 
by a sampling probe and (ii) determine the actual temper- 
ature of the probe sampled volume. Correlation between 
the observed thermal perturbation and OH profile 
change, due to the probe introduction, is then tested by 
comparison with OH modelling. 

1 Experimental 

1.1 Arrangement 
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The experimental arrangement, shown in Fig. 1, consists 
in the low-pressure burner, the laser diagnostic system 
and the ESR detection system. It has been described 
previously [2, 6]. Measurements have been performed in 
a 40 Tort premixed methanol/air flame (equivalence ratio: 
1.08; total flow rate: 5.9 l/rain) stabilized on a 6 cm dia- 
meter burner. Laser position is kept constant during the 
experiments. Burner is translated vertically to obtain OH 
species and temperature evolutions through the flame 
reaction zone. The low-pressure flame chamber is equip- 
ped with a sampling quartz probe (orifice diameter of 
0.12ram) connected with the ESR cavity [2]. Discon- 
nected from the ESR extraction system, the probe can be 
translated along the vertical axis of the burner in order to 
change its location relatively to the LIF collection 
volume. In this work, laser/probe distance is < 0.3 ram. 

Laser system consists of a frequency doubled Quantel 
Nd: YAG laser pumping a dye laser. Laser pulse 
duration is 7 ns and laser bandwidth is 0.1 cm- 1. By using 
different dyes mixtures (rhodamine 590 or a mixture of 
rhodamine 640 and DCM), the (1-0) and (0-0) OH vibra- 
tional bands have been successively excited around 280 
and 307 nm respectively. The 12 mJ laser beam is at- 
tenuated by using reflexion on two beamsplitters and 
neutral densities. The resulting low laser energy (a few pJ 
per pulse) is required to insure linearity of LIF signal with 
laser power. Laser beam is focused by a 500 mm focal 
length lens. Laser energy fluctuations are monitored by 
a postflame photodiode which also measures absorption 
of the laser beam over the 6 cm path length through the 
flame. Fluorescence signal is collected at f/4 by a two-lens 
system and focused onto the entrance slit (0.4 mm width, 
2 mm height) of a 0.25 m monochromator. The entrance 
slit is parallel to the laser axis and the output slit is 
modified to provide a wide bandpass adapted to the 
fluorescence band under investigation. For laser absorp- 
tion measurements, the focused lens is replaced by 
a 0.8 mm diameter pinhole and the laser energy is 
monitored by a photodiode located before the burner 
chamber. Fluorescence and laser intensity signals are si- 
multaneously time-resolved and stored by a Tektronix 
DSA 602A Digitizing Signal Analyser (1 GHz bandwidth 
and 1 GS/s sampling rate per channel) recorded to 
a microcomputer. 

Fig. 1. Experimental arrangement for the LIF measurements. K: 
second harmonic generator; Au: automatic tracking of K orientation 
with wavelength emission of the dye laser; L: focused lens; L1, L2, 
collecting lenses; Ph: postflame photodiode; MC: monochromator; 
PMT: photomultiplier; DSA: Digitizing Signal Analyser; ESR: Elec- 
tron Spin Resonance cavity 

1.2 Laser diagnostic method 

In the linear regime of fluorescence [7], the broadband 
fluorescence signal SF obtained when exciting from level 
i in the ground state to level j in the excited state, and 
normalized by the laser intensity U, is given by the rela- 
tion 

SF/U = G(A/A + Q)BijNi, (l) 

where G is a constant depending on collection efficiency. 
A and Bij are the Einstein coefficient for spontaneous 
emission and absorption respectively. A = ~zAzj, where 
I denotes rotational levels of lower electronic state to- 
wards which allowed rotational transitions occur. Q is the 
total collisional quenching rate and (A/A + Q) is the flu- 
orescence quantum yield. Ni is the population in level i. 

Relative OH number density profiles are obtained by 
collecting fluorescence intensity upon excitation of the 
Q1(6) transition of the (0-0) band. LIF intensity is aver- 
aged over 128 laser shots and corrected for laser intensity 
fluctuations. Correction for collection solid angle occlu- 
sion, which appears as the laser/burner distance decreases, 
is performed. Quenching variation with height above the 
burner is found negligeable. Absolute scale of OH number 
density is determined by performing the laser absorption 
technique on the Q1(6) transition [8]. Final step in deter- 
mining absolute OH concentration is obtained through 
the Boltzmann distribution law to account for the 
Boltzmann fraction of the absorbing level at the local 
temperature. 

Rotational temperature is deduced from the slope of 
the Boltzmann plot: Ln (NJgl) vs the rotational energy of 
level i, where gi is the level degeneracy. Variation of 
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rotational energy on a large range is obtained by exciting 
a great number of isolated rotational levels in the OH 
ground electronic state. (0-0) and (1-0) vibrational bands 
of OH (A2Z + ~ X 2 I I )  are investigated using 
R1(4, 5, 6, 9, 13) and R2(4, 5, 7, 9, 10, 13, 14) transitions 
for (0-0) excitation and R1(7, 8, 9, 10, 12, 14) and 
R2(1, 2, 5, 8, 10, 11, 13) transitions for (1-0) excitation. 
Some specific problems occur with each kind of vibra- 
tional excitation. For example, in case of (1-0) excitation, 
rotational and Vibrational Energy Transfers (VET) from 
v '=  1 to v '=  0 contribute to a greater dependence of 
quantum yield with rotational energy level [4, 9-11]. This 
dependence is reduced by collecting the fluorescence in the 
entire (0-0) and (1-1) bands [12]. From the time-resolved 
fluorescence signals, fluorescence de-excitation rates have 
been measured in our flame on a large range of excited- 
state rotational levels and a 5% quenching decrease has 
been found with increasing investigated rotational ener- 
gies. To minimize this effect of rotational-level-dependent 
quantum yields, fluorescence intensity is sampled prompt- 
ly after laser pulse [3, 5] with a 1 GHz sampling rate. 
Long duration of OH fluorescence pulses in low-pressure 
flames enables this time resolution. In the case of (0-0) 
excitation, the more crucial problem is the attenuation of 
fluorescence intensities due to absorption of laser energy 
and trapping of fluorescence. 

2 Calculation of  temperature corrections 

Attenuation of the LIF signal due to laser energy absorp- 
tion has been taken into account in some papers, through 
computational correcting procedures [13], using a post- 
flame photodiode [3, 5, 14] or has been used as a local 
absorption measurement technique [15]. Usually, trap- 
ping of fluorescence is neglected, which can lead to sub- 
stantial errors in temperature measurement especially in 
the case of (0-0) excitation. In [3, 5], effects of trapping 
and absorption were approximately compensated by 
locating the LIF collection volume far from the burner 
center. This experimental method implies that the correc- 
tion is independent of height above the burner and re- 
quires adaptation with flame parameters changes (mix- 
ture, pressure, temperature, etc). The theoretical method, 
described in this part, corrects fluorescence intensities for 
both laser absorption and trapping. Optical thin limit is 
used for simplification. 

When the laser line is tuned on a selected (i ~ j )  
absorption transition of a molecule, the spectral laser 
energy attenuation, through a uniform medium of length 
x, is calculated according to the Lambert-Beer exponen- 
tial decay: 

g(x) = U(0) exp ( -  kij X), (2) 

where U(0) is the laser intensity before the absorbing 
medium, U (x) is the laser intensity after the optical path 
length x in the flame and k~j is the absorption coefficient at 
the laser wavelength 2~j. In the case of LIF narrowband 
detection at the excitation wavelength, attenuation of flu- 
orescence signal due to trapping can be calculated accord- 
ing to similar process and using the same absorption 
coefficient. Then the narrowband fluorescence signal 

S.F .... ~/measured by the detector is given by the expres- 
sion: 

SF . . . .  'J = SFij exp( -  kijL) 

= G Aij exp(--kijL) B~jN~ U(x), (3) 
Aij + Q 

where SF~j is the narrowband fluorescence signal that 
would be measured without trapping, available at the 
collection volume location, and L is the trapping path 
length. In the case of broadband detection, each radiative 
transition of the fluorescence spectrum is attenuated ac- 
cording to its own absorption coefficient kzj. Subscripts l,j 
specify rotational transitions j ~ l taken into account in 
the broadband detection upon preliminary i---,j excita- 
tion. The measured fluorescence signal SFbroad~ j is given 
by: 

SFbroad,j = ~ SFzj exp( - klj L) 
l 

Y,~ Azj exp( -  kljL) . . . . . . .  
= G . . . .  ~j~vW ix). ~_,z Alj + Q 

(4) 

SFbroad. " is normalized by the laser energy U(Ph), meas- 
ured b~ a photodiode, in order to compensate for laser 
energy fluctuations. U(Ph) depends on the photodiode 
location relative to the LIF collection volume. The broad- 
band fluorescence signal, available at the collection vol- 
ume location which has to be taken into account is 

SFIj-= G E iAtj BijNiU(x),  
t ~zAzj + Q 

where U(x) is the available laser energy. 
Finally, laser absorption and trapping are taken into 

account by applying, to the measured normalized broad- 
band fluorescence signal SFbroa%/U(Ph), the following 
correction: 

ZiSFtJU(x)  ~zA~j U(Ph) 
Corrij --- SFbroadi J U ( P h )  = F4 Alj exp(-- klj L) U(x) " (5) 

This correction is calculated using an iterative computer 
algorithm (Fig. 2). OH spectroscopic data are obtained 
from tabulated transition probabilities [16]. OH popula- 
tion in the i level, at the distance d above the burner, is 
deduced from a preliminary measurement of the absolute 
population in the J" = 6.5 rotational level (measured by 
laser absorption) and from the Boltzmann law. For a se- 
lected (i ~ j )  transition, absorption coefficients kij and 
ktj are deduced from the peak absorption coefficient ki°j [8] 
of a purely Doppler broadened line after compensation for 
laser bandwidth [ 13]. k~°j is a function of the rotational line 
absorption oscillator strength and of the population N~ of 
hydroxyl radical. Normalized fluorescence intensities are 
then corrected using (5). A subroutine calculates the cor- 
rected temperature using the Boltzmann-plot technique. 
Computational procedure converges after M iterations. 

In fact, one difficulty of the correction method lies in 
the selection of the involved rotational level l and their 
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Fig. 2. Flowchart describing the iterative computer algorithm used 
for temperature correction 

population determination. In case of (0-0) excitation, 
1 levels are easily determined according to spectroscopic 
selection rules which is not true in case of (1-0) excitation, 
where VET induces population redistribution. In that 
case, trapping in (1-1) band is evidently negligible but 
should be taken into account in the (0-0) band according 
to the vibrational population value in v ' =  O. In an at- 
tempt to determine this population, the ratio of (0-0) to 
(1-1) broadband fluorescence intensities has been meas- 
ured in our flame. It decreases from 20 to 12% with 
increasing excited rotational level in v ' =  1. From the 
mean ratio and considering a mean rotational transition 
probability in each vibrational band, the vibrational 
population, transferred by VET in v' = 0, is estimated to 
be about 8% of the excited population in v' = 1. This low 
value of excited population in v' = 0, following (1-0) exci- 
tation, implies that total fluorescence intensities, collected 
on both (0-0) and (1 1) bands, are little affected by vari- 
ation of (0-0) fluorescence attenuation with rotational 

number, so as vibrational transferred population distribu- 
tion in v' = 0 is little dependent on the originally excited 
rotational level in v ' =  1 [9,10, 12]. In our flame, the 
trapping effect upon (1-0) excitation is then negligible and 
solely the laser absorption in (1-0) is considered. Typi- 
cally, in the burnt gases of our flame, where the OH 
concentration is 0.2 x 1016 cm-3, correction reaches 40 K 
in the case of (0-0) excitation and 10 K upon (1-0) excita- 
tion. Corrections are of the order of the error limit of LIF 
method and a systematic error would be introduced by 
neglecting them. Furthermore, in case of higher OH den- 
sity, not corrected temperatures could modify the inter- 
pretation of flame kinetics. 

In an attempt to provide more general results, correc- 
tions have been carried out for several absorbing condi- 
tions within premixed flat flames, by using the inverse 
computational procedure. The corrected temperature is 
given by T . . . . . .  ted = T . . . . . . .  d 27 zJ Ttota 1. T . . . . . . .  d is the 
temperature obtained from the not-corrected Boltzmann 
plot; A Ttota ~ is the total temperature correction taking into 
account both trapping (A Ztrapping ) and laser absorption 
(A Tabs). Within the flame temperature range, the lower 
rotational levels absorb more than the higher levels be- 
cause low levels are higher populated and also have larger 
oscillator strengths. With increased absorption of the flu- 
orescence by lower rotational levels, the apparent temper- 
ature deduced from Boltzmann plot becomes too high. 
Therefore A Ttrapping is < 0. In like manner, absorption 
variation of the incident laser energy with involved rota- 
tional levels induces Boltzmann slope change, whose ori- 
entation depends on the photodiode location relatively to 
the LIF collection volume. In case of a photodiode located 
before the burner, A Tabs is < 0. In the case of postflame 
photodiode monitoring, A Tabs is > 0. It is clear that the 
use of a postflame photodiode reduces the total required 
correction. Simulation is carried out considering a LIF 
collection volume at the burner center, a burner diameter 
of 6 cm, and a postflame photodiode. Calculation does 
not require the flame composition. 

Absolute values of total temperature corrections are 
reported in Fig. 3 for both kinds of excitation and for 
several flame temperatures, within an OH concentration 
range compatible with the optical thin assumption. Op- 
tical thin limit implies that ln(Corrij), involved in the 
Boltzmann plot, is proportional to the OH concentration 
(or burner diameter) through the k~j term. It explains the 
linear behaviour of temperature correction with OH con- 
centration. This linearity is no more valid for higher 
optical depths. In the case of (0-0) excitation (lines), the 
ratio A Ttrapplng/Z] Taus is found to increase from 1.5 to 2 as 
the temperature varies from 1200 to 2200 K. This temper- 
ature dependence limits the experimental expedient such 
as the use of a judicious optical arrangement to compen- 
sate trapping/absorption effects [3,5]. (1-0) excitation 
appears more satisfying according to the evidently lower 
temperature corrections, although they are not neglige- 
able as usually assumed. Nevertheless, application of(1-0) 
excitation in unknown flames requires a preliminary study 
in order to (1) assure that (0-0) trapping is negligeable, as 
assumed in our computation and (2) correct LIF 
intensities from quantum yields variations in case of 
atmospheric or high pressure flames. If not performed, 
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Fig. 4. Comparison of temperature profiles without (squares) and 
with (circles) the probe in the 40 Torr CH3OH/Air flame. Open and 
closed symbols are temperature measurements obtained by follow- 
ing, respectively, (1-0) and (0-0) excitation. Probe/laser distance is 
< 300 gm. Burner surface temperature is measured by a ther- 

mocouple 

temperature determination from (0-0) excitation is more 
direct and accurate, although the temperature correction 
is important. In that case, Fig. 3 can be useful for temper- 
ature correction data base, in a large range of flame 
conditions, keeping in mind that the optical thin limit is 
needed and the pressure broadening is not taken into 
account. For  example, in a 2 cm diameter CH4/air flat 
flame stabilized at a few bars, OH concentration reaches 
1.5 x 1016 cm -3 [17] and temperature determination er- 
ror would be more than 100 K in the case of (0-0) excita- 
tion and 25 K in the case of (1-0) excitation. 

3 Application to the flame thermal perturbation induced 
by a sampling probe 

Most of flame structure analyses are performed using 
probe sampling techniques and accurate temperature de- 
termination of the actual probe sampled volume is still 
a challenge. Recently, comparison of OH gradients posi- 
tions obtained either by LIF or probe sampling technique 
(ESR) was demonstrated as an excellent check to take into 
account the probe influence and to coincide the LIF 
collection volume with the effective probe sampled vol- 
ume [6]. In order to extend the probe perturbation study 
to its thermal effects, an accurate temperature measure- 
ment is required. The corrected LIF method, described in 
part 2, is applied with this end of view. Measurements are 
performed in a 40 Torr  methanol/air flame without and 
with the presence of the probe. Laser/probe distance 
( <  300 pm) has been adjusted according to the experi- 
mental method previously described [6]. 

3.1 Temperature profiles 

Temperature profiles are shown in Fig. 4. Temperature is 
measured by using an uncoated chromel-alumel ther- 

mocouple (100 gm diameter wires), up to 1 mm from the 
burner surface, in the preheat zone of the flame where no 
radiation correction is necessary. The LIF technique is 
performed in the flame zone and in the burnt gases. 
Excitation of a large range of O H  rotational transitions 
and averaging over a great number of laser shots by 
selecting a slow wavelength scanning rate, lead to a very 
good reproducibility of temperature determination. Tem- 
perature corrections, which reach 40 K in the burnt gases 
upon (0-0) excitation, are important in comparison with 
the statistical error which is usually less than 30 K accord- 
ing to Boltzmann plot accuracy. Corrected temperatures, 
measured either from (0-0) or (1-0) excitation, are in very 
good agreement. It suggests that (1) the quantum yield 
effect is well taken into account in both kinds of excitation 
by selecting appropriate bandpass detector and laser- 
detector timing and (2) the absorption/trapping correction 
method is performant. 

An attempt of detecting thermal perturbation was 
performed by Smith and Chandler [18] by measuring LIF 
CN rotational temperature in presence or not of a probe. 
CN measurements were performed in the reaction zone 
where a sharp temperature gradient is present, involving 
spatial resolution problems. Reproducibility of temper- 
ature measurements was within 70 K and probably 
insufficient to detect systematic cooling effect even it was 
presumed. On the contrary, cooling effect has been al- 
ready demonstrated by using a thermocouple [1, 2] but 
ambiguity concerning probe volume location always oc- 
curred. 

In our case, an indubitable thermal perturbation in- 
duced by the probe is pointed out at the actual probe 
volume location. In presence of the probe, the temperature 
gradient is less pronounced in the reaction zone while 
a 100 K cooling effect is found in the burnt gases. To our 
knowledge, this perturbation is highlighted for the first 
time by LIF. 
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3.20HprofiIes 

Figure 5 shows OH mole fraction profiles obtained by 
L1F (symbols) without and with the presence of the probe. 
In the burnt gases, at 12 mm above the burner surface, 
absolute OH population of rotational level J ' =  6.5, 
measured by laser-absorption, is Ns = (5.4 + 1.5) 
1013 cm -3. The probe presence induces a large down- 
stream shift of 800 lam of OH profile corresponding ap- 
proximatively to 7 times the probe orifice diameter and 
a 30% decrease of OH mole fraction in the burnt gases, 
where OH reaches its equilibrium value. Expected in 
a 80 Torr methanol/air flame [6], such systematic de- 
crease in flame burnt gases was not related in the litera- 
ture. The reason is probably due to the coupling of differ- 
ent experimental techniques used to compare species pro- 
files without or with the probe. Stepowski et al. [-19] 
compared OH profiles obtained by LIF, MBMS and 
laser-absorption. They used an arbitrary calibration in the 
burnt gases. Cattolica et al. [20] compared OH profiles 
obtained by laser-absorption and Molecular Beam Mass 
Spectrometry (MBMS). MBMS OH profile was calib- 
rated assuming the partial equilibrium. The comparison 
of absolute [OH] profiles showed a good agreement in 
both OH peak value and decay rate. 

In our case a direct comparison of OH profiles ob- 
tained with the same LIF technique, with and without the 
probe, is available and probably more accurate. In fact the 
highly reactive hydroxyl radical is particularly sensitive to 
flame temperature variations [2]. As our OH LIF 
measurements are performed at the location of the 
probe sampled volume, where an important cooling effect 
has been detected, thermal perturbation is probably the 
main reason of OH concentration change in the burnt 
gases. 

3.3 Correlation between cooling effect and OH 
profile change 

The accuracy of LIF temperature measurements allows to 
correlate temperature and OH profiles changes observed 
by introducing the quartz probe in the flame. An available 
way to check this correlation can be provided by doing 
comparison with computed results issuing from a reduced 
kinetics scheme which describes with a good accuracy the 
major features of the hydroxyl radical chemistry [21]. The 
flame has been modeled as one-dimensional using 
CHEMKIN II [22] and PREMIX computer codes [23] 
and the following initial experimental characteristics: 
X~n~on = 0.125, X ~  = 0.175, X~2 = 0.70; equivalence 
ratio --- 1.08; inlet mass flow rate = 3.15x10 -3 
gcm-2s-1; pressure = 0.052 atm; initial temperature 
= 298 K. The experimental corrected temperature pro- 

files, determined without and with the presence of the 
quartz probe, have been successively introduced as input 
parameter in order to avoid the resolution of the energy 
equation. Such a procedure makes it possible to account, 
in each case, for heat losses from the flame. 

In Fig. 5, modeled OH mole fraction profiles (lines) are 
compared with those experimentally measured by LIF 
(symbols) in the presence or not of the probe. Comparison 
does not require any scaling factor, as absorption tech- 
nique allows absolute OH calibration. Agreement be- 
tween experiments and model is very satisfying, except in 
the flame front region where the calculated OH peak value 
is 20% under the measured value, just at the estimated 
confidence limit for the absorption measurement. The 
model predicts with a very good accuracy both the experi- 
mental downstream shift of the reaction zone and the OH 
concentration decrease when the probe is introduced in 
the flame. According to these observations, we can con- 
sider that (1) probe presence does not alter significantly 
the OH reaction pathway, (2) as temperature profile is the 
unique input parameter modified for probe effect 
modeling, the cooling effect due to the presence of the 
probe, determined and measured by LIF, is responsible 
for OH profile change and (3) the probe volume location is 
well taken into account in our experiments according to 
our experimental procedure [6]. 

Importance of temperature correction is also illus- 
trated in Fig. 5, where an OH profile, calculated from 
a not-corrected temperature profile is reported in case of 
probe presence. Temperatures were deduced from LIF 
intensities normalized by the laser intensities measured by 
a photodiode located in front of the burner. OH gradient 
position is well predicted, but sharper, and a 20% sures- 
timation of OH mole fraction appears in the burnt gases, 
which presumably can alter flame kinetics understanding. 

4 Conclusion 

In order to improve temperature measurements in flames 
by LIF, we have developed a theoretical method which 
takes into account LIF signal attenuation due to both 
absorption of the laser and trapping of the fluorescence. 
Computed correction procedure is valid in case of flat 
flames within optical thin limit. Temperature corrections 
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vary linearly with O H  concentration and depend on 
flame temperature. They can be extrapolated in a large 
range of flame conditions or burner diameters. In case of 
O H  (0-0) excitation, corrections can be greater than the 
temperature statistical error (30 K) but are reliable. They 
are found about  four times lower in case of ( I -0)  excita- 
tion as long as VET is limited. If that is not the case, 
accurate preliminary study of VET is required in the 
flame. 

Corrected LIF  method has been used to determine the 
temperature of the actual probe sampled volume. Follow- 
ing an experimental procedure already described [6], both 
O H  and temperature profiles of the effective probe sam- 
pled volume are measured in a 40 Torr  methanol/air  flame 
and are compared with the unperturbed profiles. This 
study clearly points out, for the first time by LIF, a cooling 
effect reaching 100 K in the burnt  gases. Accuracy of 
corrected temperature measurements and joint measure- 
ments of O H  and temperature at the same location have 
been a good check of evaluating the correlation between 
the thermal effect and the observed O H  profile change 
induced by the probe. According to model predictions, 
issuing from a reduced chemical mechanism, this correla- 
tion is shown important  for the highly temperature-de- 
pendent O H  species. The L I F  method, developed in this 
paper, should lead to a great improvement  of temperature 
measurement in flames, in the context of coupling with 
probe sampling techniques. 
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