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Abstract. We describe and example the Beam Propagation 
Method (BPM) used to model and simulate nonlinear re- 
fractive and absorptive effects in materials with applications 
to optical limiting and switching. Various scenarios includ- 
ing laser-beam trapping and laser-beam division are inves- 
tigated, in order to demonstrate the power of the BPM. 
A novel technique is also described for efficiently mod- 
elling the external far-field propagation from nonlinear me- 
dia, including the propagation of non-Gaussian-shaped spa- 
tial profiles. The methods are finally combined with the phe- 
nomenon of nonlinear absorption to demonstrate enhanced 
power limiting in the presence of self-refraction. Optimal 
parameters for high-fluence power-limiting are subsequently 
discussed. 

PACS: 02.60.Cb; 02.70.-c; 42.10; 42.25.Bs; 42.65 

For modelling electromagnetic-field propagation in opti- 
cal fibres, the BPM [7-11] has been employed extensively; 
sometimes referred to as the split-step FFT method, it is a 
well-known, robust computational technique. The BPM is 
particularly suited for propagation over small distances, and 
consequently it is an excellent choice for describing the prop- 
agation through materials for application to power limiting 
and optical switching ([12, 13], for example). 

Following a description of the theoretical techniques, 
various examples are presented in this paper. These include 
the propagation of non-Gaussian spatial profiles, laser-beam 
trapping, and Gaussian-beam-profile division. Finally, an 
analysis is presented of enhanced optical limiting by cas- 
cading the effects of nonlinear refraction with induced ab- 
sorption. Optimal parameters for optical limiting are pre- 
sented for the case of a reverse saturable absorber (induced- 
absorptive dye) [14-16]. 

It is well established that materials exhibiting a rapidly re- 
sponding nonlinear refractive index can be exploited in op- 
tical limiting [1-4] and high-speed optical switching [5, 6]. 
In this paper, we employ Fast Fourier Transforms (FFTs) 
to model quantitatively the effect of such nonlinear refrac- 
tion in both 'optically' thin and thick media. In thin media, 
an incident Gaussian beam, for example, is taken to ex- 
perience a change in phase profile on propagation through 
the material, but remains of Gaussian amplitude profile. In 
thick media, it is necessary to determine both the phase and 
amplitude profiles at the material exit face due to the influ- 
ence of nonlinear refraction (and nonlinear absorption) on 
the beam propagating through the medium. The Beam Prop- 
agation Method (BPM) [7-11] allows this to be achieved 
efficiently. Further, a novel technique for simulating the sub- 
sequent external propagation from the media is described; a 
single discrete fast Fourier transform is used. 
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1 Theoretical techniques 

In this section, numerical techniques are discussed for prop- 
agating an electric field E, with three spatial coordinates and 
a time dependence, through optically thick and thin media. 
The nonlinear refraction is handled from a diffractive point 
of view, i.e., dispersion effects are ignored, and in the first 
few examples a continuous wave (cw) beam is assumed. The 
time dependence, needed for pulse propagation analysis, is 
employed in the final section to describe enhanced power 
limiting, where the nonlinear absorption contributions are 
calculated using rate equations. The refractive and absorp- 
tive nonlinearities are handled in a self-consistent manner. 

In essence, the three-dimensional BPM [8, 17] relates the 
electric field inside the medium at an axial position z + Az 
to that of the electric field at z; it is based on the following 
expression: 

E(x ,  y, z + Az ,  t) = P A L A P E(x ,  y, z, t) , (1) 

where the various operators are discussed below. A schem- 
atic of the numerical routine is shown in Fig. 1, which de- 
picts the BPM as equivalent to progressing the light field 
through a periodic array of optical lenses, where the strength 
of each lens depends on the local nonlinearity. 
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Fig. 1. Schematic diagram for the BPM (see text) and 
showing how the nonlinear material may be viewed as a 
series of nonlinear lenses. FFT represents a Fast Fourier 
Transform and the input and output fields are respectively 
labelled, Ein(x, y, t) and E°Ut(x, y, t) 

The propagation operator (P) is defined by [8]: 

= exp (ikonoAz/2) (2) 

× exp i (V 2 + '~0'~0, ~262hl/2 + n0/g 0 

which originates simply from the solution of the wave equa- 
tion in a homogeneous medium for propagation through a 
distance Az/2.  Here, no and k0 are the linear refractive in- 
dex and wave vector, respectively. The execution of this op- 
erator is carried out in the spatial Fourier domain. The elec- 
tric field E(x, y, z, t) which is given on a discrete Nx × N v 
grid is written as a finite Fourier series 

t) = E Z E~,(z, t) exp(ik~x) exp(ikysy) . (3) E(x, Y, z: 

The transverse derivative V~ may then be expressed for each 
component as 

V~ ~ -(k~r  + k2s), (4) 

where kz~ and kv~ (<< noko) are the spatial frequencies 
of the two-dimensional Fourier series, which are computed 
using a FFT. Thus, the propagation operator acts on the dis- 
crete 2-D Fourier components of the electric field, E~(z,  t). 
The use of finite Fourier transforms gives periodic boundary 
conditions to the computational grid. 

The optical properties in the medium of interest are not 
constant but generally vary with the irradiance I of,the light 
field and with time t. The refractive index n = no + An(l) is 
described in terms of the linear refractive index no perturbed 
by a small index change An; an absorption may also be 
included by using a absorption coefficient C~n~ = c~0 + Aoz([), 
which is discussed in Sect. 4. 

After the propagation via (3), the electric field is trans- 
formed back into real space where the nonlinearities are 
included. Firstly, the field is multiplied by an attenuation 
operator (Fig. 1) 

~, = exp ( -  c~n~ Az) (5) 
\ 4 

which accounts for the absorption, and then by the lens op- 
erator, 

E = exp / 1 ~ - -  1 dz' . (6) 

The attenuation operator A is applied a second time. The 
operators A and L are calculated using the trapezoidal rule, 
which is a rigorous approximation for small Az. Finally, the 
field is again transformed into Fourier space and propagated 
using the propagation operator P. Physically, an input field 
traverses a distance A z / 2  through the nonlinear absorbing 
medium; the field then passes through a nonlinear lens and 
as such has its phase modified; propagating through a further 
Az /2  slice the magnitude is modified, which in turn alters 
the phase again, and so on. 

The computational time required for the entire propa- 
gation simulation is inversely proportional to the stepwidth 
Az. Typically, for modelling waveguide structures [9, 10], 
where the transverse changes in the refractive index are 
large, very small step sizes are required. However, since here 
the changes in the nonlinear refractive index are compara- 
tively small, the chosen step size can be relatively large for 
our purposes; a typical value is -~ 0.1 mm. One can therefore 
propagate a beam through typical nonlinear sample lengths 
(0.05 - 1 cm) in only a few steps. Furthermore, all the 2-D 
Fourier transforms are performed with high efficiency using 
a FFT algorithm (2D-FFT), which requires a computational 
time approximately proportional to NxNv log(N× Ny), where 
N~ × N v is the size of the computational grid. The num- 
ber of grid points is consequently the most important factor 
in determining the overall computation time. Typical appli- 
cations with smooth input profiles and moderate nonlinear 
effects require only 64 × 64 to 256 × 256 grid points for 
accurate simulations. 

Having a method to simulate the beam propagation 
through a nonlinear medium, one is often also interested 
in the resulting external (far-field) diffraction patterns from 
such a medium. This involves calculating the linear propaga- 
tion from a given input field. Theoretical propagation meth- 
ods such as a straightforward integration of the Huygens- 
Fresnel diffraction [2, 18] integral are often used, but are 
computationally inefficient and usually require a computa- 
tion time of the order of ~ N~N~. Algorithms such as the 
fast Hankel transform [19] or the Gaussian decomposition 
method [20] can be a better choice. However, these meth- 
ods are restricted to cases where the beams have circular or 
elliptic symmetry. 

A simple method is employed here which allows us to 
simulate quite arbitrarily shaped spatial profiles while having 
an efficiency comparable to that of the fast Hankel transform 
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methods. It is based on the Fresnel approximation of the 
Fresnel-Kirchoff diffraction formula: 

E(X t,yt  Z2 ,t)__ 8(X t ,yt  d) 
OG 

f /  [ "27r (Sx+  )] f (x ' y ' z l  d't) dxdy ' (7)  x exp - - 1 ~  yly , , 
- - O O  

where 

s (x ' , y~ ,d )=-~exp( ikd)exp  1~--~ x~2+y '2 , (8) 

and 

f (x ,y ,  z l ,d , t )=exp[ i~dA(x2+y2)]E(x ,y ,  z l , t ) .  (9) 

This is valid within the Fresnel approximation even for small 
distances d = z2 - zl between a detector plane (far-field) at 
the position z2 and the sample exit plane at Zl. 

The double integral in (7) is in the same form as a Fourier 
integral. The general case of solving such Fourier-like inte- 
grals has been discussed elsewhere [21] for one dimension, it 
involves the concept of fractional Fourier transforms. This 
general formalism could be extended to two dimensions. 
However, it has become apparent during our work that for 
almost all realistic applications a much simpler and more ef- 
ficent method can be used to compute the 2-D integrals, by 
transforming them into a single 2-D discrete Fourier trans- 
form. 

In the Fresnel-Kirchoff diffraction formula (7), the in- 
put field E(x, y, zl, t) at the diffraction plane and the out- 
put field E(x,  y, z2, t) at the detector plane are evaluated 
at points on a discrete Nx x N v grid as in the BPM. The 
grid points of the input field are equally spaced by Ax and 
Ay in the transverse spatial directions x and g, respec- 
tively; their abscissas are defined through x 9 -- Axj  with 
j = ( - N x / 2 . . .  N~/2 - 1) and analogously for y. Thus, the 
grid covers an area with the dimensions L~ x L v, where 
L~ = NxAx and L v = NvAy. The spacing and the grid 
points of the output field are defined in a similar manner; 
the output-grid parameters are primed. 

With these definitions, one can transform the 2-D inte- 
gration in the Fresnel equation into a double sum 

/ / E(x,~, y,~, za, t) : s(x~, y[, d) (10) 

[ "27C(mjAx'Ax+nlAy'Ay)] × A x A y ~  ~ e x p  - 1 ~  
j Z 

× f(xj,Yl, Zl,d,t) , 

which becomes a discrete 2-D Fourier transform if the con- 
ditions 

N~AxAx'  = NvAyAy'  = dA (11) 

are fulfilled. For most practical cases, this condition is rela- 
tively easy to achieve. Typically, one would adjust the spac- 
ings Ax and By of the input grid so that the area L~ x Ly 
incorporates almost all of the pulse energy. The spacings of 
the output grid Ax ~ and By are then determined by ( l l ) .  
This is usually no problem since it gives an area of the out- 

In order put grid with reasonable dimensions L~ and Ly. 
to check the consistency of the method it was first applied 

to the linear propagation of a Gaussian beam, for which the 
analytic result is well known. We simulate for a Gaussian 
beam with A = 532 #m, and a spot size of 90 #m (HW e -2 
maximum irradiance), propagating from the focal plane to a 
distance of 50 cm; using a computational grid with a size of 

, t = 5 . 4 r a m  only 32 × 32 and areas L~,Ly = 450pm, L~ Ly 
resulted in a relative error compared to the analytic solution 
that is smaller than one part in 109 at the beam centre re- 
gion, both in amplitude and phase. The CPU time needed 
for the simulation was 2 s on a SUN Sparc-Station 5. An 
application adopting this algorithm has been presented by 
us elsewhere for modelling z-scan measurements [22], al- 
lowing one accurately and efficiently to determine nonlinear 
refractive coefficients by fitting to experimental data. 

2 Non-Gaussian-shaped spatial profiles propagating 
through linear and nonlinear media 

As an initial example, consider the spatial patterns arising 
from the linear propagation of a plane-wave, cw field, that 
is incident on an equilateral triangular aperture with side 
lengths 100 #m. With an input wavelength of 532 nm, the 
subsequent diffraction patterns are shown in Fig. 2 as the 
beam propagates various distances from the aperture. This 
remarkable display of the diffraction patterns can be com- 
puted very quickly (in less than 10 s on a SUN Sparc-Station 
5 for a 256 × 256 grid) using the external propagation tech- 
nique outlined above, where a single 2-D FFT is employed 
for each propagation distance. As can be seen, diffraction 
distorts the input field which initiates patterns to form in the 
near field; further propagation causes the triangular profile to 
be inverted since diffractive effects are stronger at the edges, 
1 cm away. Finally, in Fig. 2, at a propagation distance of 
1 m, the spatial pattern has 6-fold rotational symmetry as is 
known from the 'exact' Fraunhofer field distribution. Note 
that the transverse dimensions increase from about 0.1 mm 
to 1.4 mm for a propagation of 1 m. The above-described 
method is approximately seven hundred times faster than 
computation by performing a numerical integration of the 
diffraction formula. 

Next, consider the case where an input cw Gaussian 
beam, A = 532 nm, with a spot size w0 = 90 #m (HW e -2 
maximum irradiance) and a peak irradiance of 1 GW/cm 2 is 
focused onto a triangular aperture of side-lengths 100pro, 
which is situated in front of a 6 mm nonlinear sample with a 
focusing nonlinearity. In this analysis, the change in refrac- 
tive index within the focusing material An, modelled by an 
instantaneous Kerr-like term, i.e., 

An(x, y, z ~, ~) = n2I(x, y, z I, ~), (12) 

where I = CnoeolEI2/2 is the irradiance of the light field. 
A linear refractive index no -- 1.65 and a nonlinear index 
n2 = 3.6 × 10-14W-lcm 2 are assumed; these are compara- 
ble with the values of the solvent CS2 [23]. The input-beam 
profile is depicted in Fig. 3a and the simulated output field at 
the sample exit is shown in Fig. 3b. Apart from experiencing 
strong self-focusing within the sample (90 #m to -~ 10 pm), 
the spatial beam also separates into three separate profiles. 
This breakup is induced by the anisotropy of the input field, 
caused by the triangular aperture. Interestingly, the optical 



392 

/2 ~,3, d 

Input 0.5 mm I mm 2 mm 

c-" i iqTC~%'~)))]]i -m 

U 
3 mm 4 mm lena Ira  

Fig. 2. Diffraction patterns from a 0.1 mm side length equilateral triangular aperture, depicting the near- and far-field patterns as the beam propagates the 
distances: 0.5; 1; 2; 3; 4mm; 1 cm; and 1 m. Eventually, a smooth hexagonal profile is formed in the far field 
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Fig. 3. a An input Gaussian beam profile, with a spotsize a~ 0 = 90/~m (HW 
e ~ maximum irradiance) focused onto a triangular aperture of side-lengths 
100 pm, which is taken to be situated in front of a 6 mm nonlinear sample 
with a focusing nonlinearity (see text), b 3-D plot of the resulting profile 
of the output irradiance (6 mm propagation distance), assuming a nonlinear 
refractive index of 3.6 × 10 -14  W - l c m  2 and an input peak irradiance of 
1 GW/cm 2 

thickness of the sample is only 0.21 in units of  the Rayleigh 
range (diffraction length). Note, upon subsequent propaga- 
tion into the far-field, the beam is split into four strong spots, 
and weaker peaks. Throughout the simulations, the power of  
the beam is conserved, as expected since absorption is ig- 
nored. 

3 Laser-beam trapping and spatial beam division: 
Self-focusing and self-defocusing 

At sufficient input irradiance, spatially positive nonlinear re- 
fractive effects may cause a laser beam to become trapped 
[24, 25] as the effects of nonlinear focusing compensate the 
spreading due to diffraction. In contrast, a negative nonlin- 
ear refractive index can cause a single input spatial beam to 
divide into two separate profiles [26]. Figure 4a depicts an 
example of the trapping case for a 532 nm Gaussian laser 
beam with an input spot-size a~0 = 60 #m. The peak input 
irradiance I0 is 9 x 109 W / c m  2 and the material is assumed 

to have a nonlinear refractive index n2 = 7 x 10-16 W -  1 c m  2 

and a linear refractive index of  1.33; this corresponds to 
the Kerr solvent methanol [27]. Initially, positive refractive- 
index changes induce self-focusing which causes the spot 
size to reduce and the centre in'adiances to increase; con- 
sequently, further refractive index changes are induced and 
sufficient nonlinearities and sample length suffice to keep 
the beam trapped. In the absence of  nonlinear refraction, 
i.e., at low irradiances, the resulting beam-profile evolution 
is markedly different, as can be seen in Fig. 4b. 

To example self-defocusing, an elliptic Gaussian beam 
propagating through an isotropic nonlinear medium is sim- 
ulated. The in 'adiance profile is 

\COox / \coov / J 
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Fig. 5. a 2-D contour plot for an elliptic input profile distorted at the sample 
,--- ,5- exit, for a 1 cm nonlinear path length. The beam is seen to split into two 

~ o  separate spatial profiles due to the self-defocusing, b The subsequent far- 
" ~ c ' ~  ~ ~ ~ 1 ~ o  %N 5~>~ fietd profile after an external propagation of 50 cm; further distortions of 

the original input elliptical beam are shown 

Fig. 4. a Demonstration of laser trapping whereby the self-focusing nonlin- 
earities are sufficient to overcome the spreading effects due to diffraction 
and the focused spatial profile of the beam remains throughout the nonlinear 
medium, b The evolution of input spatial profile, but without the inclusion 
of any nonlinearities, i.e., n2 = 0. The beam is seen to spread out due to 
refraction as it propagates in the z-direction 

homogeneous material is created by the optical anisotropy 
of the elliptical beam. 

4 Enhanced power limiting by combining nonlinear 
absorption with the effects of nonlinear refraction 

where the spotsizes in x- and y-direction c~0z and Wov are 
taken to be 40 and 20 #m, respectively. An input irradi- 
ance of 6 W/cm 2 is assumed, focused onto the surface of 
a 1 cm thick nonlinear homogeneous medium with a linear 
refractive index no = 1.5 and a nonlinear refraction index 
of n2 = - 1  × 1 0 - 4 W - l c m  2, The calculated output-beam 
profile at the sample exit is shown in Fig. 5a, demonstrating 
the division of the beam as a result of self-defocusing. This 
beam was further propagated to a detector plane 50 cm away 
from the material, where further distortions result in the pro- 
file shown in Fig. 5b, showing two spatially distinct peaks. 
This result is quite different to that obtained by Harvey et al. 
[28] for the case of a thin sample in that here a division of 
the beam is achieved both inside the sample and in the far 
field. In the thin sample approximation a division in the far 
field can only be achieved for beams propagating through an 
anisotropic material. For thick samples, an anisotropy in the 

The final example presented is for the case of passive optical 
limiting of short pulses [1-4]. Obvious applications involve 
the safeguard of sensors and sensitive optical components 
(for example, the human eye). From an absorptive point of 
view, semiconductors can exhibit such behavior by utiliz- 
ing either two-photon absorption or free-carrier absorption 
[4, 29]. In dyes, current interest for ultrafast limiting systems 
concentrates on Reverse Saturable Absorbers (RSAs) [14- 
16, 30-32] which have an excited-state absorption cross sec- 
tion that is larger than the ground-state absorption cross sec- 
tion. The latter will be modelled here; they offer the advan- 
tages of a broad spectral range and high damage thresholds, 
in addition to ultrafast response times which result from the 
electronic origin of the nonlinearity. The techniques which 
follow may be applied just as easily to the semiconductor 
case. 

At certain wavelengths, the build up in population in an 
excited state at high incident irradiances leads to an increase 
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of the absorption coefficient (induced absorption), and opti- 
cal limiting can be achieved. This occurs if the cross section 
of the excited species is sufficently larger than that of the 
ground-state species so that induced absorption overcomes 
the effect of saturation. The induced absorption exhibited 
by RSAs is known to result from sequential single-photon 
absorption, and as such is an effective third-order optical 
nonlinearity to a first approximination. 

For an RSA-material, the rate equations for a pulse trav- 
elling in the z-direction can be written (see the above refer- 
ences for details): 

dI  
- -  = -Ic~nl = -I(N0crl0 + N1~21) , (14) 
dz 

dNo [ N1 
Noo-lor-  + - - ,  (15) 

dt 1~02 7-01 

N1 = NT  -- N o ,  (16) 

where the single-photon absorption cross sections are rep- 
resented by the crji; 7-m is the recombination time from the 
excited $1 to the ground So manifold; Ni are the popula- 
tions of the singlet manifolds and NT is the total molec- 
ular population. The critical condition for the onset of in- 
duced absorption is thus/~ > 1, where/~ is the ratio of the 
first excited-state to ground-state absorption cross section 
(cr21/~710). Efficient RSA for picosecond pulses also requires 
that the recovery rate from the S1 state is slow compared 
to the optical pumping rate, i.e., a recombination time r01 
which is much longer than the pulse duration T0. 

Nonlinear refractive effects originate from the dye mole- 
cules and the solvent in which such a dye is dissolved. 
The change in the refractive index contains an instantaneous 
term and a term proportional to the accumulated material- 
excitation density [22] of the RSA material: 

A n ( x , y , z ' , t )  = n 2 I ( x , y , z ' , t ) + ~ n N l ( x , y , z ' , t )  , (17) 

where crn represents the refractive index change per exci- 
tation per unit volume due to the generation of molecules 
(NI) in the excited state. 

Throughout our theoretical analysis, we solve the cou- 
pled rate equations in a self-consistent manner, together with 
the split-step BPM algorithm introduced earlier. This allows 
us to include all the refractive and absorptive nonlinear con- 
tributions and to account for the temporal and spatial profiles 
of the laser irradiance and for pulse depletion in the material. 

For the simulations, the input irradiance profile is taken 
to be, 

I=-T0 f ( t , r ) = I 0 e x p  - ~ exp - ~00 , (18) 

where we use known experimental laser and sample parame- 
ters. Pulses of wavelength 532 nm, 15 ps duration and a spot 
size of 50 #m are assumed. 

The modelled sample was taken to have a 1 cm path 
length, and the dye to have a molecular concentration of 
6 × 1016 cm -3 in solution. The dye parameters correspond 
to the phthalocyanine CAP which is a fairly common RSA 
dye (see, for example, [33, 16]). Wei et al. [34] have shown, 
that the nonlinear refraction of this dye is dominated by the 
accumulated material-excitation density NI in the S1 mani- 
fold. The instantaneous n2 contribution is taken to arise from 

( a ) \ ~  (c) ..... • 

!i?i~iiiii~ ......... [":: . .  

lens sample aperture 

Fig. 6. Representation of a nonlinear optical limiter in the presense of (a) 
self-focusing, (b) self-defocusing, and for (c) linear propagation 

a Kerr effect in the solvent alone. The parameters for CAP 
were taken from the literature [22, 35, 36]. The ground-state 
absorption cross section (710 was set equal to 3.4× 10 -18 cm 2, 
the ratio of the excited-state to ground-state absorption cross 
sections R was set equal to 15, and the lifetime ~-01 was 
7 ns - corresponding to a typical dye recombination lifetime 
(see, for example, [361) - which gives a long recovery of 
the nonlinear transmittance. The refractive cross section (r~ 
was taken to be 2.5 × 10 .22 cm 3. Solvents with different n2 
were used to investigate the influence of this parameter on 
the optical limiting. 

The concept of enhanced limiting using refractive tech- 
niques is depicted in Fig. 6, showing detection through an 
aperture 10 cm behind the nonlinear material. The aperture 
diameter (1 mm) is sufficiently large to catch most of the 
low irradiance light (curve c); however, as the irradiances 
increase, induced absorptive effects cause a reduction of the 
transmittance and, in addition, nonlinear refractive effects 
distort the beam profile before it reaches the aperture, thus 
causing further transmittance reductions at the detector. In 
the self-focusing case (curve a), the beam is brought to a 
tighter focus and so diffraction is greater in the far field. For 
self-defocusing (curve b), the beam automatically diffracts 
more into the far field. 

The results for self-focusing and self-defocusing, which 
include the above refractive and absorptive nonlinearities, 
are shown in Figs. 7a and 7b, respectively, where the output 
transmittance at the sample exit and the transmittance at the 
detector is calculated as a function of input fluence. As can 
be seen, the transmittance at the detector is greatly reduced 
in the presence of nonlinear refraction. For these simula- 
tions, solvents with n2 equal to ±1.8 × 1 0 - 1 4 W  lcm2 were 
assumed. In the example given here, the instantaneous non- 
linear refraction (n2/) is the dominant contribution. The case 
for self-focusing produces the greater enhanced limiting, but 
proves more difficult to simulate because catastrophic focus- 
ing occurs for high fluences. 

For the defocusing simulation, the corresponding laser 
spatial profiles at a fluence of 3 J /cm 2 are depicted in Figs. 
8a and b. The former represents the field distribution at the 
sample exit, and the later corresponds to the field distribu- 
tion at the aperture plane, which shows beautiful diffraction 
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Fig. 7a,b. Simulated optical limiting transmittance curves in the presence of 
nonlinear absorption and nonlinear refraction. The sol id curve corresponds 
to the case with absorption alone, and the d a s h e d  curve includes the effects 
of self-refraction, which is seen to reduce the transmittance (see text) for 
(a) positive and (b) negative nonlinear refractive index (rz2) 

patterns in the form of a bell with a concentric ring around 
the central spike. 

In order to optimize the optical limiting, from an absorp- 
tive point of view alone, obviously one should increase the 
_R value (excited-state to ground-state absorption cross sec- 
tion ratio) and lower the linear absorption coefficient• Also, 
the recovery rate from the $1 manifold (rm) should be slow 
compared to the optical pumping rate. The role of nonlin- 
ear refraction is more subtle. We investigate for the defo- 
cusing case described above (Fig. 7b) at different nonlin- 
ear refractive indices n2 and dye concentrations. One useful 
figure-of-merit is the 'contrast ratio', defined as the linear 
transmittance divided by the transmittance at the detector. 
Figures 9a and b plot the contrast ratio against the nonlinear 
refractive index r~2 for constant fluence levels of 0.3 J /cm 2, 
and 1 J /cm 2, respectively. The dye concentrations vary from 
0cm -3 (solid line) to 3 × 1017 cm -3 (dot-dashed line). At 
both fluence levels, the contrast ratio increases as the mod- 
ulus of the nonlinear refractive index [nz] increases. The 
increase becomes flatter at higher dye concentrations. The 
absorption of the dye reduces the fluence of the light within 

a ° 
,2,?j: ~ 

b 

Fig. 8. a The laser spatial profile at the sample exit corresponding to the 
self-defocusing case in Fig. 7b for an input fluence of 3 J /cm 2. b Far-field 
spatial profile at 10 cm 

the sample but also reduces the nonlinear refraction. As ex- 
pected, the nonlinear absorption is the dominant effect of 
limiting if the nonlinear refractive index in21 is small. Here, 
the best contrast ratio is achieved with high dye concentra- 
tions. For higher in2] values, the refractive effect becomes 
the dominant mechanism giving the optimum contrast ra- 
tio at zero concentration, i.e., in a pure nonlinear solvent. 
The cross-over point between these two regimes moves to 
smaller I n21 at higher input fluence levels because the accu- 
mulative nonlinear absorption saturates but the instantaneous 
refractive effect does not. The higher fluence level (Fig. 9) 
also gives a better overall contrast ratio. In the simulations 
for Figs. 9a and b, the refractive cross section ~7~ was set 
equal to zero to investigate pure instantaneous refractive ef- 
fects only. For a material with negative cr~, the nonlinear 
self-defocusing refractive effect becomes more pronounced 
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Fig. 9a,b. Contrast ratio (see text) for a range of dye concentrations and non- 
linear refractive indices (n2) values, for an input fluences of (a) 0.3 J/cm 2 
and (b) 1 J/cm 2 

and greater  l imit ing is achieved.  In the case o f  a posi t ive  ~Tn, 
it becomes  less p ronounced  as expected.  

Further  opt imizat ion  o f  the opt ica l - l imi t ing dev ice  must  
account  for any t rade-off  be tween  contrast  ratio and (linear) 
insert ion loss. The  point  made  here  is that the B P M  is a fast 
computa t ional  technique  that can enable  such opt imizat ion.  
Computa t iona l  methods  in this paper  p rov ide  an efficient  tool 
for the design o f  an optical  l imiter.  An  accurate  s imulat ion 
which  includes  nonl inear  absorpt ion and refract ion contri-  
but ion f rom both the solvent  and dye takes typical ly  only 
about  one minute  per  data point  on a S U N  Sparc-Stat ion 5 
using a 128 x 128 computa t ional  grid, 10 t ime slices for the 
pulse, and 10 z-s l ices  for the sample.  

5 Conclus ions  

The  B P M  is descr ibed and adapted to mode l  refract ive  ef- 
fects o f  nonl inear  materials  for applicat ions to power  l imit ing 
and optical  switching.  A technique for far-field propagat ion 
f rom such nonl inear  media  - using a single F F T  - is de- 
scribed, and its uses are shown for external  propagat ion f rom 
such media.  To demonst ra te  the strength o f  the technique,  

near- mad far-field diffraction patterns arising f rom a trian- 
gular  aperture were  presented for both l inear and nonl inear  
propagation.  

Se l f - focus ing  and self -defocusing are shown to exhibi t  
such effects as laser -beam trapping and beam division;  
the two separate profiles originate f rom an ell iptical  b e a m  
traversing an isotropic nonl inear  medium.  Finally,  a pass ive  
optical l imiter  was s imulated in the presence  o f  both nonlin- 
ear absorpt ion and nonl inear  refraction,  where  the l imit ing 
was seen to be  great ly enhanced for both the se l f - focusing 
and se l f -defocusing cases. The  role of  parameters  for optical  
l imit ing are discussed. 

The  purpose of  the paper  was to demonstra te  that the 
computa t ional  techniques  applied are efficient  enough  to en- 
able both fitting exper imenta l  results for thick samples,  in or- 
der  to de termine  the material  parameters ,  and for model l ing  
materials  and configurat ion variations such as to opt imize  
the exper imenta l  condit ions.  
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