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SOME ALGEBRAIC STRUCTURES CONNECTED WITH THE 

YANG--BAXTER EQUATION 

E. K. Sklyanin UDC 517.43+519.46 

One of the strongest methods of investigating the exactly solvable models of quantum 
and statistical physics is the quantum inverse problem method (QIPM; see the review papers 
[1-3]). The problem of enumerating the discrete quantum systems that can be solved by the 
QIPM reduces to the problem of enumerating the operator-valued functions L(u) that satisfy 
the relation 

R (u - -  , )  L' (u) L" (~) ---- L" (v) L'  (u) /~ (u - -  ~) (i) 

for a fixed solution R(u) of the so-called quantum Yang--Baxter equation 

R12 (U -- V) ~13 (U)~23 (U)= R23(U) ~13 (U) ~12 (U -- #), (2) 

Here we use the notation L' = L~i~ L" = i~L (see [i, 3]). More detailed information con- 
cerning equations (I) and (2) and the notation used here can be found in the review papers to 
which we have already referred. 

In the classical case, (i) is replaced by the equation 

{L'  (u), L"  (v)} = [r (u - -  v), L '  (u) L" (v)]_, (3) 

while (2) becomes the classical Yang--Baxter equation 

[r12 (u - -  v), r13 (u)]_ ~- [r12 (u - -  v), r23 (v)]_ + [r13 (u),  r2:~ (u)]_ = 0. (4) 

Here we use {,} to denote the Poisson bracket, and [A, B]_ = AB -- BA stands for the commutator 
of the matrices A and B. We shall also make use of the notation [A, B]+ = AB + BA for the an- 
ticommutator. 

The problem of enumerating the solutions to equations (i) and (3) has received little 
attention. This contrasts with the intense study of both the quantum and classical Yang--Bax- 
ter equations, which has led to a number of successes. These have revealed, in particular, 
the deep relationship between the Yang--Baxter equation, the theory of Lie groups [4, 5], and 
algebraic geometry [6, 7]. However, important results were obtained in [8, 9], where solu- 
tions to (i) and (3) corresponding to lattice versions of the nonlinear SchrSdinger and sine-- 
Gordon equations were found. 

The present paper is devoted to a study of equations (i) and (3) in the case when R(u) 
and r(u) are, respectively, the simplest solution to equation (i), found by R. Baxter [i0], 
and its classical analog [ii]. During our investigation it turned out that it is necessary 
to bring into the picture new algebraic structures, namely, the quadratic algebras of Poisson 
brackets and the quadratic generalization of the universal enveloping algebra of a Lie alge- 
bra. The theory of these mathematical objects is surprisingly reminiscent of the theory of 
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Lie algebras, the difference being that it is more complicated. In our opinion, it deserves 
the greatest attention of mathematicians. 

In the basic text we shall use the following convention on indices: Latin indices a, b, 
c run over the values O, i, 2, 3, while the Greek indices a, B, Y run over the values i, 2, 
3. In formulas (11)-(13), (22), (26), and (30)-(32), the triple of indices a, 8, y denotes a 
cyclic permutation of (i 2 3). 

i. Classical Case 

Let r(u) be the simplest solution to equation (4), obtained in [ii]: 

3 

where o a are the standard Pauli matrices 

and the coefficients w~(u) can be expressed in terms of the Jacobi elliptic functions 

t dn (it, k) cn (u, k) 
w~ (u) = p ~,~ (~, k)'  w~ (u) = p . ~ ,  w~ (u) = p ~n 0', ~') (6) 

(p > 0 and  k ~ [ O ,  t |  a r e  f i x e d ) .  

Notice that the coefficients w a lie on a quadratic 

o 
w~ - -  w~ = J¢¢~, (7)  

which is uniformized by the parameter u. The constants Ja~, which can be easily expressed 

through 9 and k using (6), satisfy the obvious equality 

Jl:~ @ J z a  @ J a l  = O. (8) 

In the sequel it will be convenient to represent JaB in the form 

Jail = Y ~ - -  J~, (9)  

where the constants J~ are determined modulo the transformation Ja ~-+ Ja + c. 

We shall seek a solution L(u) to equation (3) in the form 

3 

L ( u ) - = S o +  i ~ u'~(u) Sc, s=, (i0) 
a=l 

where the S a are, for the moment, unknown. Now substitute (5) and (i0) into (3) and take ad- 

vantage of the easily verifiable identities 

Iw~ (u - ~) wv ¢ )  - zv~ (~ - ~) w~ (~) = ~,,~ (u) w~ ¢ ) ,  ( 1 1 )  

w~ (u - v) w~ (u) w~ (~) - -  wt (u - v) w~ (u) w~ (v) = - J ~ u , ~  (u). ( 1 2 )  

Observe that, in fact, one needs to verify only (12), because (Ii) is equivalent to the Yang--, 
Baxter equation (4). In the end, we obtain the following quadratic algebra of Poisson brack- 

ets for the variables Sa: 

{Sa, So} = 2JivS~S v, {Sa, S~} = --2SoSv.  (13)  

Here is the place to give a number of general definitions concerning algebras of Poisson brack- 

ets. 

Definition i. A Poisson brackets algebra (PBA) is a set endowed with two structures: 
one of a commutative ring over the field C with multiplication f, g ~-+ fg = gf, and one of a 
Lie algebra with binary operation (Poisson bracket) f, g ~-+ {f, g} = ~g, f}, the two of them 

being related by the Leibniz relation {fg, h} = f{g, h} + g{f, h}. 
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Definition 2. 
eration {,}. 

Definition 3. 

Definition 4. 
with the generators {xj}N and with the Poisson bracket 

{xj, x~} = cj~ (x), 

The center Z of a PBA is its center as a Lie algebra relative to the op- 

A PBA is said to be nondegenerate if its center is one-dimensional. 

A homogeneous Poisson brackets Lie algebra (HPBA) is a polynomial algebra 

where the Cjk(X) are homogeneous polynomials of degree n in the generators xj satisfying 
Cjk(X) =--Ckj (x) and the Jacobi identity 

{{xj, x~}, x,} + {{x~, xA, xj} + {{x~, xj}, x~} : o. 

(14 )  

(15) 

In particular, a quadratic HPBA is described by the relations 

N 

~)k  l m ,  
l ,  m - - 1  

where the tensor of the structure constants c Im must have the symmetries 
j~ 

(16) 

lm lm ml ml 
C j k  = - - C ~ . j  C i k == - - ¢ ~ j  (17) 

and satisfy the system of quadratic equations 

N 

~, c ~ c  vq + cWc~q. ' c~'cPq = O, 
f l f  m l a c zn 3 - ; -  13 m R  (18) 

which ensures that the Jacobi identity (15) is fulfilled. 

Let us give several examples of HPBAs. 

i. When n = 0, any HPBA reduces to a linear symplectic structure [12] 

{~,  x~} : :  ~ ,  cj~ = --c~j .  (19)  

2. A linear HPBA is given by relations 

N 

{xj, xk}=  ~ c~kxz, (20) 
/ = 1  

where C~k is the tensor of the structure constants of some Lie algebra (the Berezin--Kirillov-- 
Kostant osymplectic structure [12]). 

Let us return to the Poisson brackets (13). 

Proposition i. Relations (13) define a quadratic HPBA (which we shall denote by ~). 

To carry out the proof, it suffices to verify that the identities (17) and (18) are sat- 
isfied. A straightforward computation shows that (17) always holds, while (18) is valid pro- 
vided (8) is satisfied, and this is true because of the definition (7) of the J~B. On the 
other hand, one can show that the Jacobi identity for (13) is a consequence of the classical 
Yang--Baxter equation (4). Indeed, take L'(ul) = L(ul) ~) 1 @ I, L"(u2) = 1 • L(u2) • i, 
and L'"(u3) = 1 @ 1 ~ L(us), and consider the expression ({L'(ul), L"(u2)}, L'"(us)}. Ap- 
plying (3) and (4), we obtain the Jacobi identity for the operators L'(ul), L"(u2), and 
L'"(u3). Now, taking the residues at the poles of the coefficients w~(u), we are led to the 
required Jacobi identity for the variables S a. 

Let ~* be the extension of algebra ~ consisting of analytic functions in the arguments 
S a • 

THEOREM I. The center Z~, of algebra ~*consists of functions of the two quadratic cen- 
tral functions Ko and K~: 

3 3 

Ko = ~ sL  K~ = s~ + E s~s~ 
==1 a=l  (21) 
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(notice that under a translation J~ ~-+ J~ + c of all J~'s, K~ changes to K~ + cKo). 

Proof. Let f~Zm, . This means that {f, Sa} = 0, or, by virtue of (13), that 

3 

{/, So} ---- ~ J~rS~Sv = O, 

o/ ol 
(22) 

The general solution of the system of linear homogeneous equations (22) is of the form df = 
fodKo + fldK1 (provided (8) holds), which immediately proves the theorem. 

Problem. Show that the center Z~ of the algebra ~ consists of polynomials in Ko and 
ml. 

COROLLARY. Let F(Ko, KI) be the two-dimensional algebraic variety defined by equations 
(21) for fixed Ko and KI. Then the PBA ~r, defined as the restriction of algebra ~ to F, 
is nondegenerate in the sense of Definition 2. 

The topology of F depends, in an essential way, upon the choice of the parameters Ko and 
KI. Notice that for the parametrization (6) that we selected, one has J~ ~ J2 ~ J3, whence 
S~ lies on the segment [KI -- KoJ1, KI -- KoJ3]. 

a) Kx ~ (KoJ~, ~o), b)  K~ ~ (KJ3, KoJ~), ~) K~ ~ (-- 0% KoJs). 

In cases a) and b), respectively, the variety F is homeomorphic to the sphere S 2 and to 
the disjoint union of two spheres (which merge into a torus for J2 = J3). In case c) there 
are no real solutions. 

To conclude this section, let us describe the completely integrable dynamical system re- 
lated to the L operator (i0). As the phase space, we take the product of N copies of the va- 
riety F(Ko, K~). In other words, ~e. consider a ring with N nodes, and associate to each node 
a quartet of dynamical variables~ S~ n) that satisfy constraints (21). Let the Poisson brack- 
ets between the variables S~ n) corresponding to a fixed node be given by relation (13), and 
let the Poisson brackets between variables corresponding to distinct nodes be equal to zero. 
We introduce the L operator in the n-th node by the formula Ln(u) ~ L(u, s~n)), where L(u, Sa) 
is given by (i0). Construct the monodromy matrix [i, 2] T(u) = LN(u)LN-I(u) ... L1(u). By 
virtue of (3), the traces t(u) ~ tr T(u) of the monodromy matrix are in involution: {t(u), 
t(v)} = 0, and this allows us to take In t(u) as a generating function for the integrals of 
motion. In a manner analogous to [9], the local integrals of motion H (j) are derived from 
the expansion of In [ t(u)[2 in powers of (u- Uo), 

• I t ( ~ ) l  ~ . . . .  H o )  o3. in 
au  3 

at the point Uo determined from the nondegeneracy condition for the L operator 

det L (u0) ~ K1 ~- Ko (w~ (uo) - -  J1) = 0. 

I n  p a r t i c u l a r ,  t h e  s i m p l e s t  t w o - p o i n t  H a m i l t o n i a n  H (° )  h a s  t h e  fo rm 

H(O) x~ H 
n 

8 

Hn+l,n=lntrLn+l(uo) Ln(uo)=~-k~o ~o -t- ] ,k~-~o--a~)o~ o a f  
(23) 

The Hamiltonian (23) is nothing but the discrete variant of the Landau--Lifshits Hamiltonian 
from ferromagnetism theory [ii]. As in the continuous case, the discrete nonlinear SchrSdin- 
ger equation [8, 9] and the sine-Gordon equation [2, 8] are degenerate cases of (23). A more 
detailed investigation of the model described by the Hamiltonian (23) in the framework of the 
inverse problem method will be published separately. 

2. Quantum Case 

Let R(u) be the solution to Eq. (2) discovered by R. Baxter [i0]: 
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2, 

0 ~ 1  

( 24 )  

Here the coefficients Wa(u) 

8 n  ~n (~, k) W~ (~) - -  d_~ (u + i~,/~) ~ (in, ~), 

- -  , 8 n  W~ (u) = c,~ (u + ~n, k) ~ (in, k) 
8 n  

lie on the algebraic curve 

(25) 

W~ Wp~o __ J~" 
2 1 W v --  

(26 )  

We shall assume that the constants n and k are real. Then it is easily seen that the con- 
stants Ja~ are real, too. Notice that among the equations (26) only two are independent, 

because the Ja$ are related via 

J12 ~ J2a ~ J31 ~ J12J~aJal ~ O, (27 )  

This represents the quantum analogue of the classical relation (8). 

it is convenient to express JaB in the form 

As in the classical case, 

j : ,~__ J:~ --  J9 , ( 28 )  
Jv 

where the constants J a  are uniquely defined modulo the transformation Ja ~-~ cJa" 

In full analogy with the classical case, we shall seek the solution L(u) to Eq. (i) in 

the form 

3 

L(u)- - - -S  o -  ~ W ~ ( u ) S a ,  (29 )  
Ot=l  

where the S a are temporarily unknown quantities. 

identities 

W ~ (u - ~) W~ (u) - -  W~ (u - -  ~) Wv (v) + W~ (u) W ~s (v) - -  

- W~ (u - -  v) W~ (u) W~ (v) = O, 
Wrs (u - -  v) W v (~,) W ~  (v) - -  W v (~, - -  v) lV~ (,)  W ~  (v) J ~ .  

Insert (24) and (29) in (i), and apply the 

( 3 0 )  

(31) 

Recall that in (30) and (31), as well as in the sequel, we use the convention on the indices 
aBy mentioned in the introduction. As in the classical case, identity (30) is equivalent to 

the Yang--Baxter equation. 

As a result, we obtain the following commutation relations for the variables Sa: 

[Sa, So]_ ~ - -  iJ~;, [S~, Sv] +, (32 )  
[S~, S~]_ = i [So, Sv] , .  

Relations (32) generate a two-sided ideal I in a standard manner in the free associative al- 
gebra ~$ with the four generators S a. The quotient algebra S = ~/f corresponding to the ideal 
I is the basic object of investigation in the present section. 

First, let us clarify the relationship between the algebra S and the quadratic Poisson 
brackets algebra ~described in the previous section. To this end, we introduce Planck's 
constant h and apply the well-known principle of correspondence [12] between classical and 
quantum mechanics. According to the latter, the commutator of two observables becomes the 

Poisson bracket when h ÷ 0: 

[,I_ N _ ih {,}. (33 )  
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Setting ~ = ph in (25) and passing to the limit h ÷ 0, we obtain the following relations: 

W~ (u) = ihwa (u) + 0 (h2), R (u) : I -4- ihr (u) -{- 0 (h2), 

.~ = h~.f~ + o (h% J~ = t - -  h~J~ + o (hg.  
(34) 

Now, using expansion (34) and assuming that the quantum quantities S~ become the corre- 
sponding classical quantities S a when h ÷ 0, according to the rule So ~ hSo, S~ ~ S~, it is 
not hard to convince ourselves that the quantum equalities (i), (2), and (32) are transformed 
into the classical ones (3), (4), and (13), respectively. At the same time~ one has the rela- 
tion L(u) ~ hL(u). Thus, the quadratic PBA ~is the classical limit of the algebra ~. 

It is instructive to compare the quantization of the quadratic HPBA ~ with that of an 
HPBA of degree n < 2. For n = 0 and n = i, the classical relations (19) and (20) become, 

N 
l 

when quantized, the relations: [xj, Xk]_ = --ihCjk and [xj, Xk]_ = --ih ~ ci~-xb respectively 

(see [12]); i.e., the tensor of structure constants of the HPBA is simply multiplied by (--ih). 
This allows us to obtain strong results concerning the relation between a given classical 
HPBA and the corresponding quantum algebra [13]. 

When n = 2 the picture is significantly more intricate, because the simple correspon- 
dence rule c k-+--ihc is no longer available. Indeed, Planck's constant enters in an essen- 
tially nonhomogeneous way in the quantum structure constants J~$. This can be seen at least 
from the relation (27), which becomes the classical relation (8) only at the limit h ÷ 0. 
This circumstance, as well as the absence (in the generic case) of a continuous symmetry, 
strongly encumbers the investigation of algebra /7. 

Since for J~$ = 0 the algebra ~ degenerates into the trivial deformation of the univer- 
sal Lie enveloping algebra H (so(3)), it is natural to expect a certain similarity between the 
properties of the algebras S and U(so(3)). In particular, it would be desirable to obtain 
for ~- some sort of analogue of the well-known Poincard--Birkhoff--Witt theorem [12] for univer- 
sal enveloping algebras. 

Problem. Prove (or disprove) that the dimension of the subspace of homogeneous polyno- 
mials of degree p in the variables S a in the algebra J is (p + 3)(p + 2)(p + 1)/6, i.e., co- 
incides with the dimension of the space of polynomials of degree p in four commuting vari- 

ables S~. 

The author succeeded in proving this statement for p = 3 by direct calculations. In so 
doing, it turned out, as expected, that in order to count the linearly independent monomials 
one must make essential use of relation (27), which plays, for the algebra :}- , the same role 
as the Jacobi identity plays for the structure constants of a Lie algebra. 

The next important problem is that of analyzing the structure of the center Z~ of the 

algebra .T • 

THEOREM 2. The quadratic operators Ko and KI 

3 3 

K o :  ~, S~, KI=S~-} -  ~ ( I - - J ~ ) S  2~ (35) 
a ~ o  ~ 1  

belong to Zj • 

The fact that Ko and KI commute with S a is straightforward, choosing some basis in the 
subspace of cubic polynomials in the variables S a. It also follows from the following lemma, 

given in [i]: 

LEMMA. The quantum determinant D(u), defined by the formula 

3 

D ( u ) ~ t r P L ( u ) @  L (u - -  2iq) = S] - -  ~ W~(u) W ~ ( u - - 2 i q ) S ~ ,  (36) 

where P_ = (I -- ~ ~)/4 is the antisymmetrization operator, belongs to Zj. 

The operators Ko and KI are derived from D(u) as the coefficients of its expansion into 

linearly independent elliptic functions of argument u. 
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In the limit h ÷ 0, Ko and K, become, respectively, Ko and KI in (21). Notice that here, 

in contrast to the case of Lie algebras [13], the centers of the classical and quantum alge- 

bras do not coincide. 

Problem. Prove (or disprove) that the center of the algebra ~ consists of polynomials 

Ko and K~. 

In conclusion, let us approach the problem of finding the representations of the algebra 
By a representation ~ of ~ in a linear space V we mean any homomorphism ~: S÷ End V, 

as is natural. A linear representation will be called self-adjoint if V is endowed with a 
Hermitian bilinear form relative to which the operators 9 (Sa) are self-adjoint. The reducible 
and decomposable representations are defined in the standard way [12]. Obviously, every re- 
ducible self-adjoint representation of :{ is decomposable. 

The following are examples of irreducible finite-dimensional self-adjoint representations 

of algebra ~: 

i. The two-dimensional representation by Pauli matrices: 

S o  = 1 ,  S ~  = c r y .  

2. The three-dimensional representation 

S o :  j ~ + J ~ - J ~  o , S ~ : l / ~  i , 
\J1-- J~ 0 J,~ / I 0 

I!°i) ~ • 

S~ = ] f 2 J ~ J 1  0 , Sa = 2 ] f J - ~  0 . 
i , 0 - -  

Notice that this representation is self-adjoint only when J~ > 0. 

Presently, there are no other examples of representations of the algebra 5 in the generic 
case. It is highly probable that one could succeed in finding new representations of ~ using 
the construction of Nmultiplication" of R matrices proposed in [i, 4]. Some series of repre- 
sentations of algebra ~ for the degenerate cases k = 0 and k = 1 are given in [2, 8, 9]. 

3. Possible Applications and Generalizations 

The main field to which the algebraic structures described in the present work find 
themselves applicable is the theory of classical and quantum completely integrable systems. 
Relations (i) and (3) provide a systematic procedure for obtaining completely integrable lat- 
tice approximations to various continuous completely integrable systems. 

In the derivation of relations (13) and (32), a great role was played by the successful 
choice of the substitutions (i0) and (29) for the L operator. The problem of enumerating all 
L operators (possibly with a more complicated functional dependence upon the spectral parame- 
ter for a given R matrix is still open. A possible approach to the solution of this problem 
was suggested in [14]. 

One of the possible directions in which the examples given in the present paper could be 
further generalized is to search for quadratic PBAs and the corresponding quantum algebras 
for other known examples of solutions to the Yang--Baxter equations (2) and (4). 

In addition, one can consider other real forms of the same algebra ~ that we studied 
here, and look for their (possibly infinite-dimensional) representations. 

The author is grateful to L. D. Faddeev and A. G. Reiman for the interest manifested in 
the work and for useful remarks. 
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STRUCTURE OF TRANSVERSAL LEAVES IN MULTIDIMENSIONAL 

SEMIDISPERSING BILLIARDS 

N. I. Chernov UDC 517.919.2 

i. Introduction 

An important class of dynamical systems is made up of the systems of billiard type (bil- 
liards), which are generated by the motion of a particle in a d-dimensional domain of Euclid- 
ean space or a d-dimensional Euclidean torus T d, out of which an open subset U is excised, 
while the boundary of the domain is piecewise smooth. We shall denote this domain by Q. A 
billiard particle moves rectilinearly with unit speed inside Q and is reflected from the 
boundary ~Q in accord with the law "angle of incidence equals angle of reflection." 

The so-called dispersing billiards, i.e., those such that the smooth components of the 
boundary SQ are strictly convex inside the domain Q, have the strongest ergodic properties. 
By virtue of this property of the boundary, close trajectories of the system diverge with 
exponential speed, as also in the case of smooth hyperbolic systems. For such billiard sys- 
tems, the properties of ergodicity and mixing, and the K property have been proved (cf. [i, 
2, i0]); also, in a series of cases the rate of decrease of correlations has been investigat- 
ed with the help of the method of Markov partitions (cf. [ii, 12]). 

In the present paper we study billiard systems for which the boundary ~Q is not strictly 
convex from within, i.e., for which subspaces of flat directions with zero curvature are pos- 
sible. Such billiards are called semidispersing. A typical example is the model of a gas of 
rigid spheres. For this system the configuration space is a dN-dimensional cube V N (dN-dimen- 
sional torus TdN), from which cylinders in R dN are excised (cf. [5, 6]). Each cylinder is 
the direct product of a (d -- l)-dimensional sphere and a Euclidean space Rd(N-2). One can 
get other examples by considering a system of rigid spheres, split up into several noninter- 
acting groups, and also systems of rigid spheres on a torus. 

The ergodic properties of semidispersing billiards can depend on properties of the bound- 
ary; more precisely, the ergodic properties are determined by the nonparallelness of the flat 
directions of the boundary of the billiard at its various points. For example, the system of 
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16, No. 4, pp. 35-46, October-December, 1982. Original article submitted June 9, 1981. 
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