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S T A T E M E N T  OF T H E  P R O B L E M  

A majori ty of planning and economic problems are  formulated as problems of mathematicai  p rogram-  
ruing with a vector ia l  and not sca la r  goal function [1, 2]. The principal difficulties with vector  optimization 
problems are  usually associated with ambiguous choice of a unique solution; they are  surmounted by intro-  
ducing additional information f rom the decision maker  (DM) [31, calling for the construction of m a n - m a c h i n e  
procedures .  

Such procedures  are  based on a variety of techniques of consecutive refinement of evaluation of the re la -  
tive importance of individual c r i t e r i a  with the objective of res t r ic t ing  the region of acceptable decisions to one 
decision that would possess  the values of the test  functions that are  desirable for DM [4]. It is assumed that at 
each step of the m a n - m a c h i n e  procedure the region of acceptable decisions remains invariable - so that it is 
necessa ry  for DM to modify his preferences  on the set of test  functions. 

If the region of acceptable solutions of vector  optimization problems may vary,  the sea rch  for a unique 
solution that would have the test values desirable for DM can be effected by using the notions of sys tem optimi- 
zation [1]. 

We will consider  a sys tem optimization procedure  with part icular  re ference  to a multitesr~ linear pro-  
gramming problem based on m a n - m a c h i n e  procedures presented in [4]. 

Let a set of l inear goal functions 

f = {:, (x), i E :  = { I . . . . .  ,,~}}, ~h~ 

L (X) = C~ "X, + . -  + Of'X] + ... ~ Cn "Xn, 

be defined, as well as the set of acceptable decisions deterrmned by the region 

• f o,xi ~< b~, D0= x : g i ( x ) =  aq 
y=| 

( i} 

i E Q = ( t  . . . .  ,rn}, x ~ > ~ 0 , ] = l  . . . . .  @ <2) 

We assume that aH functions of the set f can be maximized in the region D 0. 
o 0 

The parameters  a i j  , bi, i e Q, j = 1 . . . .  , n, which charac te r i ze  region Do, can vary by quantities Aaij , 
Abi, to which, during the course  of solution, additional res t r ic t ions  are  imposed that descr ibe  the limited r e -  
gion P0 and which are  defined on the basis of the technological capacit ies of the planningor  economic problem 
under consideration.  

We suppose that the decision maker  (the planner or designer),  in accordance  with the philosophy of Dis- 
plan [2], defines the solution that is desirable for him, either via the plan x* with the values of test  functions 
fi = fi (x*), i E I, or solely via the desirable values of test  functions f* = (f~, i e I~ without specifying the c o r -  
responding plan x*. It is natural to assume here that x* does not belong to the initial region of acceptable de- 
cisions D O . 

According to the methodology of system optimization [1], we must construct a new region D I in accor- 
dance with the originally defined domain of variation of parameters P0 such that either the point x* be im- 
mediately a solution of the vector optimization problem (designated as xk), i.e., x* = x k, or a solution • exists 
on the region DI for which fi(x k) -> f~, i ~ I, where at [east one inequality is strict. 

tDeceased.  
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METHODS OF CONSTRUCTION OF A NEW REGION OF ACCEPTABLE 

SOLUTIONS OF THE INITIAL PROBLEM WITH DM SPECIFYING 

THE DESIRABLE PLAN 

According to [3, 5], definition of the desirable plan x* determines the direction of the search for the 
compromise solution of the multitest optimization problem, which is defined by the vector p* -- { pT, i E I}, 
where 

/ kq~:r ] 
(3) 

In f o r m u l a  (3), w~ denote the componen ts  of the point w* l ,  i ~ I defined by the chosen  t r a n s f o r m a t i o n s  of tes ts  
wi(x) = (f~ - fi(x}) )/(f~ - fi(min)) f o r  fi(x) = fi(x*), i E I, where  f~ and fi(min) des igna te  the bes t  and w o r s t  values  
of tes t s  on the reg ion  D 0. Let  x~" be an ef fec t ive  solut ion of the p rob l em of mul t i t es t  op t imiza t ion  (1)-(2) fo r  a 
given v e c t o r  p = p*, found as a r e s u l t  of solut ion of the p r o b l e m  

min max Pi .w~ (x). (4) 
xEDo ~EI 

Since the des i r ab le  plan x* does not belong to the reg ion  Do, we a s s u m e  that  

f~ = f, (**) > h (x~), i E r, (5) 

and at leas t  one of the inequal i t ies  is s t r i c t .  In that  c a s e ,  we wilt  say  that  x* is "be t t e r "  than x0 k, and wr i t e  
x* > x0 k. In the opposi te  c a s e ,  the value of t e s t s  fo r  the plan x0 k is be t t e r  than fo r  x* (x0 k > x*) acco rd ing  to [4], 
and the re  is no need to c o n s t r u c t  the reg ion  D1. 

We isola te  the num be r s  of r e s t r i c t i o n s  (2) that  a re  v io la ted  by subs t i tu t ion  x = x* and denote the se t  of 
these  r e s t r i c t i o n s  by Q0. 

We denote ' (a~l ' . . 0 f[(x) . ,  gi(x) = . ,  ain) , i E Q, and = ( c i l , .  . t in) , i t I, r e s p e c t i v e l y ,  the g rad ien ts  of 
r e s t r i c t i o n s  (2) and tes t  funct ions of the se t  f at a c e r t a i n  point x.  

THEOREM 1. When x* > x0 k, the accep tab le  solut ions  of s y s t e m  (2) lying on hyperp lanes  with number s  
f r o m  sets  Q0 a re  effect ive  solut ions  with r e s p e c t  to the se t  of tes t s  f. 

P roof .  Suppose the c o n t r a r y :  that  the accep tab le  plan x 0 lying on the hyperp lanes  with n u m b e r s  f r o m  the 
se t  Qo(xs c Qo is inef fec t ive ,  whe re  Q0(x'0) a re  n u m b e r s  of r e s t r i c t i o n s  that  b e c o m e  equal i ty  at x = x; .  

S. , > k i . e . ,  fi(x*) -> fi(x0k), i E I and at l eas t  one inequal i ty  is s t r i c t  and the funct ions fi(x) a r e  lnce X X 0 , 
hnear," then (fi(x0),' k x k _  x*) = fi(x~) - fi(x*) <_ 0. This  means  that  the v e c t o r  S = (x0 k -  x*) = (x~ - x~ . . . .  , 
xkn - x*) defines the d i r ec t ion  in which  the values  of the tes t s  of the se t  f can be improved .  In the l inear  c a s e ,  
this d i r ec t ion  is r e t a ined  at each  accep tab le  point of the reg ion  D 0. T h e r e f o r e ,  in the d i r ec t ion  S~ that  e m e r g e s  
f r o m  point x 0 and is para l le l  to and has the s a m e  d i rec t ion  as the v e c t o r  S, the re  mus t  ex is t  an effect ive  so lu -  
t ion .x such  that  x >xV0. Then,  the d i r e c t i o n S l w l l I '  have the f o r m a l  = ( x  0'-x)- -- (x01' -x~,~ . . . , X 0 n '  -Xn)" a n d S  1= 
flS, whe re  3 is a nonnegat ive  number .  Hence,  the s c a l a r  p roducts  (gi(x),' $1) = fl(gi(x), S), 1" ~ Q0(x0).' 

Tak ing  into account  the r e p r e s e n t a t i o n s  of the v e c t o r s  g~(x), S, $1, the s c a l a r  p roducts  in the r i gh t -  and 
le f t -hand  s ides  (rhs and lhs)  of the l a t t e r  equal i t ies  a re  defined as fo l lows:  

t$ rt 
(g; (x), %)  = ~ ~o . ~  o - 

- ~., aij.xs, ~ EQo (x;); 
/ = l  1=I 

= ,I - -  aq .  xi ,  i E qo (x;). 
/=[  1=1 

Since 

/=1 

o - b o a . .  xj ~< ,, i E Qo (x;), 

then 
(g; (x), sl) ~ o, i E Oo (xo), 
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and s ince 

then 

n 
0 

a,/. xo: <~ :. 
:=l 

aq, x] > b~, i ~ Qo (xo) , 

(z; (x), ~ > o, r ~ Qo (x;). 

Then,  

which contradicts the identical direction of vectors S and S~. This in turn, disagrees with the re:ention of the 
direction of improved values of tests at each admAssible point Do, which proves the theorem. 

Thus, in order for the plan x* to become an acceptable solution, we must modify the region, of problem 
solutions D O by altering the restrictions of the set Q0, since the latter lead to improved values of tests of the set 
f. We impose on the variations of parameters &apj and z3.bp of the restrictions of the set Q0 the following con- 
ditions: 

api" xi, P C Q0; 
]=1 ]=I 

, ~b , ,> -g ,  ~f g > o ,  ~CQo; 

Aa~<Igl ,  *f b~<o, pcQ~; 

0 0 Aapj>--ap:,  if ap12>O, ] = 1,.o.,n, BEQo; 

o I o &a~,j<]ap:,, if ap]<O, ] = l , . . . , n ,  pEQo. 

(6) 

(7) 

Let us denote the var ia t ion  domain of the p a r a m e t e r s  of r e s t r i c t ions  of the se t  Q0 descr ibed  by (6) and 
(7) by P. It can be readi ly  seen that  the var ia t ion  domain of the p a r a m e t e r s  P is u~Hmited and can have an in- 
finite set of solutions. The choice of restrictions (6) and (7) to this domain is associated with the fact that 
restrictions (6) enable the point x* to become acceptable in the new region D I (x* in that region will satisfy 
the restrictions of Q0, while restrictions Q/Q0 are satisfied by it by condition), and restrictions (7) are neces- 
sa~, for the traces of hyperplanes on the axes xj, j = If . . ., n in the space R n to remain on the same axes 
(so that the physical sense of the restrictions is not violated). For finding the parameters &apt , &bp~ j = 
I ..... n, p E Q0, we construct the intersection of the regions P0 and P. 

K P n P0 4 = ~, then the variation domain of the parameters of the model will be limited, and this makes 
it possible to solve the problem of constructing the new region D I in which the point x* will already be accept- 
able. If, however, P f] Po = ~ , in that case one has either to modify restrictions P0 (i.e., technology), or 
select a new desirable point x*. 

In o rde r  to find the p a r a m e t e r s  Aapj, &bp, j = 1, . . . .  n, p ~ Q0, we formula te  an additional optimAzatioa 
p rob lem (as shown in [1]) in which it is allowed to se lec t  as tes ts  the costs  invoived in modification of model 
p a r a m e t e r s :  e(&a, A~)), where  Aa = {~apj ,  p EQ0, j = 1 . . . . .  n~, Ab = {Abp, p e Q0}. Then the p rob lem os 
choice of p a r a m e t e r s  A~ and Ab is reduced to optimizat ion p rob lem 

. i n  c(Sa, Ab), ha, AbCP N Po. (8) 

If it is impossible to construct the cost function, the problem of finding the parameters of the new region can 
be formulated as a multitest problem; in such a problem, each parameter appears as an individual test which, 
depending on the physical sense of the parameter, can be maximized or minimized. We denote by 

$ 

if) = { a a , ~ ,  Abp, l ~ Q(:, / E &), p C Q~b~} 

the set of tesls formed by parameters, the optimization of which involves construction of a new region ~0 
being the set of numbers of restrictions in which these parameters occur; and Q~b) j(/) being the sets of num- 
bers of parameters of rhs and lhs for the /-th restriction, respectively). Then~ the problem of choice of param- 
eters ~ and Ab is reduced  to that of mul t i tes t  opt imizat ion with r e s p e c t  to the se t  of tes ts  
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f~P' = {A%, Z~p, t E q~~ 1 E J,), P E q~)} (~) 

subject  to r e s t r i c t ions  ~ ,  ~ E P  fl Pv 

We denote by 

a.i = a~; + Aa~,  b~ = b~ + 5b~, p 6Q0, / = 1 . . . . .  n, (10) 

the new values of p a r a m e t e r s  for  r e s t r i c t i ons  of the se t  Q0, where  &apj, Abp, PEQ0 , i -~ 1, . . . ,  n are  found 
by solution of p rob lems  (8) or  (9). The new region of acceptable  solutions D1 will  appear  as 

Dx----- x: a'pi.x~<~b'~, pEQo, a ~  ~ pEQ/Qo, x~>/O, i = l  . . . . .  n (11) 
t l~I  i =1 

Statement_l .  If among re s t r i c t ions  of the region D O a re  such that a~j > 0, j = 1, . . . ,  n, b~ > 0, the region 
D~ is l imited and closed.  

In effect ,  let us cons t ruc t  the para l le lepiped  FI = {x : 0 -< xj - B, j = 1 . . . . .  n}, where  B is a posi t ive 
constant .  Then, choosing the value 

B ~ 1TlaX . m a x  ~ m a x  
~EQ> t/~l,...,n t at/J i=L...,, a~ + ha u 

o o if  Q> fqQ0=#~,Q> is the se t  of indices of r e s t r i c t ions  for  wh icha i j  >0 ,  j = l , . . . , n ,  b i >0 ,  e i ther  

/ B = m a x  max - '5- , 
iEQ> I=l,...,n a~ i 

if  Q> f l Q 0 = ~ ,  or 

B_-m I max I .1], 
~e% Lj=l,...., t a~~ + Aatj 

if Q> N Q0 -- Q0, we obtain that the region D1 ~ II. The s t a tement  is thus proven. 

If the se t  Q> is empty ,  and the region D O is c losed and l imited,  then, for  cons t ruc t ing  the region D~ that 

would also be c losed and l imited,  we would proceed as follows: We cons t ruc t  the inequality ~ xj--b~ < 0  ,which 
n 1=1 

is a consequence of the s y s t e m  (2) [6]. The value bc is found as m a x ~ x j .  In that case ,  the new region of aC- 
xED, 

ceptable  Solutions is defined in the following manner :  

�9 apl.x ~ ~ bp, p ~ Q/Qo, x j ~  O, ] = 1 . . . . .  n , (12) D1 ---- x : X a;ixi ~ b~, apix I <~ bp, p E Qo, o o ] 
| 1=1 / '~1 1=1 

f ! 
w h e r e a e j = l + A a c j ,  b c = b  c + A b  c, j = 1 ,  . . . .  n. 

The var ia t ion  values of p a r a m e t e r s  Aapj ,  &bp, /Xacj, Abc, p E Q0, J = 1, . . . .  n a re  defined f r o m  the r e -  
gion Pc,  which is cons t ruc ted  by adding to the region P the inequali t ies 

l=t 121 

Aacj > - -  1, ] = 1 .... , n, (13) 

Ab~ > - -  be. 

In this case ,  the p a r a m e t e r s  of the region D1, descr ibed  by (12), a re  found at the solution of p rob lem of the 
f o r m  (8) or  (9), cons ider ing  that they belong to the region that is descr ibed  by the in te rsec t ion  of Pc and P0. It 
is readi ly  seen that the region D~ cons t ruc ted  in this fashion will  be c losed and l imited by v i r tue  of Sta tement  1 
(since it  contains one r e s t r i c t i on  which has all  posi t ive coeff icients) .  

Since the new region of acceptable  solutions D1 is c losed and limited', the re  exis t  opt imal  solutions x i0  ), 
i E I on this region for  each of the tes t s  of (1) with values  f~ , i E I and also effect ive solutions of p rob lems  (1), 

(12). 
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Sta tement  2. In the region D1, there  exis ts  a solution ..(k) for  which 

An instance of such a solution is ,  in pa r t i cu la r  

x~ = arg rain max p ; . .w , ,  ([~ (x)), (14) 

where  wi0  ) (fi(x)), i E i a re  cons t ruc ted  in accordance  with the region D~ and Oi0)' i e L is defined by forrnaia  
(3) for  this region.  

k . . . .  k .~ 
Proof .  Suppose the con t ra ry :  The point x0) will  not be og~ter tnan x*,  ~.e., fdx*) -> f~(xu~), ~ ~ i, and ac 

least one inequality is strict. Then, since x* ~ bl, then x* > x~}, which contradicts the effectiveness of x(1). 
This proves the statement. 

The approach pros anted above thus allows one to construct a new region D I in which the desirabie plan will 

be acceptable, which ensures the existence of solution of the problem of multitest optimization on the new re- 
gion with values of test functions that are not worse than the required ones. The ambiguity of construction of 
such a region is eliminated by solution of additional optimization problems with choosing the necessary varia- 
tions of p a r a m e t e r s  of the init ial  region.  

METHOD OF CONSTRUCTION OF A NEW REGION OF ACCEPTABLE 

SOLUTIONS OF THE INITIAL PROBLEM WITH DM SPECIFYING 

D E S I R A B L E  V A L U E S  OF T E S T  F U N C T I O N S  

Suppose that DM has specif ied the des i rab le  values of the t e s t  functions defined by the se t  f* = ~'* L~, i ~ } .  
* f~], i I, s ince in opposite case  We will  a s s u m e  that fi E ill(rain), E the it would be necessary~ init ially to modifv 

the region of acceptable  solutions D o so that  the m a x i m u m  value of such a t es t  on the new region would be g r e a t e r  
than f~, .i E I. Suppose a lso ,  for  the des i r ed  values of t e s t s ,  that the inequali t ies (5) a r e  fulfil led, i .e . ,  the point 

0 . o " ~ I} in the space  of t r a n s f o r m e d  tes t  values  does not belong to the region w* = l w  i = (fi - f i ) / ( f i  - fi(min)),  ~ 
WD 0 of the values of modified tes t s  for  acceptable  solutions D 0. T h e r e f o r e ,  as in the f i r s t  ease,  there  is  a 
need to modify the model p a r a m e t e r s  so  that they sa t i s fy  the given values of goal functions. 

To this end, we will f i r s t  e s t ab l i sh  compat ib i l i ty  of the s y s t e m  of inequali t ies 

x~q .xs>~f,, i~L 05) 
,i=l 

If the s y s t e m  is compat ib le ,  it is poss ib le  to find its acceptable  solution x*. Since x* ~ Do, it is poss ible  to r e -  
peat  with respect to x* the foregoing procedure of modification of the region,_ D 0. If such a region can be con- 
structed, then in the new region D I there will ahvays exist a solution x~)~, of the initial multitest problem for 
which fi(x~i)) ~ f~, i E I. When selecting x* that satisfies (15), we are not concerned with obtaining any solution, 

but only with one that would be best in terms of solution of the multitest problem. To this end, we proceed as 
follows. We define arbitrary variation limits of each variable, i.e., xj ~ [0, hi], where hj is a sufficiently large 
arbitrary number. First we apply to these ranges the reduction procedure that is analogous to procedure of 
elimination of solutions of discrete optimization problems described in [7, 8]. Let at the k-th step of applica- 
tion of this procedure the following variation limits for the variables be obtained: 

; ( m ~ x j ~ n i ( ~ ) ,  ]= 1 . . . . .  n. (16) 

The var ia t ion  [imits of va r i ab l e s  at the (k + 1)-th s tep  a re  defined, then, as follows: 

h(~+l) lmax/ 1 /f. ~ ~, ~-~ ~ ~(k)\~ - ~(k~l = - -  - -  - -  o , . ,  " " ) / '  > O. '~ ' 

'2 m ~ ( k )  ~Ch+l, rain [ rain J-~[ f~- -  4" ~(k) if C} < 0, "I(B) I ' ,~(I ~,, , 

;,.+ = (up}>  oL z? = {u~i < o ) ,  
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where Ji the sets of numbers of variables for which > 0 and e I < O, respectively. At the 

. . . .  ~(k+l) ~(~) ~(~ - - h ~  t~} is sufficiently small .  z e ro  step ~j(H)~'(~ = 0, L~j(B)~(~ hi. The procedure  stops when s =~ . . . .  / t-/m) --re(m, re(s) 

We designate by l the number of the step of the application of the procedure  and by II (:) f i h  ~ = [ J(n)' h~(~)] the 

parallolepiped constructed by variation ranges of  ariabies at the l-th s t ep  Here, : h '  then region 

of var iables  descr ibed  by inequali t ies (15) is unlimited. If the region (15) is closed and l imited,  then, accord-  
ing to [8], the procedure  will el iminate no single acceptable solution of inequalities sys t em (15). In par t icular ,  
if iI(l) = O, i .e . ,  :~i E I, 

n 

max ~ cj.xj <f~, (18) 
x f n  (l) l~ l  

then sy s t e m (15) is incompatible.  

We denote: 

x *(k) = arg min max p;(rI). ~rl) (x), (19) 
xEii(l)  iEI 

if conditions (18) are  not met,  where w! II)(x), i E I, a re  the ea r l i e r  introduced t ransformat ions  calculated for 

the paral lelepiped II (l) and p~(ll)  i E I, Jare weights determined by (3) for  the point f* in the space of functions 
~!n)  (x), i c i. 

1 

Statement 3. If 

f~ (x*(h)) "-~ ft, i E I, (20) 

and at least  one of the inequalities is s t r ict ,  sys tem (15) is incompatible. 

.Proof. Let us suppose the opposite: Inequalities (20) are  met and sys t em (15) is compatible.  Let the plan 

x sat isfy inequalities (15). We denote: ~'0 = maxp~ n)'wl n) (x%; k; (~)= m~xp; (E) = wi n) (x'(k)). ff ~z 0 -< k~, this contradicts  
iE l  

that x*(k) is a unique solution of problem (19). Let ~z 0 a k~(k); then ~:0 > k~, since k~(k) > k~ [here k~ = pi *(rl) �9 
~ I I )  (f~), i E I]. Cons ider ing  that k0 > ko, we obtain: 

A 
pT~).~m (x) > p*(m.l w(n)~ (f*),t i E I. 

* 
Hence, fi(~) E f i ,  i E I, which contradicts  the assumption that :~ sat isf ies  inequalities (20); this proves the s ta te -  
ment. 

If it is ascer ta ined ,  the re fo re ,  that sy s t em of inequalit ies (15) is incompatible,  then, as in the previous 
case ,  there  is a need for  sy s t em optimization in control l ing the model of goal functions f = {fi(x) = c i . x } ,  i E I. 
Fo r  the point with respec t  to which this sys t em optimization problem should be solved, it is convenient to take 
the point x*(k), s ince it is the best  point on the parai lelepiped 11(/) for  the set  of c r i t e r i a  f and for  the p r e f e r -  
ence p*(k), specif ied by DM and defined by the point f* ={f~ ,  i ~ I): We denote by I ~ the set  of numbers of in- 
equalit ies (15) which a re  not fulfilled at point x*(k). The var ia t ion region of the coefficients of the goal func- 
tions of the set  I ~ and of the values of goal functions des i rable  for  DM will be defined, on analogy with the r e -  
gion (6), (7), in the following manner 

2 " ~ ' ~  X*(t) A * a~'j" i - -  f , ~ f T - - X c ~ ' x ~  (~' iE/~ (21) 
i = l  1=I 

a c i > - -  6, if ci>O, jeff +, /E/~ 

aCll<JC}l , if c}<O,  iEJT, iEl~ (22) 

a t  7 > - ~'~, ~ E io. 

i f~, j = 1, . ,  n, i E I ~ descr ibed by (21) and (22) and by We denote by pc the var ia t ion range of coefficients cj ,  . . 
pc  the i r  var ia t ion range as defined proceeding f ro m  physical considerat ions .  Then, ff P~ N~=# ~ ,  one can, in 

i * orde r  to find the values AC and z~ i , s tate  problems analogous to (8) or (9). In that ease ,  we are  not concerned 
that the region descr ibed  by inequalities (l a) be closed and limited - here  we a re  only concerned with ensuring 
that the inequalities be compatible.  At P~ N ~  -~ ~ ,  it is neces sa ry  to modify the region pc if h!~}~) ~ j , ~ ,  hj at 
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leas t  fo r  one j, j = 1, . . . .  n, o r  find a new point :~,(k) ~ fi(/) tha~ would be wor se  than x*{ k) i~ t e r m s  of ~he 
given se t  of t es t s  f and p re fe rence  p , (H) .  

If the inequali t ies of s y s t e m  (15) is compat ib le ,  or  if we have modified the goal functions model in such 
a manner  that point x*(k) sa t i s f i es  (15), it is poss ible  to solve the problem, of s y s t e m  optimizat ion in modifying 
the region D O with r e s p e c t  to the point x*(k) as descr ibed  above~ If when cons t ruc t ing  the new region with r e -  

. -'.(k) ~r spec t  to point x* (k) it turns out that P n Pc = ~ ,  in that case  one must  a lso  e i ther  find a new pmnt x"  6 or  
modify the region P0. 

In conclusion,  the approach  descr ibed  above allows one to  cons t ruc t  a fo rmal ized  scheme of modif ics t ion of 
the region of acceptable problem solutions and organize the man-machine procedure of solution searching in 
multitest linear programming problems without modification of the original preference defined by- D M on the 
se t  of t e s t s .  

1, 
2. 

3. 

4. 

5. 

7. 

. 

LITERATURE CITED 

V. M. Glushkov,  "Sys tem opt imizat ion,"  Kibernet ika ,  No. 5, 89-90 (1980). 
V. M. Giushkov, "Displan - a new planning technology, ~ Upr. Sist.  Mash.,  No. 6, 5-11 (I980)o 
V. S. Mikhalevich and V. L. Volkovich,  "Mathemat ica l  and heur is t ic  p roblems of compla~ s y s t e m  de= 
s ign,"  Upr, Sist.  Mash. ,  No. 3, 3-9  (1976). 
V. L. Volkovich and V. M. Voinalovich, " M a n - m a c h i n e  procedure  of decision sea rch ing  in mul t i tes t  
opt imizat ion p rob lems , "  Upr. Sist .  Mash. ,  No. 5, 24-29 (1979). 
V. L. Volkovich and L. F. Dargeiko ,  "Method of r e s t r i c t i ons  in vec to r  optimizat ion p rob i ems , "  Avto- 
mat ika ,  No. 3, 13-17 (1976). 
S. N. Chernikov,  L inea r  Inequali t ies  [in Russ ian] ,  Nauka, Moscow (1968}. 
V. S. Mikhalevich,  V. L. Volkovich, A. F.  Voloshin, and Yu. M. Pozdnyakov,  "Algor i thm of sequential  
analys is  and re jec t ion  of a l te rna t ives  in d i s c r e t e  opt imizat ion p rob lems ,  ~, Kibernet ika ,  No. 3, 76-85 
(1980). 
V. L. Volkovich and A. F. Voloshin, "A general scheme of the method of sequential analysis and alter- 
native rejection," Kibernetika, No. 4, 98-105 (1978). 

I N V E R S E  F I B O N A C C I  T R A N S F O R M A T I O N  

A . V .  A n i s i m o v ,  Y a .  P .  R y n d i n ~  
a n d  S.  E .  R e d ' k o  

UDC 581.3.06 

The finding of p rocedures  i nve r se  to a given one is an essent ia l  aspect  of con tempora  W applied mathe-  
mat ics .  One case  in point is the use of i nve r se  F o u r i e r  t r ans fo rma t ions .  In this paper ,  we invest igate  the in- 
v e r s e  Fibonacci  t r ans fo rmat ion ,  which cons is t s  in finding, by a given number ,  a minima1 base  and number  
k such that the given number  is the  k- th  t e r m  in the Fibonacci  s e r i e s  genera ted  by the base.  The procedure  
proposed here  could be used in var ious  data p roces s ing  s y s t e m s  that utilize Fibonacci  numbers .  

Let  a 0 and al be two a r b i t r a r y  in tegers  such t h a t 0  -< a 0 < a~. The s e r i e s  {~i(ao, al))i_>0, where  O0(a0, 
al) = a 0, ~l(a0, al) = al and for  i >_ 0, ~i+2(a0, al) = ~i+l(a0, as) + ~'i(a0, as) will be cal led the Fibonacci  s e r i e s  
with base  (a0~ a s ). We denote by r the (i + 1)-th e lement  of a Fibonacci  s e r i e s  with the base  l 0, t ) (the i - th  
e lement  of an ord inary  s e r i e s  with the base  <1, 1 )). 

We will say that the base  < ao, a t } r e p r e s e n t s  the number  m if there exis ts  an in teger  k -> 0 such that 
m = 4~k(a0, al). Fo r  an a r b i t r a r y  natural  number  m, there  exis ts  a finite se t  B(m) of bases  r ep resen t ing  the 
number  m. We will define on B(m) the re la t ion of o rde r  <m, set t ing for  <a0, a~), (b0, b j ) ~  B(m) 

Note that if <a0~ as) , <b0, bl} a r e  two different  bases  f r o m  B(m), then a s # b> 

Trans la t ed  f r o m  Kibernet ika ,  No. 3, pp. 9-11, May-June ,  1982. Original a r t i c le  submit ted  Decemb er  17, 
1981. 
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