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STATEMENT OF THE PROBLEM

A majority of planning and economic probiems are formulated as problems of mathematical program-
ming with a vectorial and not scalar goal function {1, 2]. The principal difficulties with vector optimization
problems are usually associated with ambiguous choice of a unique solation; they are surmounted by intro-
ducing additicnal information from the decision maker (DM} [3], calling for the construction of man— machine
procedures,

Such procedures are based on a variety of techniques of consecutive refinement of evaluation of the rela-
tive importance of individual criteria with the objective of restricting the region of acceptable decisions to one
decision that would possess the values of the test functions that are desirable for DM [4]. It is assumed that at
each step of the man—machine procedure the region of acceptable decisions remains invariable — so that it is
necessary for DM to modify his preferences on the set of test functions.

If the region of acceptable solutions of vector optimization problems may vary, the search for a unique
solution that would have the test values desirable for DM can be effected by using the notions of system optimi-
zation [1].

We will consider a system optimization procedure with particular reference to a multitest linear pro-
gramming problem based on man—machine procedures presented in [4].

Let a set of linear goal functions

F={f;(x), i€i={1,..., M}}, where

_ _ , i)
Foly=cioxy - ey o O,
be defined, as well as the set of acceptable decisions determined by the region
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We assume that all functions of the set f can be maximized in the region D,.

The parameters agj, bg, ieQ, j=1,...,n, which characterize region Dy, can vary by quantities Adjj,
Abj, to which, during the course of solution, additional restrictions are imposed that describe the limited re-
gion P, and which are defined on the basis of the technological capacities ofthe planning or economic problem
under consideration,

We suppose that the decision maker (the planner or designer}, in accordance with the philosophy of Dis-
plan {2], defines the solution that is desirable for him, either via the plan x* with the values of test functions
f;‘ =f;(x*), i €1, or solely via the desirable values of test functions f* = {ff, i € I} without specifying the cor-
responding plan x*, It is natural to assume here that x* does not belong to the initial region of acceptable de-
cisions D,.

According to the methodology of system optimization {1], we must construct a new region Dy in accor-
dance with the originally defined domain of variation of parameters P, such that either the point x* be im-
mediately a solution of the vector optimization problem (designated as xk), i.e., x*= xk, or a solution x¥ exists
on the region D, for which f; (xK) = ff, i€ I, where at least one inequality is strict.
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METHODS OF CONSTRUCTION OF A NEW REGION OF ACCEPTABLE
SOLUTIONS OF THE INITIAL PROBLEM WITH DM SPECIFYING
THE DESIRABLE PLAN

According to [3, 5], definition of the desirable plan x* determines the direction of the search for the
compromise solution of the multitest optimization problem, which is defined by the vector p* = { p;‘, i€1},
where

= <ﬂ w;)/(E [1 w;). (3)

tEa g€l jel
= i€

In formula (3 ), wi denote the components of the point vv1 , i €I defined by the chosen transformations of tests
wix) = ( 0 )/ (mm)) for fj(x) = f;x*), i €I, where f and f; i(min) designate the best and worst values
of tests On the reglon DO Let x5 be an effective solation of the problem of multitest optimization (1)-(2) for a
given vector p =p*, found as a result of solution of the problem

min max p; -w, 4)
xeDy el Pi (X)

Since the desirable plan x* does not belong to the region D;, we assume that

fo=Fi (8% > (), €1, )

and at least one of the inequalities is strict. In that case, we will say that x* is "better" than xok, and write
x* > x},{ In the opposite case, the value of tests for the plan xy is better than for x* (x(l){ > x*) according to [4],
and there is no need to construct the region Dj.

We isolate the numbers of restrictions (2) that are violated by substitution x = x* and denote the set of
these restrictions by Q.

We denote g}(x) = (agi, ey agn), i €Q, and fi(x) = (Ci1s + + + 4 Cijp)y 1€, respectively, the gradients of
restrictions (2) and test functions of the set f at a certain point x.

THEOREM 1, When x* > x%f, the acceptable solutions of system (2) lying on hyperplanes with numbers
from sets Q, are effective solutions with respect to the set of tests £,

Proof. Suppose the contrary: that the acceptable plan x{ lying on the hyperplanes with numbers from the
set Q,(x) = Q, is ineffective, where Qo(xo) are numbers of restrictions that become equality at x = xo

Since x* > x%f, ie., fjx* = fi(xo), i €I and at least one inequality is strict and the functions fj(x) are
linear, then (f; (xo), x%,‘—-x ) = fi(x}]{) — fi(x*) = 0. This means that the vector 8 = (x%‘— %) = &y —xF ...
Xop ~ x;“l) defines the direction in which the values of the tests of the set f can be improved. In the linear case,
this d1rectlon is retained at each acceptable point of the region Dy Therefore, in the direction S; that emerges
from point Xy and is parallel to and has the same direction as the vector S, there must exist an effective solu-
tion x such that x >xY, Then, the direction S; will have the form 8; = (x 0 x) = (x01 iy nnos Xon Xn) and Sy =
BS, where 8 is a nonnegative number, Hence, the scalar products (gl(x), B(gl(x), Sy, it Qo(xo)

Taking into account the representations of the vectors gi(x), S, Sy, the scalar products in the right- and
left-hand sides (rhs and [hs) of the latter equalities are defined as follows:

(g; S,) = 2 aii xl/ — 2 au x]’ [€Q (xo)

j=1

0 .
(gz : 2 at/ xO) 2 aff'xii i E QO (Xo).
j=1
Since
Q 0 (]
2 agp xo; == by,
=1
n o ~
0 . ,
2 %, << bi, £ EQy (xg),
j=1
then

(g (%), S1) >0, i €Qy(x0),
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and since

n
9 k.0
2 @y 20y <K by,

f=1

E ﬁ?j"x; >, £ €Qp (x0)s

je=t
then

(@), >0, i€Q, (xo)-

Then,
(@ (x), Sy #=Blgi(®), ), (€Q(x) for B3>0,

which contradicts the identical direction of vectors S and 8y, This in turn, disagrees with the retention of the
direction of improved values of fests at each admissible point Dy, which proves the theorem.

Thus, in order for the plan x* {o become an acceptable solution, we must modify the region of problem
solutions D, by altering the restrictions of the set Q,, since the latier lead to improved values of tests of the set
f. We impose on the variations of parameters Aapj and Abp of the restrictions of the sef @ the following con-

ditions:

2 XAy — Ab, < Z %, p€Qu; 6

je==1 F=t
15b;~,> ""bg» if i}g> Or pEQD;
Abp <<|b3f 4 B;<<O, pEQy -
()
Aapj>"‘“ag[’ if ag]> 0) j= la“—an, pEQG;

Aapj<!agj§s if agj<09 j= Io sy Iy FJEQG'

Let us denote the variafion domain of the parameters of restrictions of the set @, described by (8) and
{7} by P, It can be readily seen that the variation domain of the parameters P is unlimited and can have an in-
finite set of sclutions., The choice of restrictions (6) and (7) to this domain is associated with the fact that
resirictions (6) enable the point x* to become acceptable in the new region Dy (x* in that region will satisfy
the restrictions of Q,, while restrictions Q /Q, are satisfied by it by condition), and restrictions (7) are neces-
sary for the traces of hyperplanes on the axes X5 J=1,...,nin the space RT to remain on the same axes
{so that the physical sense of the restrictions is not violated)., For finding the parameters Aagi, Abpg j=
1,...,n, p €@, we construct the intersection of the regions P; and P,

If P Py @, then the variation domain of the parameters of the mode] will be limited, and this makes
it possible to solve the problem of constructing the new region Dy in which the point x* will already be accepi-
able, If, however, P} P, = &, in that case one has either to modify restrictions Py (i.e., technology), or
select a new desirable point x*,

In order to find the parameters Aapj, Abp, i=1,...,n, p€Qy, we formulate an additional optimization
problem (as shown in [1]) in which it is allowed to select as tests the costs involved in modification of model
parameters: c{Az, Ab), where Az = {Aapj, P€Qpi=1,...,n} Ab={ab,, ptQyf. Then the problem of
choice of parameters Aa and Ab is reduced to optmuzatlon problem

min c(8a, AB), Aa, ABEP () P, {8

Aa,Ab
I it is impossiblie to construct the cost function, the problem of finding the parameters of the new region can
be formulated as a multifest problem; in such a problem, each parameter appears as an individual test which,
depending on the physical sense of the parameter, can be maximized or minimized., We denocie by

19 = {Aay;, Aby, 1EQY, F€ Jun PEQY)

the set of tests formed by parameters, the optimization of which involves construction of 2 new region {Q{ 4
being the set of numbers of restrictions in which these parameters occur; and ng) J(1) being the sets of num-~
bers of parameters of rhs and /hs for the I-th restriction, respectively). Then, the problem of choiceof param-
eters Aa and Abisreducedto that of multitest optimization with respect to the set of tests
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[ = {Aay;, Aby, LEQP, j€ T, pEQS} ()
subject to restrictions Aa, ABEP N\ Py
We denote by
@py = o + Adyy, by = by + Abp, PEQy =1, -, 10)

the new values of parameters for restrictions of the set Q;, where Aapj, Abp, p€Qy, §=1,...,n are found
by solution of problems {8) or {9). The new region of acceptable solutions D; will appear as

n n ‘ N
== x:zap/'ngbp, PEQo» zagi'xi\<~.bgv PEQ/QO, x1>0’ ]E 1,...,!1, v (11)

j=1 =1

Statement 1, If among restrictions of the region D; are such that agj >0, j=1,...,n, bg >0, the region
D, is limited and closed.

In effect, let us construct the parallelepiped II = {x:0= Xj = B, j=1,..., n}, where Bis a positive
constant, Then, choosing the value

0 0
B == max { max {—12‘—-}, max {——?——t@i—}},
ey, \=l,. a‘, i a4+ Allij

if Qs N Q+ &, Q> is the set of indices of restrictions for which agj >0, j=1,...,1, b‘i) > 0, either

bo
B = max { max {———}},
i€Qs, V=lyeum a;,
if Q> ﬂQ0=Q, or

B = max{ max {M}}
i€Qs, U=lian | af + Ay,

if @5 N Q) = Qo» We obtain that the region D, < II. The statement is thus proven,

If the set Q> is empty, and the region D, is closed and limited, then, for constructing the region Dy that

n
would also be closed and limited, we would proceed as follows: We construct the inequality Zx,—b <0 ,which
j==1

is a consequence of the system (2) [6]. The value bg is found as max Exj In that case, the new region of ac-
x€D o j=1

ceptable solutions is defined in the follow?ng manner:

]
D 2 acjx]\ b,;, 2 aplx.f bp’ p EQO' 2 apl xi == pv P € Q/Qo: x] 0 ] = 1 i (12)

j=1 f==1

Whereac]—1+AaCJ,b =bg+Abg, j=1,...,n.

The variation values of parameters Aap]-, Abp, Aacj, Obe, P€Qgs §=1,...,n are defined from the re-
gion P,, which is constructed by adding to the region P the inequalities

2 Aax; — Ab < b, — 2 Xp j= =1,.
=i i=1

Aac]>‘—1, ] = ll"'ynt (13)
Ab,> —b,.

In this case, the parameters of the region Dy, described by (12), are found at the solution of problem of the
form (8) or (9), considering that they belong to the region that is described by the intersection of Pg and Py, It
is readily seen that the region D; constructed in this fashion will be closed and limited by virtue of Statement 1
(since it contains one restriction which has all positive coefficients).

Since the new region of acceptable solutions D is closed and hrmted there exist optimal solutions xj 1),
i €I on this region for each of the tests of (1) with values f1(1), i €I and also effective solutions of problems (1),

(12).
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Statement 2. In the region Dy, there exists a solution x?f)’ for which

fogy=f D, el
An instance of such a solution is, in particular

Xk ==arf mmmax w,.. {F: () {14)
G ng pa Prty* Ligyy e (D)

where wj () (&), i €1 are constructed in accordance with the region Dy and pi‘(i), it L iz defined by formula
(3) for this region.

Proof, Suppose the contrary: The point X(I) will not be better than x*, Le,, f{x*) = § i}(( Y 1€ I, and at
least one mequahty is strict, Then, since x* € Dy, then x* > x( ) which contradicts the effectivenessof Xty
This proves the statement.

The approach presented above thus allows oneto constructa new region D in which the desirableplan will
be acceptable, which ensures the existence of solution of the probliem of multitest optimization on the new re-~
gion with values of test functions that are not worse than the required ones. The ambiguity of construction of
such a region is eliminated by solution of additional optimization problems with choosing the necessary varia~
tions of parameters of the initial region. ’

METHOD OF CONSTRUCTION OF A NEW REGION OF ACCEPTABLE
SOLUTIONS OF THE INITIAL PROBLEM WITH DM SPECIFYING
DESIRABLE VALUES OF TEST FUNCTIONS

Suppose that DM has specxﬁed the desirable values of the test functions defined by the set £* = f*, i€l
We will assume that f € [fl(mm), f; j, i €I, since in the opposite case it would be necessary initially to modify
the remon of acceptable solutions DO so that the maximum value of such a test on the new region would be greater
than £, i €1, Suppose aiso, for the desired values of tests, that the inequalities (5} are fulfilled, i.e., the point
wk = * = (f — ) /(f1 £i (min))s 1€ 1} in the space of transformed test values does not belong to the region
Wn, of the values of modified tests for acceptable solutions Dy, Therefore, as in the first case, there is a
need to modify the model parameters so that they satisfy the given values of goal functions.

To this end, we will first establish compatibility of the system of inequalities

n

N xzh,  ied {15)

{
=1

If the system is compatible, it is possible to find its acceptable solution x*. Since x*¢ D, , it is possible to re-~
peat with respect to x* the foregoing procedure of modification of the region D, If such a region can be con-
structed, then 1n the new region Dy there will always exist a solution x;, of the initial multitest problem for
which f, (x( )) = f1 , 1 €I, When selecting x* that satisfies (15), we are not concerned with obtaining any solution,
but only with one that would be best in terms of solution of the multitest problem. To this end, we proceed as
follows. We define arbitrary variation limits of each variable, i.e., xj ¢ [0, hj], where hj is a sufficiently large
arbitrary number, First we apply to these ranges the reduction procedure that is analogous to procedure of
elimination of solutions of discrete optimization problems described in {7, 8]. Let at the k-th step of applica-
tion of this procedure the following variation limifs for the variables be obtained:

Wiy <x; <A,  i=1l..,n 16)
The variation limits of variables at the (k + 1)-th step are defined, then, as follows:
1 ‘
Wi = max{max ! ‘T Z‘ &-highy — Zcz it it 4>0, hiitn) s
tesf G\
1€J+ le.l‘
lil &
Rt il [ h i o0, A
(k5" = min min {— fl.—-—z c; ity — Y, o um)& i <0, 1(8)}3 a7
ey L4 T ey o
1€ e
i

T ={ije}>0}, J7 ={ilcdj<<O},
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where J;r and Ji_ designate the sets of numbers of variables for which o% > 0 and Cl < 0, respectively, At the

{0

zero step th?)H) =0, hj(g) = hj. The procedure stops when e = max (5" — hith, hith —h3"Y is sufficiently small,

We designate by ! the number of the step of the application of the procedure and by I = n[h,(m, higl the

parallelepiped constructed by variation ranges of variables at the /-th step. Here, if h} ()B) = hj, then the region

of variables described by inequalities (15) is unlimited, If the region (15) is closed and limited, then, accord-
ing to [8], the procedure will eliminate no single acceptable solution of inequalities system (15). In particular,
ito® =0, ie., dEI,

max S d-x; < f}, (18)
vernt 1=
then system (15) is incompatible,
We denote:
x"® = argmin max p}™.g{™ (x), (19)
en(l) iel

if conditions (18) are not met, where \?vln)(::), i €1, are the earlier introduced transformations calculated for
the parallelepiped H(l) and pj (ll)’ i €1, are weights determined by (3) for the point £* in the space of functions
W(H) x), i €1,

Statement 3, If
fe@®y < fr, iel, (20)

and at least one of the inequalities is strict, system (15) is incompatible,

Proof, Let us suppose the opposite: Inequalities (20) are met and system (15) is compatible, Let the plan

% satisfy inequalities (15). We denote: &, = maxp(“) o™ (x; k'”" malXP;‘H’ =™ ("®) . If ky = kj, this contradicts
el

that x*( k) is a unique solution of problem (19). Let ky = kg %) then &, > k§, since ky®) > k¥ [here kj = pi*(m .
W(H (f ), i €I]. Considering that ko > ko » we obtain:

o1 - (x) > o} (f7), i€l

Hence, fi(i) € ff , i €I, which contradicts the assumption that x satisfies inequalities (20); this proves the state-
ment,

If it is ascertained, therefore, that system of inequalities (15) is incompatible, then, as in the previous
case, there is a need for system optimization in controlling the model of goal functions f = {fl(x =clex}, 1 €L
For the point with respect to which this system optimization problem should be solved, it is convenient to take
the point x*(k), since it is the best point on the parallelepiped o for the set of criteria f and for the prefer-
ence p*(K), specified by DM and defined by the point f* = {fl , 1 €I}, We denote by I° the set of numbers of in~
equalities (15) which are not fulfilled at point x*(K), The variation region of the coefficients of the goal func-
tions of the set I? and of the values of goal functions desirable for DM will be defined, on analogy with the re-
gion (6), (7), in the following manner

. n

Sadqo—srisn—Faap senm -
j= Lt

N> 1 40, eIt ceh

Ag<lel 1 <0 jeJ, el @2)

Afi>—f, el

We denote by PC the variation range of coefficients c;, f* j=1,,..,n,1i¢€ 1° deseribed by (21) and (22) and by
Pc their variation range as defined proceedmg from phys1cal conmderahons Then, if PPNP;= &, one can, in

order to find the values Ac} and Afl , state problems analogous to (8) or (9). In that case, we are not concerned
that the region described by inequalities (15) be closed and limited — here we are only concerned with ensuring

that the inequalities be compatible. At P'N P = & , it is necessary to modify the region Pc if h(l() B) # h at
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least forone i, i =1,...,n, or find a new point =0 ¢ 0O that would be worse than x*8) in terms of th
given set of tests f and preference p*(I},

0

If the inequalities of system (15) is compatible, or if we have modified the goal functicns mode! in such
a manner that point x*{K) satisfies (15), it is possible to solve the problem of system optimization in medifying
the region D, with respect to the point x*{(k) as described above, If when constructing the new region with re-
spect to point x* (&) it turns out that PNPy=, in that case one must also either find a new point % cnd op
modify the region Py ‘

In conclusion, the approach described above allows onetoconstruct 2 formalized scheme of modificationof
the region of acceptable problem solutions and organize the man— machine procedure of solution searching in
multitest linear programming problems without modification of the original preference defined by DM on the
set of tests.
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INVERSE FIBONACCI TRANSFORMATION

AV, Apnisimov, Ya, P, Byadin, UDC 681,3.06
and S, E. Red'ko

The finding of procedures inverse to a given one is an essential aspect of contemporary applied mathe~
matics, One case in point is the use of inverse Fourier transformations. In this paper, we investigate the in-
verse Fibonacci transformation, which consists in finding, by a given number, a minimal base and number
k such that the given number is the k-th term in the Fibonacci series generated by the base. The procedure
proposed here could be used in various data processing systems that utilize Fibonacei numbers,

Let gy and a; be two arbitrary integers such that ¢ =< ag < ay. The series {@i(ao, ﬂxﬁizo: where ®,{a,,
@) = ag, Py{ay, ag) = aq and for i = 0, Pjip(ay, @) = Pi44(qy, a1) + &i{4y, a;) will be called the Fibonacci series
with base (a;, ;). We denote by &; the (i + 1)-th element of a Fibonacci series with the base ( ¢, 1) (the i~th
element of an ordinary series with the base {1, 1)).

We will say that the base {ay, @) represents the number m if there exists an integer k = 0 such that
m = $p{ay, a;. For an arbitrary natural number m, there exists a finite set B{m} of bases representing the
number m. We will define on B(m) the relation of order <pm, setting for (ay, a;), {by b;) € B(m)

<a0’ a1> <m <b0! bi> &2 Gy < bp
Note that if (ay, @;), (by, by) are two different bases from B(m), then a; = b..
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