
the linear space L(X) is o-bounded because the analog of the above-cited result of Arkhangel'- 
skii [4] is valid for L(X). 
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A METHOD OF CONSTRUCTION OF LYAPUNOV-KRASOVSKII FUNCTIONALS FOR LINEAR 

SYSTEMS WITH DEVIATING ARGUMENT 

D. Ya. Khusainov UDC 517.929 

Let us consider a linear system of differential equations with deviating argument 

x (t) - -  A x  (t) + B x  (l - -  .v). ( 1 ) 

Let A be an asymptotically stable matrix. One of the methods of constructing Lyapunov- 
Krasovskii functionals for linear systems employs quadratic forms [1-5] of the type 

t 

v [x  (s)] = x ~ (l) H x  (t) + S xT (s) Gx  (s) ds. ( 2 )  
t--T 

In view of Eq. (I), the full derivative of v[x(s)s)] has the form 

v [x ( s ) l  = x "  (t) ( A ~ H  + H A  ) x (t)  + x �9 (t) H B x  (t - -  T) + x �9 (t - -  "~) B ~ H x  (t) 4- ~:" (t) O x  (t) - -  x �9 (t - -  ~) Ox (t - -  ~), 

or v[x(s)]=--z T(t,'~)Cz(t,'O , where 

\ x (t -- "c) B ~ H  " 

If the symmetric matrices G, H, and C are positive definite, then v[x(s)] is positive definite, 
while v[x(s)] is negative definite, and the zero solution x(t) - 0 of the system (i) is asymp- 
totically stable [i]. 

Kiev University. Translated from UkrainskiiMatematicheskii Zhurnal, Vol. 41, No. 3, pp. 382- 
387, March, 1989. Original article submitted January 14, 1986; revision submitted April 2, 
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Let us consider the set LG, H consisting of pairs (G, H) of symmetric matrices G and H 

for which the matrix 

C(G, H)= [--A~H-- -- HB 

is positive definite. 

LEMMA i. If the matrix C(G, H) is positive definite, then the matrices G and H will 
also be positive definite. 

Proof. By the Hurwitz criterion, positive definiteness of G and of--A~H--HA--G fol- 
lows from the positive definiteness of C(G, H). Since A is an asymptotically stable matrix, 
positive definiter~ s of H follows from positive definiteness of G and of--A H--HA--G . 

LEMMA 2. If the set LG, H is nonempty, then it is a convex cone. 

Proof. Let (G I, Hi) 6 Lo.u and (G2, H2) E L~.H, that is, the matrices C(G I, H I ) and C(G 2, H 2) 
are positive definite. Then for any 0 < ~ < 1 we have 

C(~G, + (1 - -  o~) G2, ~H1 + (1 - -  ~z) Ho.) 

- -  A T [ a l l  I + (1 - -  cr 1 + - -  [ a l l  I + (1 --a) H2IB ] 
+ (I-- ~)H2] A--~G I --(I -- ~) G. ] = ~C(HI, G0 + (I --~)C(H2, G2). 

- -  B I~zH, + (1 - -  c z ) / t 2 ]  ~ O l  + (1 - -  ~z) G2 

As the sum of two positive definite matrices is positive definite, C (~G~ -~ (I --a)Go, ~H I + 
(l--~) H2) is positive definite. And LG, H is a convex set. Furthermore, for any 0< ~t ~ + 
oo :C(uO, ,it/I) = gC(G, H) Therefore LG, H is a convex cone. 

THEOREM i. If the set LG, H is nonempty, the zero solution x(t) - 0 of the system (i) is 
asymptotically stable. 

The proof follows from Lermna 1 and from the Lyapunov-Krasovskii theorem [i]. 

Thus, the study of stability of system (i) with the help of functionals of the form (2) 
reduces to finding out whether the set LG, H is nonempty. 

Example. For the system x(t)=--ax(t)+bx(t-- '~)  the Lyapunov-Krasovskii functional has 
! 

the form o[x(s)]= hx~ ~ x2(s)ds. The matrix C(G, H) has the form 

The d o m a i n  LG, H i s  d e f i n e d  by t h e  i n e q u a l i t i e s  Lam={g,h:h>O, g>O, h2b~--2ahg+g2<O~ . I f  
I b [ < a ,  t h e n  t h i s  d o m a i n  l i e s  b e t w e e n  t h e  two s t r a i g h t  l i n e s  

a_ ~,a~_b2 

b" g' 

U s u a l l y  t h e  m a t r i c e s  H and G a r e  f o u n d  by t r i a l  and  e r r o r .  L e t  u s  i n d i c a t e  a m e t h o d  o f  
c h o o s i n g  t h e  m a t r i x  G t h a t  i s  b a s e d  on a p a r a m e t r i c  r e p r e s e n t a t i o n  o f  t h i s  m a t r i x .  We s h a l l  
s e e k  i t  i n  t h e  f o r m  G - - - - ~ ( - - A ~ H - - H A ) ,  w h e r e  0 < ~ < 1 i s  a p a r a m e t e r .  L e t  us  f i n d  a v a l u e  
~0 f o r  w h i c h  t h e  m a t r i c  C ( a 0 )  i s  " m o r e  s t a b l e "  t h a n  f o r  o t h e r  0 < a < 1. The  m a t r i x  C(~ • 
(--A~H-- HA), H) takes the form 

C(a(--A~H--HA)'H)==[ ( 1 - a ) ( - A ~ H - H A )  a(--A~H--HA)]" 

It is not hard to see that 

- - ~  Ix(s)] = --(x(t)--  1 �9 i -- cz (- A~H -- HA)-~ HBx (t -- ~))T ( 1 -- ~) 

• (-- A'H-- HA) x(t) I --cz ( -  A'H-- HA) -~ HBx(t-- ) - 
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[ I l 
- - x  :F ( t -  't:)]~ (--AT/a] - - H A ) - - ( H B ) T  I "~_a ( - -  ATIJ ~ H A ) - ' H B ] x  ( t -  ~). 

For all 0 < ~ < i the first term is a positive definite quadratic form. Let us consider 
conditions under which the matrix 

(1 - -  a )  C ,  ( a )  = - -  a ~- ( - -  A 'H  - -  H A )  + a ( - -  A~H - -  H A )  - -  ( H B )  ~ ( - -  A~H - -  H A )  - l  HB 

is also positive definite. The matrices --ArH--HA and (HB) T (--ArH--HA) -~ HB are positive 

definite, and the necessary condition for an extremum 1(I--~) C 1 (~)1 = 0 gives us a 0 = 0.5. 

Thus, if G is to be sought in the parametric form G = ~ (--A~H--HA), then we have to take 
~0 = 0.5 and the Lyapunov-Krasovskii functional will have the form 

t 'S v Ix (s)] = x" (t) Hx (t) - -  ~ -  x" (s) (A ' I t  + HA) x (s) ds, 

while its full derivative is 

I - -  z (t, x). 
- -  2BrH - -  A~H - -  HA 

Let us consider a particular case when the matrix H = H E satisfies the matrix equation 
ATHE q-He A =--E. We shall obtain sufficient conditions of stability of the system (i) with 
the Lyapunov-Krasovskii functional of the form 

t :. 

1 j x ' ( s )  x (s) ds. ve  [x (s)] = x'(t) HEx(l) + -2- 

By (1 ) ,  the full derivative of VE[X(S)] has the form 

�9 1 T ' s 

ve [x (s)] = - -  - -  - ~ -  z (t, T) [ _ _  2BTHe 

Let us use the notation 

-- 2HsB = D = 

- - 2 H e B ] z ( t , . r ) .  

d .  d12 ... ] dw, 

d,_l do.2 d=n 

dnl d ~  dn~ 

and let us denote by 

- did, dLi. ... difl~.l  

qi, i~ di.i, did ... di2h D i j.~...ik . . . . .  
. . .  

-dfA~ di j :  ... disi ~ 

the rectangular (s • k)-matrix obtained from the matrix D by taking the rows ii, ii,...,i s 
and the columns Jl, J2 ..... Jk" Let Os be the square (s • s)-matrix with zero elements. 

LEMMA 3. The determinant of the matrix 

Aoh _= O~ Di~/2 /k 
" i I ( 2 . . . i s  T 

(D h L~...ik) 

i l i i .  . i  k i s  equal  to  zero i f  k = s and detA~h=(--1)k(delDj~iz.i,) i f  k = s .  

Proof. Taking into account properties of the determinant, we use Gaussian elimination 
aft1=. -f~ 

to reduce the block ]ii2 i~ of the matrix 5sk to triangular form. Hence, if, for example, 
i l l  o . . i~ k < s, we obtain that the last s -k rows of the reduced block Di{.~.j~ consist of zero ele- 

ments, with the possible exception of the last one, that is, they are linearly dependent and 
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detAsk = 0. If k = s, then performing Gaussian elimination on each of the blocks, we find 
ilf2.-.fk 

that det A~,,, = (--I) k (det Difi~...jk)2. 

THEOREM 2. If the roots zi, 

satisfy the conditions 0 < z i < i, 
asymptotically stable. Here 

i = i, n of the algebraic equation 

z ~ +  p~z~-~§  . . .  + p~ = 0 

i = i, n, the system (i) of differential equations is 

(3) 

F diii ~ 

ili~"fm ~ - I  dii/1 
DJ 1 io_.. im 

L dimia 

the rows il, 

Proof. 

dq/2 ... dili,n ] 

di2l ~ ... di2] m 

1 

p~ = (-- 1) m ~-~ (det D q/v''6~~ /2 Jai~ "im I-' 
til~i gZ~',..~ai m 
Ii~J~: .~--...::;aj m 

(4) 

is the submatrix of the matrix D = -2HEB, obtained by taking 

dimi 2 ... dimim 

i 2 ..... i m and the columns Jl, J2 .... ,Jm" 

Let us expand the characteristic equation 

(1 - -  k)  E - -  2 H e B  = (1 - -  X) 2" + ql  (I - -  X) 2"- '  + ... + q2n" 

- - 2 B ' H e  (1 - - k ) E  

Transforming, we obtain for an arbitrary coefficient qi, i = i, 2n 

[li2,..i s ] O, Djfi~...ik 
qi = Z det qq" is ,~ 

~,,,~.....,, [(Dj~s o~ 
j]::#j~#=...~a/k 

s + k = i .  

For odd coefficients q2m+1 there are no s and k such that simultaneously s = k and s + k = 
2m + i. Therefore by Lemma 3 they are equal to zero, while 

Y ]-)!lt2""im ~2 q2:. ~ d e t  = (--  1) m (det ~11j~...jm! . 

il:#:i2:#~...#=i m L ~, lll2...lml ll~l~...~at m 
]1~=]2r 11~]2~...#=1 m 

Thus, we obtain the algebraic equation z" q- plz "-I + ... + P~= O, where p,, = q2m, z= (I --k) 2 
zl, z2,...,z n be the roots of this equation. Since the matrix 

Let 

is symmetric, its eigenvalues are real, and therefore z i > 0, i = i, n. Therefore %~ = I-- 

]/~, %i§ = 1 +V~, i = I, n, and for positive definiteness of the matrix C E it is necessary and 

sufficient that 0 < z i < i. 

Example. Let us consider the system 

{ ~ (t)  = - -  x (t)  + y ( 0  + ay (t - -  % 

(t) = - -  2y (l) + bx (t - -  ~). 

The Lyapunov--Krasovskii functional has the form 

l 

1 2 1 1 2 y2 v[x(s), y ( s ) ] = w x  (t) + - ~ - x ( l )  y(t) + - - ~ y  ( t )+  ,f [ x2(s)+ (s)lds. 
t--T 

5 25 
The required polynomial is z ~- + plz + P2---- 0 , where Pt = ----~ ( b= + 2a2), P2 ---- -g-f -a262 �9 

tic stability conditions have the form b 2 + 2 a 2 - +  V b 4 - b 4 0 4 <  18/5. 

The asympto- 
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The condition 0 < z i < i, i = i, n imposed on the roots of Eq. (3) is hard to verify in 
systems of high dimension. Let us give a different condition, which is easier to check. 

THEOREM 3. In order that the linear system (i) be asymptotically stable, it is suffi- 
l 

'~-' ... C,~_jpj, pj defined by (4) satisfy cient that the polynomial u n + blu + ~ b~, where b~ = Z ~-i 
the Hurwitz criterion, i=o 

Proof. The condition z i > 0, i = i, n follows from the facts that the matrix C E is 
symmetric and that z = (1 - ~)2. The condition z i < 1 is transformed into the condition 
u i < 0 by the change of variables z = u + i. The condition for the roots of the transformed 

�9 .. Cn-iPj, i= l,n, to be negative is given by the Hurwitz polynomial un + blu "-I + + b., b i = Z t-i 

criterion, i=0 
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