
Climate Dynamics (1989) 3:191-206 ( limn|r 
Dynnmi s 

�9 Springer-Verlag 1989 

General circulation model simulation of mild nuclear winter 
effects 

AB Pittock, K Walsh, and JS Frederiksen 

CSIRO Division of Atmospheric Research, Private Bag 1, Mordialloc 3195, Australia 

Abstract. The climatic effects of an elevated uni- 
form global layer of purely absorbing smoke of 
absorption optical depth 0.2 have been simulated 
using a version of the 9-level spectral model of 
McAvaney et al. (1978). The model was run at 
rhomboidal wave number 21 with convective ad- 
justment, prognostic precipitation and soil hydro- 
logy, but fixed zonally averaged climatological 
cloud and fixed sea surface temperature, for con- 
stant January and July conditions with and with- 
out smoke absorption. Results show a reduction 
in convective rainfall in the tropics and mon- 
soonal regions of the order of 50%, with diurnal 
average soil surface coolings of several degrees C 
except in those locations where the reduction in 
soil moisture is sufficient to effectively stop evap- 
oration at the surface. In that case, small increases 
in temperature may occur. Results over Australia 
are consistent with the zonal mean picture. Run in 
a diurnal cycle mode, the model shows that daily 
maximum temperatures are more strongly af- 
fected, with soil surface coolings of the order of 
2~176 in summer (with some local warmings) 
and 4~176 in winter. Overnight minimum tem- 
peratures cool by only 1~176 in both summer 
and winter. Possible effects of a lowering of sea 
surface temperature, variations in cloud cover, ne- 
glect of scattering by smoke, and infrared absorp- 
tion and emission by the smoke are discussed. 

1 Introduction 

Since the first suggestions that the smoke gener- 
ated by mass fires in a nuclear war might lead to 
serious global-scale climatic effects (Crutzen and 
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Birks 1982, Turco et al. 1983), estimates of these 
possible effects have been produced with progres- 
sively more sophisticated climate models. These 
have been reviewed by Pittock et al. (1986), Pit- 
tock (1986), Warner et al. (1987), and Turco and 
Golitsyn (1988). 

Such estimates have tended to focus on the re- 
latively short-term effects in the first few weeks in 
the Northern Hemisphere, where most of the 
smoke would be generated. This emphasis was 
due in part to a lack of confidence in estimating 
the lifetime of smoke particles in the perturbed at- 
mosphere, and partly to an understandable con- 
cern about the possible severity of the short-term 
climatic effects in highly populated regions of the 
Northern Hemisphere. It is evident now, however, 
that while the severity of the short-term surface 
coolings may be somewhat less than thought ear- 
lier (Schneider and Thompson 1988; Ghan et al. 
1988; Mitchell and Slingo 1988), there may be sig- 
nificant decreases in rainfall (Ghan et al. 1988; 
Schneider and Thompson 1988), and the expected 
lifetime of the smoke remaining in the upper at- 
mosphere after the first few weeks may be of the 
order of 1 year or more (Stephens et al. 1988; Post 
1986; Turco and Golitsyn 1988). Because it is of 
particular relevance to possible effects over Aus- 
tralia, and to the effects in the northern hemis- 
phere and tropics 6-12 months after a nuclear 
war, we have estimated the possible climatic ef- 
fects of relatively small smoke optical thicknesses 
such as might occur in such circumstances, distri- 
buted uniformly around the globe. Previous esti- 
mates have been made by Robock (1984) with an 
energy balance model, and by Covey (1987) using 
a general circulation model, for smoke confined 
to latitudes 300-70 ~ N. 

We have used several approaches. In one we 
have used a coupled one-dimensional model of 
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the atmosphere and a variable depth mixed-layer 
ocean (Walsh and Pittock, personal communica- 
tion). In another we have applied a mesoscale 
model of the atmosphere coupled with a multi- 
layered soil model, which takes into account the 
variable stability of the atmospheric boundary 
layer and the finite heat capacity of the soil in 
both 1- and 2-dimensional modes (Garratt, Pit- 
tock and Walsh, personal communication). In the 
third, which is reported here, we have used a glo- 
bal general circulation model (GCM) having a 
variable stability boundary layer, prescribed sea 
surface temperatures, and finite soil heat capacity. 
Some preliminary results of the mesoscale and 
general circulation model experiments were pre- 
sented by Pittock et al. (1989). 

2 Smoke amounts and lifetime 

Penner (1986) has reviewed the published esti- 
mates of the quantity and optical properties of the 
smoke that might be expected after a nuclear war. 
She finds a wide range of estimates of resulting 
smoke optical depth. If the primary stocks of pe- 
troleum are not included, the uniform absorption 
optical depth (AOD) over the Northern Hemis- 
phere varies from 0.2 to 4.2. Including these 
stocks raises the range of AOD to 0.4-6.1. In the 
first case, the low estimate is equivalent to 50 mil- 
lion tonnes of smoke with the optical properties 
assumed by NAS (1985), i. e., with a specific ab- 
sorption of 2 m2g-1; while the AOD of 6.1 is 
equivalent to about 750 million tonnes of smoke. 

These values assume that coagulation of 
smoke leads to a decrease in AOD, but there is 
strong observational evidence that the primary 
sub-micron spherules of soot agglomerate into 
sparse random clusters or chains rather than into 
solid spheres, unless they have gone through an 
intermediate water droplet stage or are oily. Berry 
and Percival (1986) have used fractal theory to 
show that the scattering and absorption cross-sec- 
tions of such clusters of particles increase in pro- 
portion to the number of primary spherules. 
Clearly then, the Mie theory is not applicable to 
soot particles, which would be the most effective 
absorptive components of any smoke cloud. It is 
thus probable that the specific absorptivity of 
smoke clouds does not increase rapidly with coa- 
gulation. Thus, the smoke cloud AOD may re- 
main high for a longer period than previously an- 
ticipated. 

Under these circumstances the AODs range 
from minimum estimates of 0.4 without petroleum 

stocks, or 1.0 including these stocks, to  much 
higher values. Penner's estimated extinction opti- 
cal depths are greater again, by about a factor of 
two. These include the effect of scattering, which 
is relatively unimportant in terms of the solar ra- 
diation" reaching the surface since most scattering 
is in the forward direction, except at large optical 
depths when scattering may significantly increase 
the absorption path length. Except in the experi- 
ments with the one-dimensional coupled ocean- 
atmosphere model (Walsh and Pittock, personal 
communication), we have ignored scattering by 
the smoke. This must lead to some underestima- 
tion of the surface cooling effects for small AOD, 
as shown in the one-dimensional results. 

More recent data (Turco and Golitsyn 1988) 
suggest that typical smoke absorptivity values lie 
in the range of 5-9 m2g -1 and are almost inde- 
pendent of particle size, but that the total amount 
of smoke likely to be released by a major nuclear 
war is in the range of 27-290 million tonnes. 
These changes relative to the values used by Pen- 
ner (1986) tend to compensate, so that estimated 
AODs remain much as assumed in the SCOPE 
(Pittock et al. 1986) and NAS (1985) studies. 

Further refinements in estimates of smoke ab- 
sorption are dependent on more representative 
surveys of fuel densities in likely target areas, a 
better understanding of the combustion processes 
in mass fires, and a better understanding of the 
prompt removal mechanisms in fire plumes. The 
last is related to the hygroscopic properties and 
coagulation rates of smoke, and the dynamics of 
fire plumes of varying intensities under represent- 
ative meteorological conditions. As most smoke 
in a nuclear war will come from urban fires fed by 
a complex mixture of fuels, information from ex- 
perimental forest fires or oil pool fires may be of 
limited value. 

Malone et al. (1986) demonstrated the impor- 
tance of lofting of smoke in quickly separating it 
from the region of fast washout due to precipita- 
tion. For a war in July they showed that lofting 
rendered the initial height of injection of the 
smoke almost irrelevant and that some 40% or so 
of smoke remained after 40 days, beyond which it 
would have 1/e residence time (dominated by that 
in the Northern Hemisphere) of 5 or 6 months. In 
the January case, in which much less lofting oc- 
curs, only some 5%-15% of the initial smoke 
would remain after 40 days, depending on the 
height of injection; and the 1/e residence time 
after 40 days would range from only 2 weeks for 
low injection heights to about 1.5 months for a 
higher initial injection profile. 
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More recently, Malone and coworkers have 
run their model for more than 40 days and find 
AODs in the range 0.3 to more than 1.0 persisting 
in the Northern Hemisphere, and 0.1-0.3 in the 
Southern Hemisphere after several months (R. 
Malone, personal communication). Most of this 
smoke is contained in the modified stratosphere 
at altitudes between 10 and 20 km where the only 
removal mechanisms are expected to be gravita- 
tional settling, chemical destruction, or exchange 
of air with the troposphere. 

Gravitational settling may be expected to be 
very slow, especially as the coagulation of smoke 
into fluffy particles or long chains is not likely to 
increase their fall velocity appreciably. Prelimi- 
nary results of laboratory measurements of the 
oxidation of smoke particles by ozone (de Haas 
1986) suggested a half-life in the stratosphere of 
the order of several weeks to several months. 
More recent studies by Stephens et al. (1988) give 
a chemical half-life for soot, at temperatures ex- 
pected in the lower stratosphere, of the order of 1 
year or more. Apart from gravitational settling of 
larger particles, the main sink of volcanic par- 
ticles in the stratosphere is thought to be passage 
of air into the troposphere. This occurs mainly in 
the vicinity of the jet streams and at the winter 
pole. A recent estimate by Post (1986) suggests a 
stratospheric residence time of order 200 days. 

Such long lifetimes for smoke in the stratos- 
phere suggest that, depending on the assumed ab- 
sorptivity of the smoke, for an initial injection of 
some 50-150 million tonnes of smoke into the 
lower atmosphere, smoke AODs of the order 0.1- 
0.3 could remain in the Northern Hemisphere 
stratosphere up to a full year after a war in the 
northern spring or summer, and of the order 0.1- 
0.2 in the Southern Hemisphere during the first 
and possibly even the second post-war southern 
summer. 

in a diurnally averaged mode from real (observed) 
initial conditions for 95 days to reach equilibrium. 
It was then run for 105 days of control conditions 
and, from the same model initial conditions at 
day 95, for 105 days of perturbed conditions (i.e. 
with smoke). Further runs of 100 days with a diur- 
nal cycle were made from day 200 in both the 
control and perturbed cases. Fixed climatological 
average sea surface temperatures were used. 

For simplicity we have performed our GCM 
calculations assuming a uniform global layer of 
smoke having an AOD of 0.2, situated above the 
upper boundary of the model. We have neglected 
the additional downwards infrared heating at the 
surface due to the smoke layer, which would 
warm considerably due to its absorption of solar 
radiation in the visible. In fact, 50% of the solar 
energy absorbed in the visible by the smoke 
would be emitted as downward infrared, but only 
a fraction of this (of the order of one third) would 
reach the surface. Thus, the additional downward 
infrared from the smoke would have only a minor 
moderating effect on the surface cooling, which is 
dominated by the loss of incoming visible radia- 
tion due to the smoke absorption. The effect of 
smoke infrared emission has been investigated in 
more detail using the mesoscale model (Garratt, 
Pittock and Walsh, personal communication), 
where it is shown that the overnight minimum 
surface temperature is moderated by the incoming 
long-wave flux from the smoke more than is the 
daytime maximum. 

Re-radiation downwards by the smoke layer 
of outgoing infrared radiation from the surface 
which has been absorbed by the smoke can be ne- 
glected for low AOD, since the infrared absorptiv- 
ity of the smoke is low compared to its absorptiv- 
ity in the visible (Turco et al. 1983; Ramaswamy 
and Kiehl 1985). 

3 Basis of the model simulations 

The model used is a version of that developed by 
McAvaney et al. (1978), with nine levels in the at- 
mosphere, three sub-soil levels, a stability-de- 
pendent Monin-Obukhov boundary-layer scheme, 
convective adjustment, three layers of zonally av- 
eraged climatological cloud, and prognostic preci- 
pitation and soil hydrology. It is a spectral model, 
and was run at rhomboidal wave number 21, 
which is roughly equivalent to a grid-point model 
with a horizontal resolution of about 450 km. It 
was run for constant January and July conditions 

4 Results from GCM simulations 

4.1 Diurnally averaged mode 

Figure 1 shows the zonally averaged soil surface 
temperature differences, perturbed minus control, 
for the first 10 days after smoke was introduced in 
July and January, respectively. In both seasons 
these show surface coolings of 2~176 C at all lati- 
tudes with substantial land surfaces, with the ex- 
ception of the regions affected by the polar night. 
Similar plots for individual days show variations 
about these mean coolings of order _ 2 ~ C at lati- 
tudes with large areas of land, and larger devia- 
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Fig. l a ,  b. Zonally averaged diurnal mean soil surface temper- 
ature differences, perturbed minus control, for the first 10 days 
after uniform smoke of  A O D  = 0.2 was introduced in a July 
and b January 
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Fig. 2a,  b. Time series of  control (full lines) and perturbed 
(dashed lines) diurnal mean soil surface temperatures for a 
July and b January, zonally averaged at 27~  

tions where the fraction of land is small and in the 
high northern latitudes in winter, where large sy- 
noptic disturbances during the polar night pro- 
duce large day-to-day fluctuations in both control 
and perturbed surface temperatures. 

Figure 2 shows time series of both control and 
perturbed soil surface temperatures for July and 
January zonally averaged at 27 o S, where there is 
a large fraction of land area. The zonally averaged 
cooling of order 2 ~ C on the first day with smoke 
was initially rather surprising, but when data were 
plotted 60 times a day for the first 48 h it became 
evident that half the cooling occurs in the first few 
hours. This is reasonable, considering that the 
model is being run in a diurnally averaged mode, 
and that dry soil surfaces are observed to cool by 
the order of 10~ ~ C under clear sky conditions 
during the normal diurnal cycle. Similar cooling 
rates were observed in mesoscale model simula- 
tions made by Garratt, Pittock and Walsh (per- 
sonal communication). 

At individual grid points over land, control 
and perturbed cases both show much larger varia- 
bility due to synoptic weather events. Figure 3 is 
typical and shows soil surface and lowest model 
level (approximately 75 m) air temperatures, for 
January at a point in northeastern New South 
Wales (30 ~ S, 152 ~ E). Usually, but not always, the 
perturbed temperatures are less than in the con- 
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Fig. 3a, b. Time series of  control (full lines) and perturbed 
(dashed lines) diurnal mean a soil surface, and b lowest model 
level (approximately 75 m) air temperatures at a grid point in 
northeastern N e w  South Wales (30 ~ S, 152 ~ E) for January 
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Fig. 4a, b. Frequency distributions of the 105 daily mean soil 
surface temperatures averaged around 27 ~ S in July for a con- 
trol and b the perturbed (smoke AOD=0.2 )  simulations 

trol. The time variations in the relative coolings 
may be partly explained, especially late in the 
runs when the synoptic patterns have had time to 
diverge somewhat, by differences in the synoptic 
patterns. However, much of the non-uniformity is 
due to differences in soil moisture which develop 
between control and perturbed runs due to 
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Fig. 5a, b. Same as Fig. 4 but  for January 
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Fig. 6a, b. Frequency distributions of the 105 daily mean soil 
surface temperatures at a grid point in central Australia (24 ~ S, 
135 ~ E) in January for a the control and b the perturbed simu- 
lations 

changes in rainfall (see below). Note that coolings 
at the lowest level in the atmosphere are not, in 
general, much smaller than at the soil surface in 
the diurnally averaged runs. 

Frequency distributions of the 105 daily soil 
surface temperatures averaged around latitude 
27 ~ in July are shown in Fig. 4 for (a) the con- 
trol, and (b) the perturbed runs. Note the cooling 
of more than 3 ~ C on average, and that the distri- 
butions are single-peaked and show very little 
overlap. The situation is similar in January (Fig. 
5), although the shape of the distribution seems to 
change appreciably between the control and per- 
turbed cases. Frequency distributions for a single 
grid point, such as that shown in Fig. 6 for central 
Australia (24 ~ S, 135 ~ E) in January, show a larger 
spread of values. In this case, the average cooling 
is slightly larger than the zonal mean; but now the 
frequency distributions for the control and per- 
turbed simulations show considerable overlap. 

Zonally averaged mean precipitation rates 
over land are shown in Fig. 7 for July and Janua- 
ry. Both show the control and perturbed runs for 
30-day means, these being for days 71-100 in the 
July case and days 31-60 in the January case. 
These are typical results, with more variability 
evident in 10-day means. In both July and Jan- 
uary there are striking reductions in precipitation 
rates in the Inter-Tropical Convergence Zone 
(ITCZ) and in the summer monsoon rainfall 
zones up to about 30~ (January) and 30~ 
(July). These reductions occur consistently in suc- 
cessive 10-day means, while variations outside 
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Fig. 7a, 5. Zonally averaged 30-day mean precipitation rates 
(mm/day) over land for a July days 71-100 and b January 
days 31-60. Control simulations are indicated by the full lines 
and perturbed simulations (globally uniform smoke 
AOD =0.2) by the dashed lines 

these zones are not  consistent  and  tend  to average 
out  in longer  t ime averages. It is striking that  no 
significant reduc t ion  in precipi ta t ion appears  in 
middle  and high lati tudes in the summer  hemis- 
phere,  no r  in the winter  hemisphere  polewards  o f  
abou t  15 degrees latitude. Thus,  rainfall  decreases  
o f  the order  o f  50% occur  in areas o f  convect ive or 
monsoon  rains, but  not  in areas where precipi ta-  
t ion is due to extra- tropical  synopt ic  distur- 
bances.  

4.2 Diurna l  cycle m o d e  

Time series of  soil surface tempera tures  p lo t ted  
every 4 h for  the first 20 days of  the diurnal  runs 
are shown in Figs. 8a and 8b for  a grid poin t  in 
central  Austral ia  (24~ 135~ in July arid Jan- 
uary,  respectively. This is a general ly  arid region, 
and the control  runs (full lines) in bo th  seasons 
show a mean  ampl i tude  o f  the diurnal  cycle o f  
a round  15~ ~ C. This is somewhat  less than  the 
p robab le  actual diurnal  var ia t ion in soil surface 
tempera ture ,  but  comparab le  with observed  
screen air t empera ture  variat ions (Clarke and 
Brook 1979). The per tu rbed  runs (dashed lines) 
show a general ly smaller  daily cycle, with greater  
cool ing in the daily max imum than in the over- 
night minimum.  There  are occasional  days in 
which a relative warming occurs ;  these are gener- 
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Fig. 8a, b. Time series of soil surface temperatures for the first 
20 days of the diurnal mode simulations for a grid point in 
central Australia (24 ~ S, 135 ~ E) in a July and b January. Con- 
trol simulations are represented by full lines and perturbed 
(smoke AOD =0.2) by dashed lines 

ally days o f  relatively low control  temperatures ,  
indicat ing moist  soil in the control  run. Higher  
tempera tures  in the per tu rbed  runs on these days 
are due to drier  soil and reduced  heat  loss by  
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Fig. 9a, b. As for Fig. 8, but for a grid point in northeastern 
New South Wales (30 ~ S, 1520 E) in January for a soil surface 
temperature, and b lowest model level (75 m) air tempera- 
ture 
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evaporation. This will be demonstrated more con- 
clusively below when we examine the time series 
of temperature and soil moisture over the full 100 
days of the diurnal runs. 

Figure 9a shows similar January plots for a 
grid point in northeastern New South Wales 
(30~ 152~ which on the resolution of the 
model can be interpreted as a coastal point and 
far less arid than central Australia. Note the gen- 
erally smaller amplitude of the daily temperature 
cycle in the control case compared to central Aus- 
tralia, but that coolings in the perturbed case are 
of similar magnitude to those in central Australia. 
Fig. 9b is the same as Fig. 9a, but for the lowest 
air level (approximately 75 m). Note the much 
smaller diurnal cycle in both control and per- 
turbed cases, and the somewhat smaller coolings 
compared to those at the soil surface. 

The 20-day mean diurnal cycles for the control 
and perturbed cases for January in central Austra- 
lia are shown in Fig. 10. Note the much greater 
relative coolings during daylight than at night, 
and the effectively later onset of warming in the 
morning and earlier cooling to night-time condi- 
tions in the late afternoon. This is due to the 
greatly increased effective absorption of sunlight 
for large zenith angles. As noted by Pittock et al, 
(1986), the effective hours of daylight are appreci- 
ably reduced, and this is reflected in terms of re- 
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Fig. 10. The 20-day mean diurnal cycle of soil surface temper- 
atures at a grid point  in central Australia (24 ~ S, 135 ~ E) in 
January. Full line is the control simulation and dashed line that  
for smoke AOD = 0.2 

duced surface heating and reduced fluxes of both 
sensible and latent heat from the surface as shown 
by Garratt, Pittock and Walsh (personal commu- 
nication). 

Figure 1 la shows a map of the change in daily 
average temperature over Australia during Jan- 
uary between the control and perturbed cases, 
with the model in the diurnal cycle mode. This 
should be compared with Fig. lb, which shows 
zonal average coolings with the model in the diur- 
nally averaged mode. Note in Fig. l l a  average 
coolings of the order of 2 ~ C over much of west- 
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bation minus control over Australia in January Conditions for a daily 
means of the 100-day diurnal simulations, b daily maxima and e daily 
minima. Values over the ocean are an artifact of the contouring program 
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Fig. 12a, b. Maps of a rainfall differences (mm/day)  and b soil moisture differences (mm, where capaci ty= 150 mm), for pertur- 
bation minus control over Australia in January conditions, from the diurnal  mode simulations 

ern and southern Australia, but coolings of  less 
than 1~ in inland northeastern Australia. This 
pattern is accentuated in the map of the change in 
daily maximum soil surface temperature, shown 
in Fig. 1 lb. Here we see warmings of  1 ~ or 2 ~ C in 
the inland northeast, but coolings of 2~176  in 
the south and west. Falls in the overnight mini- 
mum temperatures (shown in Fig. l lc) show less 
variation, being in the range of 0 ~176 C. 

The temperature changes are largely explica- 
ble in terms of  the reduction in rainfall in Janua- 
ry, shown in Fig. 12a. Reductions in excess of  
3 m m / d a y  (80%) occur in the inland northeast, 

but of  less than 1 m m / d a y  (40%) in the northwest, 
south, and along the east coast. Indeed, rainfall 
does not decrease at all in the far south and along 
the northeast coast. The reduced rainfall, espe- 
cially in the inland northeast, leads to drier soil as 
shown in Fig. 12b. Soil moisture changes along 
the south and east coasts are generally small. 

In July the situation is different, with falls in 
the daily mean temperature in the range 3 ~176 
over most of  northern and central Australia (Fig. 
13a). Daily maximum temperatures fall by 3 ~ 
6~ over nearly all of  the country, with the smal- 
lest coolings --  which are still in excess of  2 ~ C -- 
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Fig. 13a-c. As for Fig. 11 but for July conditions 
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Fig. 14. As for Fig. 12a but for July conditions 

occurring in the extreme southwest and southeast 
(Fig. 13b). Overnight minimum temperatures (Fig. 
13c) fall by 1 ~176 over most of the country, with 
the greatest coolings in the north and the least in 
the southwest and southeast. Rainfall changes 
shown in Fig. 14 are generally small and irregular 
in space, indicating synoptic noise rather than a 
systematic reduction. This is reflected in an 
equally irregular pattern of changes m soil mois- 
ture (not shown). 

Statistical significant of the results at individ- 
ual grid points generally requires very long inte- 
grations due to the necessity of adequately sam- 
pling the synoptic variability. However, even with 
the present 100-day diurnal runs, the simulations 
enable us to examine the causal mechanism con- 
necting these particular fluctuations in tempera- 
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Fig. 15a, b. Frequency distributions of the 100 daily soil sur- 
face temperature maxima in a the control and b the perturbed 
simulations, for a grid point in northeastern New South Wales 
(30 ~ S, 152 ~ E) for January conditions 

ture, rainfall, soil moisture and solar irradiation at 
the surface; and these mechanisms may be ex- 
pected to be of more general significance. 

In Fig. 15 we see histograms of the 100 daily 
soil surface temperature maxima in the control 
and perturbed simulations, for a point in north- 
eastern New South Wales (30 ~ S, 152 ~ E) for Jan- 
uary conditions. Note that in both cases there ap- 
pears to be a weak bimodal frequency distribu- 
tion, with the warmer temperature (as we shall see 
below) corresponding to dry soil and the cooler to 
moist soil. With smoke overhead we see that both 
peaks occur at lower temperatures, with coolings 
being greatest in the case of dry soil. There is also 
a greater frequency of occurrence of temperatures 
corresponding to dry soil. In this case, although 
the temperature corresponding to dry soil drop- 
ped by several degrees, the median temperature in 
fact increased by 0.2 ~ C, the average decreased 
by 1.1~ and the upper quartile dropped by 
2.6~ C. 

In contrast to the daily maximum tempera- 
tures, the overnight minima (shown in Fig. 16 for 
control and perturbed simulations) have a more 
monomodal frequency distribution and cool on 
average by only 0.3 ~ C. The reason that the mini- 
mum temperature is not bimodally distributed is 
that the temperature at night is dominated by the 
long-wave radiation balance and not by latent 
heat and sensible heat fluxes as during the day. 
It is not, therefore, as greatly affected by soil 
moisture and is less affected by changes in the 
solar insolation than the daytime temperatu- 
res. 
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Fig. 16a, b. As for Fig. 15 but for daily minimum tempera- 
tures 
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Fig. 17a, c. Time sequences over 100 
days from the diurnal mode simulations 
for a grid point  in northeastern New 
South Wales (30 ~ S, 152 ~ E) under  Jan- 
uary control conditions. Shown are a 
daily rainfall, b soil moisture, e mid-day 
evaporation and d daily maximum tem- 
perature 

For the point in northeast New South Wales in 
January, the model gives a decrease in daily aver- 
age rainfall rates from 3.7 m m / d a y  in the control 
case to 2.1 m m / d a y  in the perturbed case. This is 
sufficient to significantly change the soil moisture 
regime. The change at this grid point is consistent 
with the zonal mean rainfall changes shown in 
Fig. 7b, which is much more likely to be statisti- 
cally significant since the zonal mean averages sy- 
noptic variations occurring over a large area. So, 
while the rainfall change at this one grid point 
may not be statistically significant per se, we be- 
lieve it is qualitatively representative and that the 
causal connection with the surface temperature 
changes is illustrative of the physical interactions 
that could be important elsewhere. 

Figure 17a shows a time sequence plot of  daily 
rainfall at the above grid point for the 100 days of 
January control, while Fig. 17b shows the corre- 
sponding time sequence of soil moisture. The cor- 
responding time sequences of mid-day evapora- 
tion and daily maximum temperatures are shown 
in Fig. 17c, d. Note the integrating effect of  soil 
water capacity on rainfall, leading to relatively 
long spells of  either almost dry or rather moist 
soil. This is reflected in relatively long spells of  
either high or low evaporation rates due to the 
highly non-linear relation between soil moisture 
and evaporation, with maximum temperatures 
showing a strong inverse correlation with evapo- 
ration. This accounts for the bimodal frequency 
distribution of maximum temperatures found in 
Fig. 15a. It should be noted, however, that this bi- 
modal distribution could be, at least partly, an ar- 

tifact of the limited vertical resolution of the soil 
model, which has an upper layer 5 cm thick. Nev- 
ertheless, we do not believe the result to be com- 
pletely unrealistic, since observed daily surface 
maximum air temperatures from several Austra- 
lian stations reveal similar bimodal frequency dis- 
tributions during the wet season as shown by 
Hennessy and Pittock (personal communication). 

Corresponding time sequence graphs are 
shown for the perturbed case in Fig. 18a-d for 
precipitation, soil moisture, evaporation and daily 
maximum temperature, respectively. Here we see 
a longer run of dry soil, relative to the control 
case, and that daily maximum temperatures in the 
case of dry soil are 20-4 ~ C lower than in the con- 
trol. 

In July at the same grid point, the model-gen- 
erated rainfall rates in the control and perturbed 
simulations average 1.7 and 1.1 mm/day ,  respec- 
tively. The control rainfall is much less than in 
January, but is still sufficient to give appreciable 
periods of moist soil and a weakly bimodal distri- 
bution of daily maximum temperatures (Fig. 19a). 
The decrease in mean rainfall between the control 
and perturbed simulations now leads to no peri- 
ods of near-saturated soil in the perturbed case, 
resulting in only a single peak in daily maximum 
temperatures (Fig. 19b). The cooling due to de- 
creased solar insolation is reflected in a relatively 
large drop in surface temperature, averaging 
3.8 ~ C. As in January, daily minimum tempera- 
tures have a single peaked frequency distribution. 
In this case, the average cooling due to the smoke 
layer is 1.1 ~ C (Fig. 20a, b). 
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Fig. 18a, b. As for Fig. 17 but for 
the perturbed (smoke ADD=0.2)  
simulation 

At grid points with a more definite monsoonal 
rainfall distribution, the seasonal contrast in soil 
moisture regimes is more extreme. This leads, for 
instance at the grid point (11 ~ S, 135 ~ E) in north- 
ern Australia, to no change in the average daily 
maximum temperature between control and per- 
turbed simulations in January, despite a marked 
change in the shape of the strongly bimodal fre- 
quency distribution which is reflected in a 2~ 
drop in the upper quartile temperature (Fig. 
21a, b respectively). A cooling of 3.5 ~ C is found 
in the dry season (Fig. 21c and d) in which the 

frequency distribution has only a single peak in 
both the control and perturbed simulations. 

5 Discussion 

5.1 Representativeness of the results 

As already noted, one critical point is whether the 
present results provide us with a statistically sig- 
nificant and thus meaningful result. We have only 
integrated the control and perturbed runs for 105 
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Fig. 21a-c. Frequency distributions of daily maximum temperatures at a grid point in northern Australia (11 ~ S, 135 ~ E) in a 
January control, b January perturbed, c July control and tl July perturbed simulations 

days without the diurnal cycle, and another 100 
days with the diurnal cycle. At any one point on 
the globe, synoptic variability is such that a 100- 
day simulation is too short to capture a statisti- 
cally representative sample of the possible synop- 
tic variations which could occur there, which are 
dependent on the initial conditions. Yet it is pro- 
hibitively expensive to make multi-year integra- 
tions that might satisfy ideal statistical require- 
ments. In any case, a similar problem would arise 
in reality since the detailed realisation of  the per- 
turbed climate, in the event of  a nuclear war, 
would depend similarly on the initial conditions 
at the time of the war. 

We therefore cannot claim with confidence 
that the geographical distribution of climatic ano- 
malies found here, between the control and per- 
turbed runs, is what would occur in reality. This is 
especially so, as the control model climate is far 
from perfect and, indeed, is quite poor for re- 
gional rainfall (see Hart et al. 1988). Nevertheless, 
we believe that the zonally averaged changes in 
temperature and precipitation are probably statis- 
tically significant and of the correct order of mag- 
nitude. This gains support from the consistency 
with time of the zonally averaged plots of  temper- 
ature and rainfall, such as those shown in Figs. 1, 
2 and 7. These average out spatially varying sy- 
noptic patterns and show no reversals of  sign with 
time for the average differences. 

Where we have presented frequency distribu- 
tions and time series at a particular grid point, 
these should thus be taken as illustrative, and per- 
haps typical, of  processes occurring at similar grid 

points rather than as quantitative descriptions of 
what might actually occur at that grid point in the 
real world. Such data help in understanding the 
processes leading to the zonal mean results, which 
probably have more quantitative meaning. We are 
further encouraged in this view by results ob- 
tained for temperature and the surface energy bal- 
ance with a mesoscale model by Garratt, Pittock 
and Walsh (personal communication), as they are 
qualitatively and quantitatively consistent with 
the present results. 

Another problem with the present simulations 
is the use of constant January or July conditions 
rather than a seasonal cycle. This might be ex- 
pected --  in areas where evaporation exceeds av- 
erage precipitation --  to lead to progressive dry- 
ing of the soil over long runs, resulting in erron- 
eously high surface temperatures. In the present 
simulations this does not appear to be a major 
problem --  at least in the zonal mean land surface 
temperatures (Fig. 2), which show no significant 
rising trend over the 105 days of the diurnally av- 
eraged control run. 

In our present model we also have fixed sea 
surface temperature and sea ice distribution. Both 
these factors in our model will reduce the "memo- 
ry" of the climate system to the transient effects of  
the smoke, thus leading to an underestimation of 
the chronic stage effects (Robock 1984; Covey 
1987). 

The detailed results presented here are for the 
Australian region. However, the general conclu- 
sions which we draw are readily applicable to 
chronic conditions in the Northern Hemisphere 6 
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months to 1 year or more after a nuclear war, 
when the AOD of the smoke cloud would have 
fallen to approximately the levels assumed in this 
study. This is illustrated by the zonal mean results 
shown in Figs. 1 and 7, which indicate similar ef- 
fects at northern latitudes for the same smoke 
AOD. The results may also be applicable to other 
aerosol forcings, such as a major volcanic erup- 
tion, although different assumptions would have 
to be made about the optical properties of a vol- 
canic dust cloud in which scattering would be 
more important than absorption. 

5.2 Rainfall reductions 

Our results suggest that smoke amounts in the up- 
per atmosphere of the order of AOD = 0.2 would 
cause major reductions in rainfall in the inter- 
tropical convergence zone and over land areas 
normally affected by monsoon rains. This might 
occur over the tropics and southern hemisphere in 
the first and possibly the second growing season 
after a major nuclear war in the northern spring 
or summer, and in the northern hemisphere in the 
second growing season. 

Without any changes in sea surface tempera- 
ture (as assumed in this simulation), no significant 
decrease in rainfall is found in the middle and 
high latitudes. This supports the view that a sud- 
den decrease in solar insolation leads to a rapid 
suppression of convective activity, through large 
decreases in sensible and latent heat fluxes from 
the soil surface, but does not affect orographic or 
large-scale synoptic precipitation. The suggested 
decrease in convective activity is supported in de- 
tail by the studies of Garratt, Pittock and Walsh 
(personal communication) where a mesoscale 
model is used to study the surface energy balance: 
reduction of the solar insolation leads to a more 
stable atmospheric boundary layer. 

When possible decreases in sea surface tem- 
perature due to reduced insolation are taken into 
account, further reductions in rainfall may be ex- 
pected. Changes in sea surface temperature due to 
the presence of a smoke layer have been studied 
by Alexandrov and Stenchikov (1983), Robock 
(1984), Stenchikov (1985), Stenchikov and Carl 
(1985, 1987), Covey (1987), Mettlach et al. (1987) 
and Ghan et al. (1987). Walsh and Pittock (per- 
sonal communication) find that for an elevated 
smoke layer having the properties assumed here, 
sea surface temperatures at 30~ would cool by 
about 2~ 6 months after a July war and by a 
similar amount 12 months after (due to a seasonal 
dependence in the cooling, which is generally a 

maximum in summer). If a smoke layer albedo of 
0.2 is assumed as well, the cooling becomes nearer 
4 ~ C. Corresponding coolings at 45 ~ S would be in 
the range 0.9 ~176 C. Such coolings might be ex- 
pected to lead to some reduction in rainfall in 
mid-latitudes as well as in the tropics and m o n -  
soon regions. 

These results should be compared with those 
obtained by Ghan et al. (1988) in their GCM si- 
mulation in which interactive smoke is injected in 
target regions in the northern hemisphere and al- 
lowed to be lofted and transported by the modif- 
ied atmospheric circulation. For total smoke in- 
jections in July of 50 million tonnes of smoke, 
they find that by days 20-30 after injection, preci- 
pitation rates in the inter-tropical convergence 
zone have decreased by some 20%, while those in 
middle latitudes of the northern hemisphere have 
decreased by 80% or more. Thus, a similar sensi- 
tivity is found in the tropics, but the suppression 
extends to higher latitudes. Rainfall suppression 
is not evident at this early stage in the southern 
hemisphere since appreciable smoke has not yet 
reached southern latitudes. The additional sup- 
pression of precipitation in mid northern latitudes 
is evidently due, in their case, to the presence of 
smoke in the upper troposphere, leading to a 
marked increase in vertical stability which con- 
fines mid-latitude synoptic activity to the lower 
troposphere. Indeed, the tropopause in simula- 
tions by Malone et al. (1986) is shown to reform at 
an altitude as low as 5 km. Such an effect is 
clearly not present in our simulation, where 
smoke is confined to the upper atmosphere above 
the top of the model, and would not be expected 
to occur in the southern hemisphere since most 
smoke at southern latitudes would be above 
10 km according to the simulations of Malone et 
al. (1986) and others. Similar results to those of 
Ghan et al. (1988) are reported by Schneider and 
Thompson (1988) using the NCAR climate model. 

5.3 Temperature changes 

The model results show zonally averaged coolings 
of the land surface which average, in the daily 
mean, around 2 ~ ~ C in both summer and winter 
and at all latitudes except those affected by the 
polar night. However, time series for individual 
grid points show days on which coolings in excess 
of 4~ occur, but others on which warmings oc- 
cur at some locations. Examination of the daily 
temperature cycle shows, in general, that coolings 
are greater during the day than at night, relative to 
the control. Nevertheless, at some locations there 
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are days on which warmings of several degrees 
are found. 

Areas of warming are found to correspond to 
areas where significant rainfall reductions occur, 
leading to dry soil and reductions in latent heat 
loss from the surface. Such warmings thus occur 
only in areas and seasons normally influenced by 
local or large-scale convective activity, notably 
areas of monsoon rainfall. Maximum coolings oc- 
cur in relatively arid areas, the dry season, and in 
the higher latitudes where rainfall is not reduced. 

Covey (1987) and Ghan et al. (1988) both 
found local warmings to occur at low latitudes, 
which they attributed to a combination of drier 
soil, increased downward infrared flux from the 
warm smoke layer, and other factors. In both of 
these simulations smoke was assumed to be pres- 
ent in the lower troposphere, which would en- 
hance the surface warming effect at low AOD. 
This seems unrealistic for the chronic case, when 
one might expect tropospheric smoke to have 
been removed by washout processes. Moreover, 
the additional downwards infrared flux from the 
smoke must be less than the loss of solar insola- 
tion at the surface due to absorption in the visible, 
so additional downwards infrared by itself cannot 
account for surface warming. 

Our results highlight the importance of 
changes in soil moisture under conditions of cli- 
matic change, not only for its direct agricultural 
consequences but also for its effect on surface 
temperature. It is also noteworthy that daily max- 
imum temperatures are more sensitive to changes 
in solar insolation than is the overnight minimum. 
This means that calculated changes in the daily 
mean temperature cannot be simply translated 
into changes in daily minima and thus to changes 
in frost frequency. 

It should be noted that the amplitudes of the 
daily soil surface temperature cycle in the control 
simulations are smaller than observed. This is 
probably due to the crude soil model in which the 
top layer is 5 cm thick. The relatively large heat 
capacity of this layer tends to smooth out the 
diurnal temperature cycle at the surface proper. 

Assumptions and simplifications in the pres- 
ent simulation may affect the temperature results. 
These include neglect of downward infrared ra- 
diation emitted by the warm layer of smoke, con- 
stant climatological mean cloud cover, neglect of 
smoke cloud albedo, assumed constant climato- 
logical sea surface temperatures and fixed sea ice 
distribution. 

As discussed earlier, we believe that neglect of 
the downward IR from the smoke will restore 

only a fraction (of the order of one-sixth) of the 
energy lost to the surface due to smoke absorp- 
tion in the visible. This neglect thus leads to only 
a slight overestimation of the daytime cooling, but 
to a rather larger overestimation of the night-time 
cooling (when solar insolation is absent, but 
smoke IR is present). 

As the model predicts changes in rainfall, and 
these will in general correspond to changes in 
cloud cover (which is held fixed in calculating the 
radiative balance of the atmosphere), variable 
cloud cover might be expected to reinforce the 
tendency for daytime warming in areas where 
rainfall is suppressed. As we have already seen, 
the effect of reduction in soil moisture is already 
significant in such areas. Reductions in cloud 
cover will tend to allow more infrared heat loss 
from the surface at night, and thus lead to lower 
overnight minima in these areas of daytime warm- 
ing. Areas that in reality are cloud-free, but which 
in the model have the same non-zero cloud cover 
in control and perturbed cases, would be expected 
in reality to exhibit a somewhat larger cooling due 
to presence of smoke absorption, compared with 
the model results. Those areas where cloudiness is 
due to large-scale synoptic systems are not ex- 
pected to be affected by the neglect of variable 
cloudiness, provided sea surface temperature re- 
mains constant. 

Neglect of smoke cloud albedo will, in gener- 
al, lead to an underestimation of the surface cool- 
ing. In the case of sea surface temperature, Walsh 
and Pittock (personal communication) have 
shown that this neglect may lead to significant un- 
derestimation of surface cooling. However, they 
have not evaluated the effect over land. 

Prescribed sea surface temperatures in the 
present simulations will lead to an underestima- 
tion of cooling over land, particularly in coastal 
areas with onshore winds. Lower sea surface tem- 
peratures in middle latitudes could lead to reduc- 
tions in cloud cover, less rainfall, drier soil, re- 
duced tropospheric water vapour content, and 
less reduction in solar insolation during the day 
but greater heat losses at night. Thus, daytime 
coolings could be reduced but night-time coolings 
might be increased, with lower dew points and a 
greater incidence of frosts. 

5.4 Other biologically significant changes 

Several other changes in climatic conditions of 
biological importance might be expected to occur 
in the southern hemisphere due to the presence of 
smoke in the upper atmosphere following a major 
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nuclear war. These include a reduction in the ef- 
fective length of daylight and in available sunlight 
for photosynthesis, and a possible large increase 
in the intensity of  biologically active ultraviolet 
radiation (UV-B) (Vupputuri 1986). Recent results 
suggest as much as a 50% decrease in global 
ozone within a few months after a nuclear war 
(Schneider 1988), which may significantly in- 
crease the intensity of  UV-B radiation reaching 
the surface even in the presence of  a thin layer of  
smoke. We have not extended calculations of  
these effects beyond those reported in the SCOPE 
study (Pittock et al. 1986; Pittock 1987) and in 
Turco and Golitsyn (1988). 

6 Conclusions 

Numerous studies (Pittock et al. 1986; Malone et 
al. 1986, and others) lead to the conclusion that, 
in the event of  a major nuclear war in the north- 
ern hemisphere, a layer of  smoke of  absorption 
optical thickness around 0.2 might well spread 
over Australia at high altitudes within a matter of  
weeks and remain over Australia for up to 12 
months or more (Stephens et al. 1988). 

Taking that as our starting point, we have used 
three main approaches to estimating the possible 
climatic effects over Australia. This paper, in par- 
ticular, reports on the use of  a three-dimen- 
sional climate model simulation of the effect of a 
uniform elevated smoke layer. Various simplify- 
ing assumptions - -  notably, neglect of infrared 
absorption and visible scattering by the smoke, 
and fixed cloud cover and sea surface tempera- 
ture --  were made. The possible effects of  these 
assumptions have been discussed. 

We conclude that the principal climatic effects 
of  the smoke would be to reduce convective rain- 
fall over Australia by the order of  50%, and to re- 
duce soil surface temperatures by several degrees 
C except in those locations and seasons where re- 
duction in soil moisture is sufficient to effectively 
stop evaporation from the soil surface. In that 
case, small increases in temperature may occur. 

Daily maximum temperatures are more 
strongly affected, with coolings of  the order of  2 ~ 
or 3~ in summer (with some local warmings) 
and 4~176 C in winter, if we neglect the progres- 
sive cooling of  the ocean surface. Overnight mini- 
mum temperatures would cool by 1 ~ or 2~ in 
both summer and winter. Cooling of  the ocean 
surface might add to the land surface effect (parti- 
cularly in coastal areas), as would inclusion of  
scattering of  sunlight by the smoke. On the other 
hand, infrared absorption and emission by the 

smoke would tend to decrease the overnight mini- 
mum coolings but have little effect on the daily 
maxima. Rainfall decrease might be enhanced, es- 
pecially at higher latitudes, by cooling of  the 
ocean surface. 

On the basis of  these climatic results, and tak- 
ing account of  various other biologically signifi- 
cant stresses, we have evaluated the possible ef- 
fect on primary production in Australia in a study 
to be reported elsewhere. 

The implications of  this work for estimates of  
the climatic effects and their consequences out- 
side Australia are perhaps more severe than for 
Australia itself. The climate modelling suggests 
that a substantial failure of  monsoon rains may be 
expected in the tropics for smoke amounts which 
seem highly probable in the first growing season, 
and possibly in the second growing season, after a 
nuclear war. This raises the spectre of  large and 
prolonged food shortages in many highly popu- 
lated areas of  the world, leading to widespread 
starvation, as foreshadowed by Harwell and Hut- 
chinson (1985). The present results add credibility 
to those calculations and conclusions, viz. that 
more people may die from mass starvation in the 
developing countries as a result of  nuclear war 
than would die from the direct effects in the com- 
batant countries. 

More precise estimates of  the consequences of  
a possible nuclear war (either for Australia or 
elsewhere) clearly require further research, for ex- 
ample using a model with a fully interactive 
ocean, inclusion of  smoke albedo and infrared ab- 
sorption properties, better representation of  soil 
heat capacity and hydrology, and better represen- 
tation of  climate-vegetation interactions. In view 
of the basic uncertainties in the nuclear war scen- 
ario itself, and the chance occurrence of  a particu- 
lar realisation of  climate variability at the time of  
the war, it is doubtful how far one should go 
down this road for studies of  the effects of  nu- 
clear war. Perhaps the lesson is already clear 
enough. 

On the other hand, there are close parallels be- 
tween attempts to simulate the climatic effects of  
nuclear war and attempts to model the climatic 
consequences of  the greenhouse effect, which 
physically is almost the exact converse of  the "nu- 
clear winter" problem (Turco et al. 1983; Pittock 
1988). Thus, most of  the model improvements 
mentioned in the preceding paragraph are re- 
quired to better predict the regional consequences 
of  the greenhouse warming. Indeed, we may al- 
ready learn from the nuclear war effect simula- 
tions, for example that convective rainfall is parti- 
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cularly sensitive to changes in the surface radia- 
tion balance and that changes in daily mean tem- 
peratures may result from quite different effects 
on the overnight minima and daily maxima. 
Moreover, the importance of the soil moisture re- 
gime has been highlighted. These are important 
lessons for future work on the greenhouse effect. 
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