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Summary 

In this paper we propose a procedure for the extended in- 
tegration of low frequency modes of the time scale of 30 to 
50 days. A major limitation of the extended integrations arise 
from a contamination of low frequency modes as a result of 
energy exchanges from the higher frequency modes. In this 
study we show an example on the prediction of low frequency 
mode to almost a month which is roughly 3 weeks beyond 
the conventional predictability. This was accomplished by 
filtering the higher frequency modes from the initial state. 
The initial state included a time mean state and a low fre- 
quency mode. The sea surface temperature anomalies on this 
time scale and the annual cycle were also prescribed. 

The specific experiment relates to the occurrence of a dry 
and a wet spell in the monsoon region. The meridional pas- 
sage of an anticyclonic circulation anomaly over the lower 
troposphere and the eastward passage of a negative velocity 
potential anomaly over the upper levels of the Indian mon- 
soon, on this time scale, are reasonably predicted. The afore- 
mentioned experiment was carried out with the 1979 data 
sets of the global experiment. A second example during an 
anomalous southward propagation of the low frequency 
waves over the Indian monsoon region during 1984 was also 
reasonably predicted by this model. Suggestions for further 
experimentation on the predictability of low frequency modes 
are proposed. 

1. Introduction 

Observations have shown the presence of low fre- 
quency motions on the time scale of roughly 30 
to 50 days. There are several regional and global 
aspects of these oscillations that have been em- 
phasized in recent literature. Among these we shall 

be addressing the following four observational as- 
pects of low frequency motions on the time scale 
of 30 to 50 days. 

a) Meridionally propagating 30 to 50 day waves 
in the lower troposphere of the monsoon region: 
This appears as a family of trough-ridge systems 
that can be seen on the streamline-isotach charts 
of the time filtered motion field. The passage of 
a trough or a ridge line over central India generally 
coincides with the occurrence of a wet or a dry 
spell respectively. The meridional scale of this sys- 
tem is roughly 2 000 to 3 000 kilometers. The speed 
of meridional motion is roughly 1 ~ latitude/day 
(Krishnamurti and Subrahmanyam, 1982; Yasu- 
nari, 1980, 1981). During certain years, the me- 
ridional motion and passage of these systems dur- 
ing the summer monsoon season is quite regular 
while in other years the motion is somewhat ir- 
regular. The reasons for this type of interannual 
behavior are not quite clear at the present time 
(Mehta and Krishnamurti,  1988). 

Figure 1 illustrates a sequence of 850 mb wind 
field in the time scale of 30 to 50 days; this is based 
on analyzed data sets. This sequence illustrates the 
meridional passage of a counter clockwise circu- 
lation anomaly across India. The starting date of 
this sequence is July 31, 1979 12 UTC. (A list of 
acronyms appears in Table 1.) Maps are shown 
at intervals of 5 days and cover a 35-day period. 
This panel of charts covers the period of a dry 
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Table 1. List of Acronyms 220 

ECMWF 

FGGE 

FSU 
NASA-GLAS 

NMC 
NOAA 

NSF 
SST 
SSTA 
UTC 

European Center for Medium Range 
Weather Forecasts 
First GARP (Global Atmospheric Research 
Program) Global Experiment 
Florida State University 
National Aeronautical Space Administra- 
t ion-  Goddard Laboratory for Atmo- 
spheric Sciences 
National Meteorological Center 
National Oceanic and Atmospheric Admin- 
istration 
National Science Foundation 
Sea Surface Temperature 
Sea Surface Temperature Anomaly 
Universal Time Coordinate 

spell of the Indian monsoon that is illustrated in 
Fig. 2 from histograms of daily rainfall over cen- 
tral India during the summer of 1979. The dry 
spell during August is of interest for the present 
study. The low frequency counterclockwise cir- 
culation propagates from roughly the equator to 
30~ during this period. The speed of meridional 
propagation was somewhat variable during this 
period. An objective of this study is to predict the 
meridional propagation of this wave. 

b) Zonally propagating planetary scale diver- 
gent circulations on this time scale: During this 
period at 200 mb the eastward propagating diver- 
gent wave was clearly evident. A sequence of 
charts of the velocity potential (on the time scale 
of 30-50 days) at 200 mb, for this period, at in- 
terval of 5 days, are shown in Fig. 3. The shaded 
areas denote regions of divergent outflows. The 
FGGE year exhibited a rather pronounced zonal 
propagation of the divergent wave. The entire 
FGGE year history of propagation of this wave 
can be illustrated on a single x - t  diagram, follow- 
ing Mehta and Krishnamurti (1988). Figure 4 
shows the passage of this wave based on meri- 
dionally averaged daily fields of the velocity po- 
tential on this time scale. The wave was quite active 
over most of the FGGE year. In early September 
1979, during the dry spell over the Indian monsoon 
region, the passage of a negative anomaly coin- 
cided with the passage of a planetary scale con- 
vergence field at 200 mb, on this time scale. An 
objective of this study was to predict the eastward 
passage of the wave during this dry spell. The 
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Rainfall days from July 31 thru October 1979 

Fig. 2. Histogram of daily rainfall (mm/day) over central 
India during August and September of 1979 

dominant scale of the planetary scale divergence 
is in wave numbers 1 and 2. They traverse the 
globe, from west to east in roughly 30 to 50 days. 
The largest amplitude is in the equatorial latitudes. 
The divergent circulations cover a large span of 
latitudes. They can be seen even as far as 35~ 
and 30~ These broad, divergent circulations ap- 
pear to be related to equatorial and monsoonal 
heat sources and sinks (Lorenc, 1984; Krishna- 
murti et al., 1985). The interannual variability of 
these eastward propagating waves have been stud- 
ied by several authors, and it is noted that the 
propagations can be somewhat irregular during 
some of the years (Mehta and Krishnamurti, 
1988). 

The aforementioned fields based on FGGE 
IIIb analysis were obtained using a first order 
Butterworth filter for the entire year of the motion 
field at the respective levels. The width of the filter 
used in these illustrations covered the period range 
of 30 to 50 days. It must be stated that this phe- 
nomenon is quite robust and the results shown 
above remain practically unaltered with the de- 
ployment of filters covering a period range of 20 
to 60 days of 30 to 60 days (Mehta and Krish- 
namurti, 1988). 

c) An important aspect on this time scale is the 
air-sea interaction: We have recently examined the 
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Fig. 4. An x - t  diagram of the 200 mb velocity potential mer- 
idionally averaged from 10~ to 10~ showing the prominent 
eastward motion of the divergent wave. Interval m 2s-l. 
Shaded area denotes negative values 

oceanic fluxes of sensible and latent heat on this 
time scale (Krishnamurti et al., 1988b). When 
fluxes are calculated using the so-called "surface 
similarity theory", the basic variables are the SST, 
the surface wind, the temperature and humidity 
at the top of a constant flux layer. The similarity 
fluxes are defined from expressions that invoke 
the Monin-Obukhov length and a non-linear cou- 
pling of the momentum, heat and moisture fluxes. 
Because of this non-linear coupling, one can di- 
agnose the relative importance of the low fre- 
quency variations of SST, surface wind, air tem- 
perature and humidity and assess their role in the 

contribution to fluxes on this time scale. A detailed 
diagnostic study was recently completed by Krish- 
namurti et al. (1988 b). It was found that the latent 
heat flux variations on the time scale of 30 to 50 
days can be as large as 10 to 20 watts/m 2, which 
was about 5 to 10% of the total flux over the 
Indian and Pacific oceans. It was also noted that 
wind variation on this time scale was an important 
contributor; next in line are the contributions from 
SST variations on this time scale. The variations 
in air temperature and humidity were relatively 
less important. Although the amplitude of SST 
variations was only of the order of 0.8 to 1 ~ on 
this time scale, that coupled with wind variations 
of the order 3 to 5 ms - 1 contributed to significant 
latent heat fluxes, i.e., ~ 10 to 20watts/m 2. The 
sign of these low frequency fluxes are preserved 
for a couple of weeks, thus their role can become 
quite significant. 

d) Another observational aspect relevant to this 
problem is the energy exchange in the frequency 
domain: The maintenance of low frequency modes 
has been addressed via detailed computations of 
energetics in the frequency domain using daily 
globally analyzed data sets covering many years 
(Sheng, 1986). These studies are somewhat anal- 
ogous to the estimates of energetics in the zonal 
wave number domain (Saltzman, t970). In the 
latter approach, one speaks of kinetic energy ex- 
changes from zonal flows to eddies of certain 
scales, and of waves to waves via nonlinear in- 
teractions. This includes interactions in the wave 
number domain among potential and kinetic en- 
ergy over differnt scales. In the frequency domain, 
analogous selection rules govern the exchanges of 
energy. Here one can partition the temporal do- 
main among long-term mean, and low and high 
frequency motions. In the frequency domain, the 
kinetic to kinetic energy exchanges can occur 
among long-term time mean flows and other fre- 
quencies, or among triads of frequencies (analo- 
gous to the wave number domain), i.e., an inter- 
action among frequencies v~, (v, + Vm) and Vm can 
result in loss or gain of energy for the intermediate 
frequency v~. This exchange of energy is analo- 
gous to energy exchanges in the wave number 
domain. The potential to kinetic energy exchanges 
are restricted to occur at the same frequencies as 
in the wave number domain where potential to 
kinetic energy exchanges are restricted to occur at 
the same wave numbers. 
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The results of such energetics calculations, per- 
formed by Sheng (1986), show that the kinetic 
energy of low frequency modes on the time scale 
of 30 to 50 days are maintained by the following 
processes: 

i) They receive a substantial amount of kinetic 
energy from the high frequencies; 

ii) they gain kinetic energy from the long-term 
time mean flow; 

iii) they receive a smaller amount of energy 
from the potential energy on the same frequencies. 

Figure 5, following Sheng (1986), shows the 
energy gained by different frequency intervals 
from the aforementioned kinetic to kinetic energy 
exchange in the frequency domain. In the period 
range (shown along the abscissa) of interest here 
(around 30 to 50 days) this energy exchange in 
the frequency domain results in a gain of energy. 
The higher frequencies clearly lose a substantial 
amount of energy by this process. The annual cycle 
also loses energy to other frequencies. This was a 
rather robust result and has ben substantiated by 
the data sets for a six-year period. 

A rapid loss of predictability of low frequency 
modes in real data long-term integrations have 
been noted at ECMWF and at NMC. Dr William 
Heckley, of the ECMWF (personal communica- 
tion), examined the presence (or absence) of the 
monsoonal low frequency modes from several en- 
sembles of predicted data for the FGEE period. 
The zero day ensemble of 365 days is a string of 
the initialized FGGE data set. This string, as ex- 
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Fig. 5. Kinetic to kinetic energy loss or gain for different 
frequencies during 1980 through 1985. Units m -2 (based on 
Sheng, 1986) 

pected, contained the meridionally propagating 
low frequency modes. However, as the strings of 
the ensembles of 1, 2, 3, 4, and 5 day forecasts 
were examined separately, in this context, it was 
noted that the low frequency modes were lost by 
about day 5. Figure 6 illustrates the strategy for 
these experiments. The ensemble of 0, 1, 2, 3, 4, 
and 5 day forecast strings based on 365 opera- 
tional forecasts showed that the low frequency 
mode was absent in the 5-day string. Dr 
T. C. Chen, Iowa State (personal communication), 
carried out a similar set of calculations from en- 
sembles of NMC global forecasts and basically 
confirmed the same results. The predictability of 
the low frequency modes appears to be somewhat 
limited. Although global models tend to show fea- 
tures of the low frequency modes in their long- 
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term integrations, the precise prediction of their 
phase and amplitude beyond day 5 does not seem 
possible from straightforward integrations. This 
loss of predictability, we believe, occurs from a 
contamination due to the error growth in the pre- 
diction of high frequency modes. We furthermore 
believe that the transfer of energy to these low 
frequency modes conveys errors rather quickly. It 
has been suggested (Dr M. M. Navon, FSU, per- 
sonal communication) that the loss of predicta- 
bility of low frequency modes can also arise from 
the errors in the time differencing schemes. Second 
order accurate time differencing schemes may lose 
accuracy in predicting the small time tendencies 
of these low frequency modes, arising largely from 
the inherent truncation errors. Dr Navon ran two 
long-term integrations of a NASA-GLAS global 
model with second and fourth order accurate time 
differencing schemes. The monthly mean flows 
were substantially different in these two integra- 
tions. This is an area that deserves further research 
with reference to the predictability of low fre- 
quency modes. The conclusion was drawn that the 
global model has a predictability, for the low fre- 
quency modes, of about 4 to 5 days. Deficiencies 
of second order accurate time differencing schemes 
have been addressed by Browning et al. (1989). A 
systematic analysis of the higher order time dif- 
ferencing in this context deserves further work. 

We feel strongly that this loss of predictability 
for the low frequency modes arises largely due to 
the errors the model makes in the prediction of 
the higher frequency motions. The latter contam- 
inate the low frequency modes by the transfer of 
errors via these energy exchanges. 

2. Proposed Experiments 

The aforementioned observations and ideas were 
useful in the design of a class of long-term inte- 
gration experiments where we have made an effort 
to extend the predictability of low frequency 
modes. All of the experiments described here were 
carried out with a global spectral model which 
utilizes a horizontal truncation of 21 waves (Tri- 
angular i.e., T21). The FSU global model is de- 
scribed in Appendix ][. 

Specifically, we have designed the following ex- 
periments: 

2.1 The Control Experiment 

This experiment was carried out with a compre- 
hensive global spectral model (Krishnamurti and 
Oosterhof, 1989) where the model was initialized 
using nonlinear normal mode initialization using 
global data sets for July 31, 1979 (1200 UTC). 
This experiment included an annual cycle of SST. 
The annual cycle of the SST was based on merged 
monthly mean SST fields for the year 1979. A 270- 
day integration was carried out starting from that 
day. (This was a conventional forecast experi- 
ment.) 

2.2 The Anomaly Experiment 

It was felt that one could perhaps delay the con- 
tamination of the low frequency mode by sup- 
pressing the high frequency modes entirely in the 
initial state. The inclusion of a time mean state 
(for all vertical levels and for all variables) and 
the phase and amplitude of the low freqaency 
mode at the initial time was considered necessary. 
Furthermore, it was felt that air-sea interaction, 
on this time scale, had to be retained by prescribing 
appropriate SST anomalies and the annual cycle 
of the SST. The premise of this experiment was 
to see if one or two cycles of the passage of a low 
frequency wave could be handled by such a model 
prior to its contamination as the higher frequency 
motions evolve. The choice of a lower resolution 
model was deliberate since it was felt that it would 
not quickly excite very large amplitude transient 
storms at the higher frequencies. The initial state 
was obtained as follows: 

i) A time mean state was obtained for all var- 
iables at all vertical levels using the data sets for 
a 47-day period preceding the initial date (i.e. July 
31, 1979, 12 UTC). Figure 7 shows the vertical 
discretization of the global model. 

ii) A low frequency mode for the initial date 
was based on the data sets for the preceding 270- 
day period utilizing in a time filter analysis. A 
Butterworth filter was used for this purpose (see 
Appendix II). It was carried out at each of the 
transform grid points at all of the vertical levels 
for all of the basic variables. 

iii) SST anomalies on the time scale of 30 to 
50 days. These were updated during the course of 
integration. The data sets for the SST anomalies, 
on the time scale of 30 to 50 days, used in the 
present study are described in Krishnamurti et al. 
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(1988b). This is a global data set based on 
ECMWF's  FGGE analysis. In the anomaly ex- 
periment the daily values of these time filtered SST 
data sets were added to the annual cycle of the 
SST. 

iv) The annual cycle of  SST varies from month  
to month.  These same fields were also used in the 
control experiment. They were obtained from the 
monthly mean fields for the year 1979. The daily 
fields of sea surface temperature (SSTA + Annual 
Cycle) were updated at the lower boundary during 
the course of integrations. In that sense this study 
is not a prediction experiment. Furthermore, fol- 
lowing several other studies on the climatic impact 
of SSTA, we have enhanced the SSTA by a factor 
of 3.5. This was necessary in the 8 layer global 
model since it lacked an adequate resolution for 
the calculation of surface fluxes of moisture, heat 
and momentum in the planetary boundary layer. 
The retention of the time mean state and the SST 
anomalies was to provide one of the other im- 
portant  energy sources for these low frequency 
modes. 

It should be stated that a simple use of normal 
mode initialization with a frequency cut of to re- 
move the high frequency modes (time scale less 

than 10 days) does not  accomplish this same pur- 
pose, since it only affects the divergent wind and 
any higher frequency modes in the other fields 
(such as stream function, temperature and pres- 
sure) which soon generate divergence fields at the 
higher frequencies. This is not analogous to the 
gravity mode initialization problem. 

In summary the time means used in the experi- 
ment  were obtained by taking averaged values of  
all variables at all vertical levels of the model. Here 
the mean is taken for a 47-day period (day 119 to 
day 0) preceding the initial state. Day 0, i.e. the 
start of the experiment, is July 31, 1979, 12 UTC. 
The low frequency mode on day 0 is defined from 
a time filter using the data sets from day - 2 6 9  
to day 0, i.e 270 days. This time filtering is sep- 
arately carried out for all variables. The SST 
anomalies were defined from a time filtering of 
the 10-day averaged SST fields from the ECMWF 
data files. The period of the basic data included 
December 1, 1978 through April 30, 1980. The 
time filtered SST anomalies for the period July 
31, 1979 onwards were used in the anomaly ex- 
periment. At the start of this experiment, these 
fields were subjected to a nonlinear normal mode 
initialization. 

3 .  R e s u l t s  o f  E x p e r i m e n t s  

3.1 Monsoonal Lower Tropospheric Meridionally 
Propagating Waves 

Figure 8 a and b illustrate the predicted 850mb 
streamline and isotachs of  the motion field on the 
time scale of 30 to 50 days for the control and 
anomaly experiment respectively. Each of these 
covers a period of 35 days (at intervals of 5 days). 
The results shown here are to be compared with 
Fig. 1 where the results based on observations cov- 
ering the same period are presented. In this se- 
quence of charts the meridional passage of a ridge 
line and the occurrence of a dry spell over central 
and northern India was illustrated (see Figs. 1 and 
2). The control experiment fails to capture this 
passage. The anomaly experiment handles this 
passage extremely well. The streamlines, on this 
time scale, for the anomaly experiment very closely 
resemble those based on observations. The loca- 
tion of the ridge line over the central longitude of 
India is correctly predicted for almost one month.  
The meridional passage of the ridge across the 
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central longitude of India is shown in Fig. 9. Here 
one can compare the results based on observations 
with those from the predictions of the control and 
the anomaly experiments. The initial position of  
the ridge lines in the control experiment does not 
utilize any past information; the initial position 
of the ridge line for the anomaly experiment is 
entirely based on past information. Thus the initial 
locations of the ridge line for the control and the 
anomaly experiment are displaced with respect to 
each other. The latter utilizes analysis (of past 
information) and thus agrees with the "observa- 
tional" location of the ridge line initially. It ap- 
pears that the phase speed is predicted very well; 
however, the amplitude of the low frequency mode 
is underestimated in this forecast by roughly 50%. 
Because of the loss of amplitude after the first 
cycle we feel that this forecast loses its usefulness 
beyond 30 days. 

The growth of higher frequency motions in this 
anomaly experiment was quite slow. Figure 10 a 
and b shows the time evolution of zonal velocity, 
at a selected point, for the anomaly experiment at 
850 mb. It shows that the zonal wind oscillations 
for the first 70 days have a dominant  low fre- 
quency. It is only after this period that we see the 
oscillations being dominated by the higher fre- 
quencies. The lower panel of Fig. 10 shows the 
time filtered zonal velocity at that selected point. 
The amplitude of the low frequency mode falls off 
after 2 cycles. 

The time mean state contains a three-dimen- 
sionally varying stratification and wind shear. The 
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Fig. 9. A y-t diagram of the monsoonal low frequency ridge 
line at 850 mb. The results based on observation, control and 
anomaly experiment are shown here 
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Fig. 10. (Top panel) time history of the zonal wind from the 
anomaly experiment (ms 1) and (bottom panel) the time 
history of the time filtered zonal wind 

low frequency mode, imbedded within it initially, 
moves meridionally with a reasonable speed and 
shape for about 30 days. Knowing that the passage 
of a ridge coincides with a dry spell, it is possi- 
b l e -  at least in this one e x p e r i m e n t - t o  suggest 
that the occurrence of  a dry spell beyond the time 
scale of conventional predictability, which is of 
the order of a week, was possible. However, that 
too was made at the expense of feeding in future 
values of the SST anomaly at the lower boundary 
and hence this is not a truly predictive experiment. 

3.2 Planetary Scale Divergent Waves in the Upper 
Troposphere 

The velocity potential fields at 200 mb based on 
observations and those from the control and the 
anomaly experiments are compared. These are fil- 
tered fields on the time scale of 30 to 50 days. The 
observed eastward motion of a divergent outflow 
center (shaded) during the 25 days was illustrated 
in Fig. 3. This center moved eastward from 
roughly 160 E to the Greenwich Meridian during 
this period. The control experiment exhibits an 
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unusually slow westward movement during the 
first 10 days and thereafter this center remains 
stationary over South Africa (Fig. 11 a). It is dif- 
ficult to assess this peculiar behavior of the low 
frequency divergent wave in the control experi- 
ment. The anomaly experiment shows an eastward 
propagation of the velocity potential that very 
closely resembles the "observed" behavior. The 
predicted phase speed for the anomaly experiment 
during the 25 days is very close to that seen in 
Fig. 3. This is better illustrated in Fig. 12 where 
the eastward motion of the center of the velocity 
potential anomaly is shown as a function of time. 
The three curves here show a comparison of the 
eastward motion for the "observed", the control 
and the anomaly experiments. The eastward prop- 
agation speed was slightly faster for the anomaly 
experiment during the first 10 days and somewhat 
slower in the following 10 days as compared to 
the "observed" phase speed. However, it is clear 
that a major improvement over the control is re- 
alized with the proposed anomaly experiment. Be- 
yond 30 days the phase errors increased. The lo- 
cation of these outflow centers are useful identi- 
fiers of tropical convective activity. Hence, we feel 
that this type of prediction may have some prac- 
tical usefulness. 

3.3 Energy Exchange in the Frequency Domain 

The computation of the energy exchanges in the 
frequency domain were carried out for the control 
and the anomaly experiments. These computa- 
tions follow the procedure outlined in Appendix 
III which is based on the work of Sheng (1986). 
The results of a 270-day integration for the control 
and anomaly experiment are illustrated in Fig. 13. 
Here we show the energy gain (or loss) for the 
different frequencies from nonlinear kinetic to ki- 
netic energy exchanges. Since the high frequency 
motions were filtered out initially in the anomaly 
experiments we except a lesser contamination of 
the low frequency modes from the errors and en- 
ergy exchanges for the higher frequency motions. 
The higher frequency motions, as shown in Fig. 10, 
grow after roughly the second cycle. 

The control experiment retains the high fre- 
quency modes initially and as a consequence its 
predictability errors would contribute to a con- 
tamination of the low frequency modes from non- 
linear energy exchanges. Three sets of curves are 
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Fig. 12. A y-t diagram of position of the 200mb divergent 
center. The results based on observation, control and anom- 
aly experiment are shown here 
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shown in Fig. 13. The period range of about 20 
to 50 days shows a loss of energy for the control 
experiment (shown by the solid line). These fre- 
quencies lose energy to all other frequencies, and 
especially the high frequency motions with periods 
less than 7 days have the largest net energy gain 
in the control experiment. The rapid loss of pre- 
dictability of the low frequency modes may be 
related to this aspect of the energetics. The results 
for the anomaly experiment are sums over two 
periods of integration: days 1 to 270 are shown 
by the dashed-dotted line and days 31 to 270 
shown by the dashed line. 

The results for the first 270 days include the 
first 30-day period during which the phase prop- 
agation of the low frequency mode was predicted 
reasonably by the anomaly experiment. In the 
anomaly experiment the energy exchange is neg- 
ligible in the low frequency modes for periods 30 
to 50 days. Small amounts of energy are gained 
by motions with periods larger than 50 days and 
by those with periods less than 115 days. Motions 
with periods less than 30 days all exhibit a gain 
in kinetic energy from their interactions with the 
other time scales, and they show an increasing 
trend towards higher frequencies. However the 
energy gained especially in the frequency range for 
periods smaller than 6 days is only about half of 
that of the control experiment. The dashed curve 
labeled 240 days excludes the first 30-day period 
during which the predictability of lower frequency 
modes was high. This averaging shows that all the 
lower frequency modes with period larger than 30 
days encountered a loss in energy and the modes 
with period less than 30 days experienced a gain 
of energy from the nonlinear energy exchange 
process. Also, their gain was higher than that was 
found when the first 30 days were included. This 
shows that, once we start integrating the model, 
high frequency modes develop and amplify by 
gaining energy from the low frequency modes via 
the nonlinear wave-wave energy exchanges. As the 
high frequency modes amplify, the low frequency 
modes degenerate and get contaminated by the 
high frequency modes. The energy exchange cal- 
culations reveal that for the control experiment 
and the anomaly experiment excluding the first 30 
days, the energy gain by high frequency motions 
are ahnost similar and they are approximately 
twice the energy gain for the same frequency range 
in the anomaly experiment. This suggest that the 

rate of contamination of the system by high fre- 
quency modes depends on the amplitudes of these 
modes in the initial field of integration. 

3.4 A Second Example 

We selected a second example fiom our obser- 
vational studies covering the month of August 
1984 (Mehta and Krishnamurti, 1988). During 
this month the low frequency waves on the time 
scale of 30 to 50 days exhibited an unusual motion 
both in the lower and the upper troposphere. A 
trough line on this time scale at 850mb moved 
southward from around July 31, 1984. It moved 
from 25~ to near the equator in the next 30 days. 
Figure 14 a illustrates the position of the trough 
line based on the analyzed "observed" data. 

An anomaly experiment was designed to par- 
allel the 1979 experiment with a similar definition 
for the time mean flow, the initial low frequency 
modes and the SST anomaly. The initial state for 
the experiment was July 31, 1984, 00 UTC. The 
predicted positions of the low frequency ridge line 
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time filtered motion field based on "observation" during July 
31 to August 29, 1984. (Bottom panel) position of 850 ridge 
lines of the time filtered motion field based on "anomaly 
experiment" during July 31 to August 29, 1984 
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is shown in Fig. 14b. Basically, a reasonable 
southward motion of the low frequency trough 
line has been predicted by this approach to almost 
30 days. Is this an example where the ridge line 
is slowly being replaced by a trough line and a 
dry spell is being replaced by a wet spell of the 
monsoon? To answer this question we shall first 
look at the observational aspects. Figure 15 shows 
the time filtered area averaged rainfall during Au- 
gust and September, 1984, for northern and south- 
ern India. This is based on raingauge observations. 
Note the initial wet spell over northern India and 
a dry spell over southern India during early August 
and a reversal in late August, suggesting a south- 
ward passage of the wet spell along with the mon- 
soon trough axis. The daily rainfall data were fil- 
tered on this time scale to examine if the propa- 
gation of the wet spell southwards was in-phase 
with the passage of the monsoonal trough-ridge 
wave system. In the daily precipitation series there 
are other time scale with significant variance, e.g., 
the 5-7-day oscillation associated with the passage 
of monsoonal depressions over northern India 
(Hartmann and Michelsen, 1989) during this pe- 
riod; hence we felt it would be difficult to detemine 
the phase relationship with the unfiltered series. 

The upper troposphere velocity potential 
anomaly on this time scale exhibited an unusual 
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Fig. 15. Time filtered observed area averaged rainfall during 
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westward motion during the month of August, 
1984. Figure 16 illustrates a longitude-time dia- 
gram of the meridionally averaged (from 30~ to 
30~ velocity potential based on the observed 
wind (top-panel) and that for the anomaly exper- 
iment (bottom panel). The anomaly experiment 
captures the basic westward motion of the velocity 
potential anomaly. 

Thus, two experiments, one for 1979 exhibiting 
a normal motion of the low frequency waves and 
the other for 1984 exhibiting an anomalous be- 
havior, have been reasonably successfully inte- 
grated to almost 30 days. 

4. Concluding Remarks 

In this paper we have shown a somewhat simplistic 
approach to extend the predictability of low fre- 
quency modes. This extension required the time 
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filtering of high frequency modes from the initial 
states of long-term integration. The model re- 
quires the specifications of a time mean state, an 
initial low frequency anomaly for all the fields at 
all the vertical levels of a global spectral model 
and time varying sea surface temperature anom- 
alies specified during the entire course of integra- 
tion. We have shown examples of application of 
the approach to the prediction of a break in the 
monsoon. These integrations show skill in the pre- 
diction for periods of the order of 4 weeks. 

This study has raised a number of questions 
that require further experimentation. 

a) The role of the time mean state requires 
further analysis. We are presently carrying out 
sensitivity studies by replacing the time mean state 
with a climatological time state to explore the sen- 
sitivity of the low frequency wave motions to the 
definition of the initial time mean state. 

b) It is necessary to explore how we might re- 
place the future value of the SST anomalies used 
in the present experiments to make this a truly 
predictive experiment. A possible experiment 
would be to define an initial anomaly and keep it 
fixed during an extended integration. 

c) In the present experiments the energy ex- 
change from the higher to the lower frequencies 
is very small during the initial 30 days of integra- 
tion. Observational energetics however, do imply 
that the maintenance of the low frequency modes 
crucially depend on this energy exchange. Ways 
to parameterize this energy exchange in the fre- 
quency domain requires further observational 
studies. 

d) Can the model self-generate a low frequency 
mode if it were excluded initially? Our' feeling is 
that the model cannot correctly reproduce an 
anomaly if it is absent initially. This hypothesis 
needs to be explored. 

We have completed a few sensitivity studies 
which show that: The forecasts are not very sen- 
sitive if the initial date is altered by one day. Fore- 
casts started on August 1, 1979 and July 31, 1979 
basically produced the same results. Removing the 
SST anomalies altogether and only retaining the 
annual cycle of the SST fails to provide sufficient 
amplitude for the low frequency modes. Such fore- 
casts were quite poor. The SST anomalies seem 
to be quite important for the type of modelling 
effort presented here. Further work is continuing 
in most of these above ares. 

Appendix I 

An Outline of the FSU Global Model 

Domain: global 
Dependent variables: vorticity, divergence, temperature, dew 

point depression and the log of surface pressure. ~, D, T, 
S, lnps (a list of useful symbols is given in Table 2) 

Vertical coordinate: cr (8 layers) 
Horizontal: spectral representation T21 (triangular trunca- 

tion 21 waves) 
Vertical: finite difference representation 
Transform method: alias-free nonlinear advection 
Time differencing: semiimplicit, Asselin time filter y = 0.5; 

Asselin (1972) 
Horizontal diffusion : linear (fourth order), following Kana- 

mitsu et al. (1983) 
K = 2 x 101Sm4S -1 (for ~, T, 5) 
K =  2 x 1016m48 ! (for D) 

Envelope-orography: ~ + 2 s.d. based on a basic data NAVY 
10 minute resolution tape 

Vertical boundary conditions: kinematic, cr = 0 top and bot- 
tom 

Data: ECMWF IIIb 
Initialization: nonlinear normal mode with physics, 5 vertical 

modes; Kitade (1983) 

Physical processes 

Large scale condensation: disposition of supersaturation 
T,q 

Dry convective adjustment: Kanamitsu (1975) 
Shallow convection: Tiedke and Slingo (t985) 
Deep moist convection: modified Kuo scheme, Krishnamurti 

et al. (1983) 
Planetary boundary layer: surface fluxes are based on the 

similarity theory, vertical distribution of fluxes is Rich- 
ardson number dependent 

Radiative processes: long wave radiat ion-Band model 
(Harshvardhan and Corsetti, 1984) 
Short wave radiation-Lacis and Handen (1974). The 
model includes cloud feedback processes, threshold rel- 
ative humidity to define clouds; diurnal change is intro- 
duced via a variable zenith angle 
Surface temperature is based on 10-day mean SST values 

Table 2. A List of  Useful Symbols 

D divergence 
T temperature 
S dew point depression 
Ps surface pressure 

vertical coordinate 
K horizontal diffusion coefficient 
h height of the mountain above sea level 
s.d. standard deviation 
fp geopotential height 

value of c~ at an intermediate model level 
s subscript s denotes value at the earth's surface 

Note: The remaining symbols are explained in the text. 
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over the oceans; the ground temperature is calculated 
from the surface energy balance over land and is coupled 
to surface fluxes and a surface hydrology is included, 
Krishnamurti et al. (1988 a) 

Appendix II 

Recursion Technique for Ist-order Butterworth Band-Pass Filter 

The conventional method of filtering a discrete time series is 
by convolving the input series with the weighting function 
of the filter. The output series can be expressed as: 

M 

Yk = Z wixk - i ,  (1) 
i = - - M  

where (Xo, x~ . . . . .  XN- 1) are N values of the input series, 
(w_ M, W- ~t+ 1, "",  WM) are 2 M + 1 values of the weighting 
function, 
and (Y--M,Y--M+I . . . . .  YN+M--1) are the N +  2 M  values of 
the output series. 

Using the z-transform, the convolution operation in 
Eq.(1) is given by: 

Y(z)  = W ( z ) X ( z )  (2) 

where 

N + M  1 

Y(z) = Z ylz  l 
l =  - - M  

M 

W(z) = E wl z  t 
1 = - - M  

N - - I  

J~(z) = Z x f  
1 = 0  

Here, z, is usually a complex variable and its positive 
(negative) power represents delay (advance) operation in 
units of sampling interval (At). The response function R(m) 
is then given by W(e-i~~ 

Expressing W(z) as a rational function of z, i.e., 

n 

W(z) = ,~'o t=o b,z'  (3) 

and substituting it in Eq. (2) yields 

N - - M - - 1  N - - 1  

~, biz i ~ y jzJ= ~ akz k ~ xlz '  (4) 
~=o t= -a4 k=o ~=o 

Equating the coefficients of the same powers of z on both 
sides of Eq. (4) yields 

n 

bjyk - j  = ,~'o aixk i (5) 
j = 0  ' =  

Now, we can set b 0 = 1 without any loss of generality and 
rewrite Eq. (5) in recursive form as: 

n 

yk = z ~  a, x k _ , -  (6) 
j = l  

To correctly specify the filtering coefficients, a~ and bj, 
the rational function W(z) is synthesized by the systematic 

transformation method of Ruston and Bordogna (1966). 
Here, we first define a prototype filter, commonly a low-pass 
filter and then through appropriate frequency transforma- 
tions, this filter is transformed into a high-pass, band-pass 
or multi-pass filter as desired. 

Following Shanks (1967), a digital band-pass filter based 
on a first-order Butterworth function is designed. For  an #h_ 
order Butterworth function, the amplitude response function 
is given by 

1 
[W(ic~ - 1 + co 2" (7) 

The first-order response function, W(ico), may be represented 
on the S-plane by, 

1 
w(s)  - (8) 

I + S  

The following transformation, is used to convert the low- 
pass to a band-pass filter, 

S 2 -}- ~r 2 
S - - -  (9) 

sB 
where 
~2o = ~ 2 ~ r ~ ,  is the geometric mean of the cut offfrequencies 
O1 and ~22, respectively, 
and B = If22 - f211 is the bandwidth of the spectral window. 

On substitution of Eq. (9) into (8) we obtain, 

sB 
W(s) - (lO) 

s 2 + sB  + S 2 

The response function in the z-plane is then obtained by 
taking the following transformation, 

2 ( l - z )  
s - (11) 

At (1 + z )  

To obtain the response function, define z = e-i~oAt, where co 
is the angular frequency, and make use of Eq. (10) and (1t) 
to obtain the following relationship. 

a ( 1  - z 2) 
W(z) - 1 + blz  + b2 z2' (12) 

where, 

a = 2 Af2/D 

b 1 = 2 (O2 _ 4)/D (13) 

b 2 = (f22 - 2 A s + 4)/D 

and D, ~2 and AQ satisfy the following relationship 

D = s + 4  

~c22 = 4 sinc~ At sine~ At 
(1 + cosoJl At)(1 + coso92At) (14) 

A~2 = 2 since 1 At sinco2At 
1 + coscolAt 1 + coscozAt 

where, o9t and o92 corresponds to the frequencies with a 0.5 
response. 
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Using the coefficients from Eq. (13) in our filter the band- 
passed output can be computed from Eq. (6), which gives, 

y~: = a(xk - xk-2) - biyl~-i - b2yk-2 (15) 

Note that Eq. (5) is a recursive filter requiring only two data 
points in the past and two previously computed output points. 
In general, for a sufficient long-time series such recursive 
filters do not have zero or linear phase spectra. An advantage 
of these techniques is that it gives a rapid convergence com- 
pared to conventional filters based on weighted averages, and 
also we can specify the peak in the response curve at its 
bandwidth arbitrarily. 

Appendix  1II 

Kinetic Energy Spectra 

Nonlinear Energy Transfer Spectra 

The computations of the kinetic energy spectra in the fre- 
quency domains follow Hayashi (1980) and Sheng (1986). 

The equations of motion and continuity in spherical co- 
ordinates (2, O,p) are written in flux form as; 

&'-[~t  guu ~uv c~uw + tanOuv 1_ 
~x ay ap (1) 

Dz 
+ 2.O sin0v - g ~ x  + F~ 

g az 
- 2(2 sin0u - -r~-~+ F~ 

(2) 

au Oy Ow 
a-~ + Us + ~ = o (3) 

where 

a( ) _  a( ) 
ax r cos 0 02 (4) 

a( ) 0 c o s 0 (  ) 
0y rcosO30 (5) 

The terms in the brackets in (1) and (2) are nonlinear terms 
due to advection and sphericity. 

At each point in space the time series data u(t), v(O, w(t) 
and z(t) sampled at N equally spaced time intervals of At 
(= 1 day) may be represented by a discrete time-fourier series 

1 
with Nyquist frequency 2At  as 

N - - I  

u( t )  = u (J '~ t )  = 2 U ( n ) e  i2~cuj/N 
n=o 

where j = 0, 1 . . . .  N -  I 

n 
and U(n) = U(f,) where f~ - 

NAt n = 0 , 1 , . . . N -  1 

is the Fourier transform of u(t) for discrete frequency values 
f~. At these frequencies the transformed components are de- 

fined by 

N--1 

U(n) = • u(t)e -i2~j~/'v n = 0, 1,2 . . . .  N -  1 (6) 
j = 0  

Since u is a real time series, we have the following relationship 

U ( - n )  = UC(n); the complex conjugate of U(n) 

The sample frequency cospectra P,~[u, v] and quadrature co- 
spectrum Q,[u. v] (Jenkins and Watts, 1968) are defined as 

& [ u , v ]  ~- V~ Re{U<(n) V(n)} n = 1 , 2 , . . .  M 
u(o) v(o) n = 0 (7) 

V~Im{U~(n) V(n)} n = 1,2 . . . .  M 
Q, [u, v] -- 0 n = 0 (8) 

where M is equal to [ ~ - ]  , Re and Im denote the real 

and imaginary parts respectively. 
The sample cospectrum is interpreted as the spectrum of 

the sample covariance averaged over time as 

M 

u(t)v(t)= Z &[u,~] 
n = 0  

The sample quadrature cospectrum is interpreted as the co- 
spectrum between u and v with a 90 ~ phase shift 

More, generally, the sample cross spectra R,,[u,v] are 
defined as 

R,,[u,v] = P~[u,v] + iQ~[u,q (9) 

In terms of the frequency cospectrum, the kinetic energy per 
unit mass K(n) for the frequency n is defined by 

K(n) = g2[P~[u,u]+P,[v,q] n = 0 , 1 , 2 , . . . , M  (10) 

To obtain the kinetic energy spectra, take a cospectrum op- 
eration between u (or v) and both sides of Eq. (1) (or 2) and 
make use of the continuity equation to yield: 

P, L --- + 

[ t?wu] tanOp,[u, uv] ] 
r 

[0= 7 + 2s - P, u,g~x (11) 

+ P,,[u, F,,] 

= 0  

r ~?wv] tanO ] 
+ - 7 -  t'~ [v, uu] + V~,L~,Typ J . 

-gaz 1 - 2sinOP,[v,u]-  P, V,r wo o 

+ P~Ev, Eo] 

= 0  

(12) 
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[7,] I f;l The terms P, u, and P, v, vanish, since 

p,,[u, OU] _ 2~n 
L ~tJ N A t  Q"[u'u] 

[ ~ t J -  2r~n Pn v, N k t O , [ v , v  ] 

and by Eq. (8) Q, [u, u] = Q, Iv, v] = O. 
The spectral kinetic energy equation is then obtained by 

adding Eqs. (11) and (12) 

r- [v 7 + v.[v 7 + P"Lv'~x]  + P"L 'OyA OpA 

+ tan 0 [ p ,  [u, uv] - P.  [v, uu]] (13) 
F 

+ P [u,F] + Pn[v,F] 

Now, by the definition of the cross-spectra and making use 
of the continuity and hydrostatic equations, the following 
relationship is obtained. 

= 

ay 

= - g ~xP.[u,z] P.[v,z] ay 

gp 

a P, [v, z] = - g[~xPn[u,z]  + ~3 
8y 

+ ~ p P , [ w , z ] - P n [ w , a ] ]  

(14) 

Thus, the final form of the kinetic energy equation in the 
frequency domain is written as 

0 = (K. g(n)> - P [w, a] 

= - g [ ~ x P n E u ,  z] + ~yP,  Ev, zJ - ~pPn[w,z]l  (15) 

- {P [u,F]+PEv, FJ} 

The nonlinear kinetic energy transfer spectrum <K. K(n)> in 
(15) is defined by 

<K.K(n) )=-[P ,[U,~xUU ] + P,[u,~--~vu] 

+ P . [ u , ~ w u ] +  p . [ v , ~ u v ]  

+qv, ,q ] 
(16) 

<K(m). K(n)> = - P, [u, au'u'7 
ax J 

F ~w'u'q 

F ~v'v'7 + 

F av'u'l 
+ 

F au'v'3 

_ F aw'v'] 
+ t,,,kv,-~-p j 

tan 0 _ 
+ kP,[u,u v'] - P,[v,u'u']] 

r 

The interaction between the stationary (time mean) and tran- 
sient motions is given as a residual by 

(K(0) . K(N)> = (K. K(m)> - (K(m) . K(n)> 

Sheng (1986) has shown that this residual is not a small 
difference of large numbers. Moreover, <K(0)- K(n)> can be 
computed explicitly from linearized equations as follows 

_ + I 

<K(O)' K(n)> = Lax 7 ~ P"[u'v] 

8u &5 
+ a7 P"Eu'v] + aTP"Eu'v] (19) 

1 a~ 8~ 7 
+ - [v, vl + P, [w, v] Yp J 
_ [O~K(n) + a{K(n) + a~,K(n) 7 

L ax ay --ap-p A 

In computing the nonlinear kinectic energy transfers we ne- 
glected the terms involving the vertical derivatives in Eq. (18) 
and (19) as their contributions are small compared to the 
remaining terms. 

(18) 

tan 0 
+ - -  [t". [u, uv] - P Iv, uu]] 

i" 

According to Fjortoft (1953), a nonlinear transfer of kinetic 
energy into or from an intermediate frequency mode occurs 
via a three-way interaction between modes having frequencies 
n, (n + m) and m respectively, such that the following relation 
is satisfied. 

n = ( n •  

<K. K(n)> can be further partitioned into two parts as 

(K. K(n)> = <K(m)" K(n)> + <K(0)' K(n)) (17) 

where <K(m) �9 K(n)) is the transfer of energy into frequency 
n by interaction amongdifferent frequencies excluding 0 (time 
mean). While <K(0) . K(n)> is the transfer of energy into 
frequency n by interaction between the stationary (time mean) 
flow and frequency n. 

By definition, <K(m) �9 K(n)> is given as 
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