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Summary 

This paper is concerned with the simulation of deep convection 
for the CCOPE 19 July 1981 case study. Clark's three- 
dimensional (3D) cloud model modified to use the bulk water 
parameterization scheme of Lin et al. has been used in the 
simulation of the CCOPE 19 July 1981 case in coarse mesh, 
fine mesh, and interactive grid nested schemes, respectively. 
Comparisons with observations show this 3D grid nested 
cloud model is capable of both capturing both the dynamic 
and microphysical properties of the cloud. 

In the nested grid fine mesh model simulation, the timing 
and mode of cloud growth, the diameter of liquid cloud, the 
cloud top rate of rise, the maximum cloud water content, and 
the altitude of first radar echo are consistent with observations. 
The simulated thunderstorm begins to dissipate after precipi- 
tation reaches the ground as indicated by the decreasing 
values of maximum updraft and maximum liquid cloud water 
content, and ends as a precipitating anvil as was observed in 
the actual thunderstorm. The model precipitation developed 
through ice phase processes consistent with the analysis of 
observations from the actual thunderstorm. 

Qualitative comparisons of the actual radar RHIs with 
simulated reflectively patterns from the 3D model show 
remarkable similarity, especially after the mature stage is 
reached. Features of the actual RHI patterns, such as the 
weak echo region, upshear anvil bulge, strong upwind reflecti- 
vity gradients, and the upwind outflow region near the surface 
are reproduced in the simulation. Comparison of the actual 
radar PPIs with horizontal cross sections of radar reflectivity 
simulated by the 3D model, however, show modest differences 
in the storm size with the 3D simulated thunderstorm being 
1 2kin longer in the west-east direction than the actual 
thunderstorm. The model-predicted maximum updraft speed 

is smaller than the 2D model-predicted maximum updraft 
speed, but still greater than what was observed. 

Comparisons among the nested grid fine mesh model (MB), 
nested grid coarse mesh model (MA), fine mesh model (FM), 
coarse mesh model (CM), and 2D model results previously 
published show that the nested grid fine mesh model (MB) 
gives the best simulation result. The various 3D model 
simulation results are generally similar to each other except 
for the difference in the domain maximum values. The domain 
maximum values in the fine mesh models (MB and FM) are 
generally higher than the coarse mesh models as a result 
of averaging over a smaller area. 

1. Introduction and Background 

Clouds are t remendous ly  complex dynamic  systems. 
D u e  to their  large scale and  their  complexi ty ,  
deta i led m e a s u r e m e n t s  of every aspect  of a c loud  

or a l a b o r a t o r y  p r o d u c e d  c loud are imposs ib le  as 

the s tandard  means  for exploring clouds. Therefore, 
numer ica l  s imula t ion  is necessary  for a be t te r  
unde r s t and ing  of  the physica l  charac ter i s t ics  and  

dynamics  of  a cloud. 
Howeve r ,  the l imi ta t ions  of present  c o m p u t e r  

capab i l i ty  impose  severe cons t ra in t s  on  c loud 
model ing ,  especial ly on th ree -d imens iona l  (3D) 
c loud  model ing .  As a result, all c loud  processes  
c a n n o t  be inc luded in detail  and  s implif icat ions 
mus t  be made.  I t  is i m p o r t a n t  to de te rmine  whether  
convec t ion  can  realist ically be s imula ted  in spite 
of  the s implif icat ions appl ied  in c loud models .  
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Since the realistic simulation of convection is a 
prerequisite for the application of cloud models in 
important areas like cumulus transport and the 
prediction of the amount and distribution of pre- 
cipitation, the verification of 3D cloud models 
against observations is necessary and desirable. 

Over the past two decades, many 3D simulations 
have been presented; only a few of these many 
studies are mentioned in the following brief review. 
The general practice of verifying cumulus models 
has been the comparison of some of the numerical 
results against typical magnitudes of observed 
variables in convective clouds. Steiner (1973), 
Cotton and Tripoli (1978), and Schlesinger (1978) 
found general agreement in liquid water content 
and cloud circulations between simulated results 
and those obtained from observations made in a 
number of clouds. Miller (1978) and Clark (1979) 
focused their attention on the comparison with 
multicellular storms (they studied different storms). 
Although qualitative agreement was found in rain- 
fall patterns, cloud water content, and updraft 
structures, quantitative discrepancies did exist, 
particularly in storm duration (Miller, 1978) and 
storm propagation speed (Clark, 1979). Smolar- 
kiewicz and Clark (1985) simulated a field of clouds 
for a particular day from the 1981 CCOPE project 
and found close agreement between observations 
and model results in the global characteristics of 
the cloud field structure, type of clouds, sky cloud 
coverage, and time evolution of the whole field. 
Redelsperger and Lafore (1988) simulated a tropical 
squall line. Their simulation exhibited the cir- 
culation pattern characteristic of a squall line and 
reached an intensity in agreement with observations 
after they included the forcing induced by the rear 
inflow jet. 

In a different type of comparison, Schlesinger 
(1984) compared 2D and 3D model storm simula- 
tions and concluded that the updraft in the 2D 
storm is much weaker than the updraft in the 3D 
storm. Orville (1985) disputed these conclusions 
and criticized Schlesinger for such sweeping con- 
clusions based on only two cases. 

The present paper is concerned with a 3D cloud 
model simulation of deep convection for the 
CCOPE 19 July 1981 case study. This CCOPE 
case has also been simulated using an electrified 
version of the IAS two-dimensional, time-dependent 
model by Helsdon and Farley (1987a, b). Some of 
the results of that study are summarized in this 

paper. A brief description of the Clark three- 
dimensional cloud model as applied in this study 
is presented in section 2, followed by a summary 
of the CCOPE 19 July 1981 observational results 
in section 3. In section 4, a detailed comparison of 
model results and observations combined with 
discussion is presented. Finally, a summary is 
presented in section 5. 

2. Brief Description of the Model 

2.1 Overview 

The three-dimensional cloud model has been 
developed by Clark and associates (Clark, 1977, 
1979, 1982; Clark and Farley, 1984). The model 

uses the deep anelastic equations of Ogura and 
Phillips (1962). Sub-grid scale turbulance is 
parameterized according to the first-order theory 
of Smagorinsky (1963) and Lilly (1962). The eddy 
mixing coefficients are functions of the flow field 
and the local Richardson number, so that both 
wind shear and thermal stability determine the 
magnitude of the coefficients. Open (radiation) 
boundary conditions are used at the side bound- 
aries. 

Clark's 3D model originally employed bulk 
water microphysics similar to Kessler (1969) for 
cloud water and rain mixing ratios. Recently, 
Farley has modified this 3D model to use the bulk 
water parameterization scheme ofLin et al. (1983), 
plus secondary ice production as described by 
Aleksi6 et al. (1989), and graupel/hail fromation 
via snow (of a certain critical size) accreting super- 
cooled cloud water as explained by Farley et al. 
(1989). The Linet al. (1983) microphysical scheme 
employed in the model is based on concepts 
sugges ted by Kessler (1969) and divides water and 
ice hydrometer into five classes: cloud water, cloud 
ice, rain, snow, and high density precipitating ice 
(graupel/hail). These five classes of hydrometeors 
interact with each other and water vapor through 
a variety of crude parameterizations of the 
physical processes of condensation/evaporation, 
collision/coalescence and collision/aggregation, 
accretion, freezing, melting, and deposition/subli- 
mation. Rain, snow, and graupel/hail, which are 
assumed to follow inverse exponential size distri- 
butions, possess appreciable terminal fall velocities. 
Cloud water and cloud ice have zero terminal 
velocities and thus travel with the air parcels. For 
a detailed discussion of the microphysical processes 
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and parameterizations employed in the model, the 
reader is referred to Wisner et al. (1972), Orville 
and Kopp (1977), and Lin et al. (1983). 

A two-way interactive grid nesting framework 
has been applied in the model (Clark and Farley, 
1984); the grid nesting allows one to focus on 
desired regions of the domain and obtain higher 
spatial resolution with greater computational 
efficiency. The grid nesting is accomplished by 
running several models in parallel in an interactive 
sense. The same program code is used for each 
model by simply "switching" the implied dimensions 
and other relevant variables at the beginning of a 
model's time integration. Further discussion and 
the basic equations are given in the above citations. 

2.2 Numerical Approximations and Boundary 
Conditions 

2.2.1 Numerical Approximations 

This three-dimensional cloud model is a finite 
difference model. The equations in the model are 
approximated in flux conservative form on the 
staggered-grid mesh of Harlow and Welch (1965), 
also known as the Arakawa C-grid. The model 
dynamics are solved using the second-order 
quadratically conservative scheme of Arakawa 
(1966) and Lilly (1965) for the spatial derivative 
terms, and a second-order leapfrog scheme for the 
time tendency terms. The newly added water 
substance and other scalar fields are treated with a 
modified upstream differencing scheme advocated 
by Smolarkiewicz (1984) and Smolarkiewicz and 
Clark (1986). 

2.2.2 Inner Model Boundary Conditions 

Figure 1 shows a schematic representation of the 
grid structure for two models using a nesting ratio 
2:1. The inner nested model derives its boundary 
conditions from the solution of the outer model. 
Four dynamic terms are required for solution of 
momentum equations at each of the six boundary 
planes of the inner model. For example, at x = x 0, 

we need # ' u  at t = (r + 1) At, and #~uX~ ~, v, and co 
at x = x o - Ax/2,  t = rAt .  Here the Shuman type 
linear operator 

for the arbitrary variable q~ and dimension r/was 
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Fig. 1. A two-dimensional schematic of the staggered grid 
structure for two models with two-to-one nesting ratio. The 
circles mark the CM model positions of 0, p, and P, and 
the crosses mark the velocity component positions. Dots 
mark the FM model scalar variables, and arrows mark the 
velocity component positions. [From Clark and Farley, 1984] 

used. In treating the mixing terms at the inner 
model boundaries, the normal derivative of the 
eddy coefficient is taken to be zero. Scalar quantities 
such as 0 or moisture are obtained by extrapolation 
from the coarser model; in the case of scalars, only 
the value at x = x o - Ax /2  type boundaries need 
be specified. 

2.2.3 Outermost Model Boundary Conditions 

For the outermost model, the boundary conditions 
on the velocity components (u, v, co) and potential 
temperature 0 at the upper and lower boundaries 
are taken as 

~z 020 O a t z = O ' H  (1) 
co  = ( Xu) = O z  2 - 

Here we have assumed zero normal velocity gradi- 
ent conditions. The condition on 0 and other scalars 
in (1) is actually applied at z = + Az/2; H - Az/2. 
Equation (1) is used primarily for the advection 
terms, Coriolis terms and buoyancy terms, and to 
provide a local structure to u and v at z = 0. Because 
(1) becomes inconsistent with momentum exchange 
between the surface and near surface air as Az --, O, 
the surface stress is treated by a drag law formulation 
such that 

{~13 =�89 
z23=�89  a t z = 0 .  (2) 

In (2), CD is drag coefficient, V~ the horizontal 
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velocity vector tangent to the surface [which from 
(1) is equivalent to the velocity at z = Az/2], p is 
the air density, and i,j are unit vectors in the x and 
y directions, respectively. At z - H, both -c~3 and 
~23 are put equal to zero. 

The surface sensible heat flux is specified either 
as zero or, as in Clark and Gall (1982), to non-zero 
values dependent upon the incident solar short- 
wave flux. 

Near the model top, a region of Rayleigh friction 
is employed to absorb vertically-propagating 
gravity waves. Grid nesting is avoided in regions 
of the absorber. 

The lateral boundary conditions are treated using 
a combination of specification and extrapolation. 
At outflow boundaries, the normal velocity 
component is calculated using the extrapolation 
procedure of Orlanski (1976). All other field values 
are obtained by taking one-sided "averages" of the 
advection equations. At inflow boundaries, the 
normal velocity is treated by a combination of the 
Orlanski scheme and time relaxation to environ- 
mental values, as in Clark (1979, 1982), Clark and 
Gall (1982), and Kurihara and Bender (1983). All 
other field values are set equal to their respective 
environmental values at the inflow boundaries. 

2.2.4 Grid Nesting Considerations 

An important consideration for application of grid 
nesting is the reversibility of the averaging and 
interpolation formula. In other words, the inter- 
polation formula used to derive the boundary 
conditions from the coarse mesh (CM) for use in 
a fine mesh (FM) model must be consistent with 
the operators used to average the FM data back 
to the CM resolution. For details of the treatment, 
the reader is referred to Clark and Farley (1984). 

3. Summary of the Observations 

The cloud in question for the following discussion 
was observed during the CCOPE project on 19 
July 1981. On that day, the microphysical and 
electrical life cycle of an isolated cumulus congestus 
was investigated using four powered aircraft, an 
instrumented sailplane, and two meteorological 
radars with Doppler capability. The observations 
commenced very early in the life of the cloud when 
the radar reflectivity was below the detection limit 
of - 5 dBz. The measurements continued for 40 min, 
through the period of active growth during which 

the storm grew into a small electrified cumulo- 
nimbus with radar reflectivity up to 55 dBz, and 
then into the dissipating stage when only a precip- 
itation trail remained. The results of the NCAR 
sailplane ascent were first presented by Jones 
et al. (1982), and the preliminary analyses of the 
Desert Research Institute Aerocommander data 
were discussed by Gardiner et al. (1985). More 
recently, Dye et al. (1986) have presented a 
comprehensive synthesis and analysis of the 
majority of the data pertinent to the investigation 
of the 19 July storm, to which the reader is referred 
for details. These analyses have led to the char- 
acterization of the cloud and its evolutionary 
history. It also should be noted that this cloud was 
a study case for both International Cloud Modeling 
Workshops in 1985 and 1988, respectively, (WMO, 
1986, 1988). A brief summary made by Helsdon 
and Farley (1987a) will be quoted at this point for 
convenience. 

'The cloud was found to exhibit a single-cell life 
cycle, growing in a moderately unstable environ- 
ment that was characterized by weak wind shear. 
It underwent a rapid growth phase after the cloud 
top reached the - 2 2  ~ level. Cloud base was at 
3.8 km above mean sea level (MSL) (+ 1 ~ and 
the cloud top reached a height of about 10.5 km 
( - 4 8  ~ The liquid cloud was between 6 and 
8 km in its maximum horizontal dimensions at all 
levels and had an adiabatic core (with liquid water 
contents reaching 2.75 g m-  3) up to at least 7 kin. 
The in-cloud 0 ~ isotherm was found to be at 
4 km in the updraft core. Updrafts at cloud base 
were between 1 and 5ms-~,  and the in-cloud 
values during the strong growth phase ranged 
from 10 to 15 m s-1. Doppler analysis showed a 
convergent layer in the lower half of the cloud 
which ascended and increased in depth with time 
until dissipation began, at which time the con- 
vergence began to disappear. On the basis of 
hydrometer measurements, which showed that the 
only identifiable liquid particles were cloud droplets 
with diameters typically less than 20/~m, it has 
been inferred that the formation of precipitation 
took place through ice processes. This has been 
found to be typical of cumulus clouds of this type 
in the High Plains." 

Many of the observational features were 
captured in the two-dimensional (2D) simulation 
reported in Helsdon and Farley (1987a, b). One 
impetus for the application of the 3D model to 
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this case was to see how well the 3D model could 
do in similar comparisons and what additional 
comparisons could be made with the observations. 
In the comparisons which follow, all 2D results 
cited are from Helsdon and Farley (1987a). 

4. Results and Discussions 

4.1 Description of the 3D Model Experiments 

The modified form of Clark's 3D cloud model 
described in section 2 has been tested under three 

different grid meshes. First, the model was run 
wi th  a coarse mesh, the grid interval being 800 
meters in both x and y directions and 500 meters 
in the z direction; hereafter we will refer to the 
coarse mesh test as CM. Second, the model was 
run with a fine mesh, using grid intervals of 400 
meters in both x and y directions and 250 meters 
in the z direction; hereafter we will refer to the 
fine mesh test as FM. Third, a nested model 
calculation was executed with the fine mesh version 
and the coarse mesh version run simultaneously, 

Table 1. Basic Information on the Numerical Experiments 

Experiment Domain NX, NY, NZ Ax, Ay, dz At 
(kin) (m) (sec) 

2D 19.2 • 19.2 97, 97 200, 200 variable 
3D/CM 40 x 40 x 20 52, 52, 42 800, 800, 500 6 
3D/FM 20 x 20 x 15 52, 52, 62 400,400, 250 6 
3D/MA* 40 x 40 x 20 52, 52,42 800, 800, 500 6 
3D/MB* 20 x 20 x 10 52, 52, 42 400, 400, 250 6 

* Interactive case. 

I DO 

200 

300 

400 

5OO 

6DD 

70O 

6OO 

9OO 

lOOO 
Fig. 2. The 1440 MDT Miles City, 
Montana, sounding for 19 July 198l 
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interacting with each other; hereafter we will refer 
to the fine mesh interactive results as MB and the 
coarse mesh interactive results as MA. [Note  that 
both of these results come from the same run.] 
Table 1 provides some basic information about  
the cases discussed in this section. 

The base state of the atmosphere for these model 
runs is taken from the 1440 M D T  sounding at 
Miles City, Montana,  on 19 July 1981. This 
sounding of temperature and moisture, shown in 
Fig. 2, represents the atmosphere approximately 

1.5 hours prior to the formation of the observed 
cloud and was taken approximately 35 km to the 
east of the initial cumulonimbus development area. 
The input sounding for the 3D model runs (Fig. 3) 
is modified from the original sounding to make 
the cloud base in closer agreement with what was 
observed. The Galilean transformation applied to 
allow for grid translation assumes storm motion 
from 300 ~ at 9 m s-  1 

The development of the clouds in all 3D model 
runs were triggered by perturbations of the envi- 
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Fig. 3. Model input environmental conditions for the 19 July 1981 CCOPE case: (a) temperature; (b) water vapor mixing ratio; 
(c) and (d) the x and y components of the wind velocity, respectively. The sounding (Fig. 2) was modified to agree with observed 
cloud-base temperature and pressure 
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ronmental temperature and humidity at time zero 
in these models. The warm moist bubble had a 
combination of a 2 ~ maximum amplitude in 
temperature and a 5% maximum increase in water 
vapor, and was placed in the horizontal center of 
each model domain. This bubble was in the shape 
of a sphere with a radius of 3 km and was centered 
at 3.5kin above the ground. The amplitude of 
the perturbations decreased in proportion to the 
square of the distance away from the center of the 
bubble. 

Table 2. Cloud Top Development 

Time Cloud top height (km) 
(rain) Nature MA MB CM FM 

8-1618 7.2 7.0 6.9 7.0 6.9 
12-1622 8.2 8.6 8.4 8.6 8.4 
16-1626 9.7 10.1 9.9 11.5 10.2 
20-1630 10.5 l l . l  10.9" 12.3 11.4 
24-1634 10.6 ll .6 11.4" 12.1 11.7 
28-1638 10.6 11.6 11.4" 12.1 11.4 

* This is an estimated value. 

4.2 MB Simulation Results and Discussions 

4.2.1 Establishment of Reference Time 

Since we are trying to make the comparison between 
model clouds and the observed cloud as detailed 
as possible, a timing reference must be established. 
The timing correspondence was based on the 
comparison of the history of cloud top develop- 
ment for the observed cloud and all 3D model 
clouds and is presented in Fig. 4 and Table 2. In 
order to make the model cloud top development 
close to the observed cloud top development, the 
model time of 0 min is set equivalent to Mountain 
Daylight Time (MDT) 1610. Helsdon and Farley 
(1987a) developed a similar timing reference based 
on the beginning of a rapid growth phase; this 
rapid growth phase was quite distinct from the 
earlier period of more subdued cloud growth and 
was consistent with the discussion in section 3. In 

13: , , , , , , , , , I , , , , , , , , , I , , , , , , , , ' ~  

~ 1 1 -  

~ 1 0 -  
I 

~ 9  
I 

~ s  

~ 7  
. . . . .  NATURE 

0 . . . . .  MA 

0 6 ~ C M  
FM 

16t0 1620 1 6 3 0  540 
TIME ( MDT ) 

Fig. 4. Cloud top height versus time for the observed cloud 
and all 3D model clouds 

the 3D model cases, the cloud grows quite rapidly, 
but a distinct rapid growth phase is not readily 
discernible because the earlier cloud growth was 
not markedly subdued as in nature and the 2D 
simulation. 

4.2.2 General Appearance 

In the following three subsections, the 3D model 
results are presented, with special emphasis given 
to the nested grid fine mesh cloud model experi- 
ment (MB). 

The cloud life cycle is depicted in Fig. 5, which 
shows 3D perspectives of the simulated cloud at 
4 rain intervals starting at 4 rain simulation time 
(1614 MDT). The perspectives were produced by 
plotting the surface of the combined cloud water 
and cloud ice field at qcw + qo  = 0.1 gkg-1. Note 
that the top of the cloud extends beyond the MB 
model top at 20 min. The results from MA for the 
time period 20-40min are shown in Fig. 6. A 
much more detailed cloud appearance and 
evolution are depicted in Fig. 7, which displays 
simulated west-east vertical cross sections of the 
cloud including precipitation and storm-relative 
wind vectors for case MB. Information concerning 
the plotting symbols is given in the figure caption. 

From Figs. 5 and 7 we see that the simulated 
cloud is a single cell storm. Initial cloud formation 
was at 4 min (1614 MDT). The cloud grows quickly 
and expands its size until 16 rain (1626 MDT); then 
the upper level cloud spread horizontally very 
quickly. The main fallout of precipitation (graupel 
and rain) occurs between 24 and 36 min (1634-1646 
MDT). By 40min (1650), the lower level clouds 
start to disappear and the anvil is the dominant 
remaining cloud form. The initial precipitation 
formed was snow, with 0.068gkg-1 indicated 
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3D DEPICTION OF TOTAL CLOUD VtEWED FROM NE 
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I 

J 

<____ 32...- I ~  ~ - - ~  
J 

Fig. 5. The three-dimensional perspectives of the stimulated cloud at 4-rain intervals starting at 4 min through 40 rain simulation 
time for case MB. Perspectives are viewed from northeast and do not include precipitation 

between 6 and 7km MSL at 8min (1618 MDT). 
At that time, no radar echo was detected, as indi- 
cated by observations. Figure 8 shows the initial 
simulated radar reflectivity in excess of 20dBz 
which occurred at 12-1622 with a maximum value 
of 26dBz near 7.5 km MSL. The radar echo is 
associated with the formation of snow because no 
other precipitation forms were found at that time. 
The first 5 dBz return occurred just after 10 min 
(1620) at 7 km (MSL), which is close to the observed 
first echo height, although it occurred 3 min sooner 
than observed. 

The cloud-base altitude maintains itself at 3.8 km 
MSL throughout the simulated cloud development 
in agreement with the observations. Since the 
domain of MB is not high enough to keep the 
cloud top in it, the final simulated cloud-top height 
cannot be detected from MB. For  Table 2, we have 

predicted the simulated cloud top for MB based 
on similarities of contours and contour gradients 
compared to MA and FM, and arrived at an 
estimate of 11.4 km. Therefore the simulated cloud 
top is less than 1 km higher than 10.6kin, the 
observed maximum cloud top height, and 0.4 km 
higher than the value that one would expect based 
upon parcel theory applied to the sounding. It 
should be noted, however, that the available 
information about the cloud top is not  nearly as 
well documented as the cloud-base height as 
indicated in Helsdon and Farley (1987a). 

The precipitation processes becomes active 
through an ice phase path. The cloud ice, which 
first formed around 6-1616, grows and transforms 
to snow. At 13-1623, graupel/hail has formed 
through riming of the snow particles and by 
16-1626 begins to fall out on the downshear side 
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3D DEPICTION OF TOTAL CLOUD VIEWED FROM NE 
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Fig. 6. As in Fig. 5, but for case MA for the time period 20 to 40 min simulation time 
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Fig. 7. Simulated west-east vertical cross sections of the cloud, including precipitation and storm-relative wind vectors at 
Y= 20 km for case MB. Solid lines indicate cloud outline (qcw + qcs > 0.01 g kg - 1); S, snow ( > 0.5 g kg -  1); asterisks, graupel/hail 
( >  0.5 g kg -  1); and heavy dots, rain ( >  0.5 g kg -  1). Times are indicated in the upper left-hand corner of each frame�9 All heights 
are above ground level (AGL = MSL - 800m) 
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of the updraft. As the graupel/hail shower falls 
below the melting level, near 4.1 km MSL in the 
environment, melting begins to occur, leading to 
the formation of rain as indicated at 20-1630. 
During the period from 24-1634 through 28-1638, 
we see that the precipitation process acts to erode 
away the lower portion of the cloud, while the 
anvil continues to grow and spread downwind. 

Another observable which can be determined 
from examination of Fig. 7 is the lateral extent of 
the liquid cloud. Dye et al. (1986) report that 
the maximum visual and radar storm diameter at 
mid-levels was about 6 kin. By examining the cloud 
dimensions at various times in the region between 
4 and 5 km AGL, which is below the ice-dominated 
anvil region, we see the maximum liquid cloud 
dimension is about 6 kin. 

4.2.3 Microphysical and Dynamic Comparisons 

Figure 9 shows the temporal evolution of the 
maximum cloud water mixing ratio for 3D cases 
MA and MB. The maximum cloud water mixing 
ratio predicted by the model (MB) is 5.6 g kg - 1 at 
an altitude of 8.2 km MSL (p = 0.48 k g m  -3) at 
15-1625, which corresponds to a water content of 
2.7 g m -3. This high liquid water region occurs 
just above the maximum updraft in the updraft 
core, and the height and the value of the maximum 
decrease thereafter. According to Fig. 7 of Dye 
et al. (1986), the sailplane encountered its maximum 
liquid water content (LWC) of 2.5 g m-3  at 7 km 
(p = 0.587 kg m-3) and 20-1630. This is lower and 
later than the altitude and time of the model 
maximum. The model cloud liquid water mixing 
ratio at a height of 7kin and time 20-1630 is 
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Fig. 9. Plots of domain maximum cloud water mixing ratios 
for cases MA and MB in grams per gram, as function of time 

between 2.5 and 3 g kg-1 which corresponds to 
LWCs of 1.47 and 1.76 g m-3,  respectively. The 
maximum liquid cloud water mixing ratio at that 
time is 3.9 g kg - 1 (2.33 g m - 3), and is 0.6 km lower. 
By examining the model output, we find that the 
maximum cloud water content was simulated quite 
well; however, the modeled cloud grows faster and 
is dynamically more active than the observed cloud. 

Another feature which can be determined from 
the model output is the drying out of the cloud. 
The cloud water mixing ratio reaches its maximum 
at 15-1625, 1 rain after the peak updraft speed 
(Fig. 10). Subsequently, a dramatic decrease in 
both the maximum cloud liquid water and updraft 
takes place. Examination of the model output of 
the cloud water field at 16-1626 (Fig. 11) reveals 
that the reduction in maximum cloud liquid 
and the decrease of the updraft at that time are 
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Fig. 10. Plots of domain maximum updraft speed in meters 
per second as functions of time for cases MA and MB 
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Fig. 11. Model output of west-east vertical cross section of 
cloud water field for case MB at Y=20km and at time 
16-1626. The contour interval is 0.5 g kg- l. The dashed line 
indicates the cloud boundary (0.01 g kg-1) 
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Fig. 13. Simulated west-east vertical cross section ofgraupel/ 
hail field for case MB at Y=20km and at 16-1626. The 
contour interval is 0.125 g/kg 

the results of entrainment of ambient air. The 
maximum cloud water mixing ratio, however, 
increased slightly again about 18-1628. For our 
purposes, we determine the time the cloud starts 
drying out based on the beginning of a sustained 
decrease in maximum cloud water mixing ratio at 
mid levels. For MB, this occurs at 22-1632. The 
comparison of simulated cloud liquid desiccation 
with observation is quite favourable. Dye et al. 
(1986) estimated from aircraft data and time lapse 
photographs that the actual cloud desiccation 
commenced around 1632. 

The first appearance of significant graupel/hail 
in the simulation is seen in Fig. 12 to occur at 
14-1624, The sailplane detected a single 3.6-mm 
ice particle in the updraft at an altitude of 4.8 at 
16-1626. TheKing Air, operating at 6 kin, detected 
a 1.6-mm image between 1622 and 1623 and a 
2.2-mm image on its next pass, between 1625 and 
1626. From Fig. 13, which is a vertical cross section 
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Fig. 12. Plots of domain maximum graupel mixing ratios in 
grams per gram as functions of time for cases MA and MB 

of model predicted graupel/hail mixing ratio at 
16-1626, we see that a hypothetical airplane at 
16-1626 would likely detect graupel/hail between 
5.8 to 6kin MSL and downwind of the main 
updraft. 

Figure 10 shows the evolution of maximum 
vertical velocity. The vertical velocity rapidly 
increased to its maximum value in the first 14 
minutes of the simulation. The cloud growth rate 
is very rapid during this time. By 14-1624, the 
cloud top reached a height of 9 km MSL. A calcula- 
tion of the cloud top rise rate based on the data 
in Table 2 leads to values of 3.3-7.1 m s- 1, which 
compares favorably with the 4-7 m s- t calculated 
from data in Jones et al. (1982). 

As explained by Helsdon and Farley (1987a), 
the comparison of the simulated maximum updraft 
speed with the observations is not as easy as with 
some other observables due to the fact that the 
observable is available only at the time and place 
where the measurement is being made. The 
maximum updrafts speed achieved in the model 
simulation is 23.7 m s - i, which occurs at 14-1624, 
and an altitude of 7.8 km MSL. The maximum 
updraft encountered by the various aircraft pene- 
trating the storm are reported to be between I0 
and 15 m s-1. To make a better comparison, the 
model results at a distinct time and altitude are 
compared against the sailplane measurement, since 
the sailplane made its ascent in the main updraft 
of the cloud. 

According to Dye et al. (1986), the sailplane 
found sustained updrafts from 1619 to 1631 with 
maximum values of 3 to 5 m s- 1 at cloud base and 
10to 15ms -1 at 6 to  7km. Near 20-1630(7km), 
updraft speeds at 1 4 m s - l  were recorded. At 
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Fig. 14. Comparative plots of model-generated west-east vertical cross section of radar reflectivity at Y= 20 km (left panel) and 
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1 km. The CP-2 RHIs are extracted from Fig. 4 of Dye et al. (1986) 
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20-1630 in the model simulation, the maximum 
updraft was 14 m s-1 near 5.5 km MSL, which is 
about 1.5 km below the sailplane altitude. A 1-km 
cross section through the main portion of the 
model updraft at 7 km for 16-1626 yields speeds 
about 16ms -1, which is comparable to those 
measured. Examining the simulated cloud base 
updraft shows that the updraft speed near base 
ranges from 2 to 8 m s- 

Finally, Dye et al. (1986) estimate that the decay 
of the updraft began around 24-1634 MDT. As 
can be seen in Fig. 10, the sustained decay of the 
updraft in the simulation (except for that caused 
by entrainment as discussed earlier) commences 
at 25-1635. The decay starts at near the right time 
but decreases at a slower rate than was observed. 

4.2.4 Radar 

Figure 14 shows a side-by-side comparison of 
modeled and observed radar reflectivity profiles 
at four comparable times. The left-hand column 
in Fig. 14 contains the model simulated radar 
reflectivity; the contour interval is 4dB and the 
outer contour has a value of 4 dBz. The right-hand 
column in Fig. 14 contains range-hight indicators 
(RHIs) extracted from Fig. 4 of Dye et al. (1986). 
The contour interval is 15 dB except for dashed 
lines, which are labeled, and the outer contour is 
- 5 d B z .  Figure 14 is presented for qualitative 
comparisons only because the magnitude of the 
radar reflectivity factor, as calculated in bulk water 
simulations, are typically overestimated (Smith 
et at., 1975). 

Looking at the first pair of plots, with the model 
plot taken at 12-1622, which is about 2 minutes 
later than the CP-2 RHI data, we note the simulated 
radar echo and actual CP-2 RHI radar echo bear 
the same pattern. The altitude of the maximum 
echoes in the middle of the cloud above the main 
updraft is higher than the echoes at the sides of 
the clouds in both model and actual radar echoes. 

At 16-1626, we note the strongest echoes are 
located at the same altitudes, about 7km MSL, 
which is associated with the maximum graupel/hail 
field in the model. Also note that at 16-1626, the 
altitude of the radar echo in the middle of the cloud 
is no longer higher than the edges. By examining 
the model snow and graupel/hail fields (Figs. 13 
and 15), we see that the updraft underneath the 
middle of the cloud is weaker than it is in other 
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Fig. 15. Simulated west-east vertical cross section of the snow 
field for case MB at Y= 10kin and at 16-1626. Contour 
interval is 0.125 g/kg 

regions, and the boundary of the snow field and 
boundary of the graupel/hail field show the same 
patterns as the radar echo. 

Looking at the third pair of plots, for which the 
simulated radar echo is about 2 minutes earlier 
than the actual CP-2 RHI, we see that there exists 
a great deal of similarity between the model results 
and the actual CP-2 RHI, especially the shape of 
the radar echo outline. A notable exception is the 
maximum echo region, which is associated with 
the graupel/hail shower and which is lower in the 
simulation than in the real cloud, although 
horizontally its position matches well with respect 
to other identifiable features. By examining the 
model output, we see the high level indentation on 
the left side of the cloud (about 7.5 km MSL) is 
associated with the ambient air entrainment, and 
the low level weak-echo region on the left part of 
the cloud (about 4.8 km MSL) is associated with 
the inflow feeding the updraft. 

Looking at the fourth pair of plots, with the 
simulated radar echo again about 2 minutes earlier 
than the actual CP-2 RHI, we see that there are 
two precipitation shafts in the CP-2 RHI and they 
seem to be merging as they approach the ground. 
In the simulation, there is only one precipitation 
shaft, although it matches the upwind shaft in 
the RHI. The outflow regions on both sides near 
the ground are evident in both the simulation and 
the RHI, as is the anvil. Also the strong reflectivity 
gradients present near the cloud edge are evident 
in both panels. 

Figure 16 shows a side-by-side comparison of 
horizontal cross sections of radar reflectivity for 
the modeled cloud and actual CP-2 PPIs extracted 
from Fig. 4 of Dye et al. (1986). The contour 
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Fig. 16. Comparative plots of model-generated horizontal cross-sections (left panel) and actual CP-2 PPIs (right panel). Model 
plots have 4-dB contour intervals. CP-2 PPIs have 15 dB contour intervals except for the dashed lines. Tick marks are at every 
1 km. The CP-2 PPIs are extracted from Fig. 4 of Dye  et al. (1986) 

intervals are the same as used in Fig. 14. For the 
model cross sections, the first three pairs of plots 
are taken at 5.8 km MSL, whereas the last two 
plots are taken at 3.8 km MSL. 

The first pair of plots show the radar echo 
patterns at 16-1626. The heavy dotted line in the 
model plot is the 0.01 g kg-  1 contour of the snow 
field. At this time, the size of the simulated and 
observed clouds are quite comparable, except the 
maximum radar reflectivity regions are different. 
By examining the simulated snow field and 
graupel/hail field at the same time and altitude, 
we see that the maximum radar reflectivity region 

is associated with the maximum graupel/hail field. 
Thus the maximum graupel/hail field must have 
been shifted from what was observed in the early 
stage. 

The second pair of plots show the radar echo 
patterns at 20-1630. Note that the shape of the 
two radar echoes are comparable, except the simul- 
ated radar echo is elongated in the X-direction, 
being 1 to 2 km larger than observed. 

In the third pair of plots, the simulated radar 
echo is taken at 28-1638, about 1 rain earlier than 
the time of the observation. Comparison shows 
that the left part of the simulated radar echo does 
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not appear in nature. If we ignore the left part of 
the simulation, then the radar reflectivity com- 
parison is quite good regarding the packing of the 
isopleths and the storm size. 

The last two simulated plots of radar echo are 
taken at 20-1630 and 28-1638, which are both 
within I min of the observation times. By 
examining the last two pair of plots, we see that 
the model simulated radar echoes show "hook" 
patterns which are not observed in the actual CP-2 
PPIs. The storm dimension is comparable in the 
north-south direction, but larger than what was 
observed in the west-east direction. 

4.3 2D and Other 3D Model Simulation Results 

Figure 3, in Helsdon and Farley (1987a), shows 
the evolution of the cloud for the 2D model 
simulation. Comparing that figure with Fig. 7, we 
see that in addition to the lower cloud base height 
in the 2D model simulation, these model simulated 
clouds are quite different especially in the early 
stages. The slow cloud growth characteristics of 
the early stages in the 2D model simulation are not 
indicated in any of the 3D model simulations. The 
appendage which appeared on the upshear side 
against the environmental flow between 4 and 
6 km AGL (1623-1629)in the 2D model simulation 
does not exist in the 3D simulations. The cloud 
structures, however, show favorable similarity 
after 1630. Both simulations indicate the main 
updraft on the upshear (left) side of the cloud 

and the precipitation fallout occurring on the 
downshear (right) side. There is an erosion of cloud 
below 6 km AGL on the downshear side during 
the mature phase, and both simulations indicate 
anvil extending downshear. The timing of the 
fallout of precipitation and the character of the 
precipitation are also quite similar during the 
mature phase. 

Table 3 shows an overall quantitative com- 
parison among the various 3D cases, the 2D 
simulation, and the observations. From this table, 
we can see that the fine mesh interactive 3D model 
simulation (MB) is better than the 2D model 
simulation and the other 3D cases in a number of 
respects. The simulation of cloud base height and 
maximum liquid cloud water content have been 
improved significantly. Additional discussion and 
results for these cases are given in a thesis by Wang 
(1989). 

Since there are many differences between the 
2D and 3D models as indicated in this paper and 
Helsdon and Farley (1987a), the difference in 
geometry in the two models should not be 
considered as the only cause of the differences 
between 2D model results and 3D model results. 
Slight differences in microphysics and numerics, 
differences in initial conditions, both wind and 
thermodynamics, spatial resolution, and grid 
structure are prime reasons for different results. 

A final note regarding the comparison between 
3D cases MB and FM illustrates another aspect 
and advantage of grid nesting. Figure 17 shows 

Table 3. Quantitative Comparisons Among the 3 D Cases ( M A, M B, C M, F M ), the 2 D Case (Helsdon and Farley, 1987a) and 
the Observations 

Feature MA MB CM FM 2D Observations 

Cloud base height (km) 3.55 3.8 3.55 3.8 2.8 3.8 
Maximum cloud top height (km) 11,6 11.4" 12.3 11.7 11.6 i9.6 
Cloud top rise rate (m s-2) 3-7 3-7 4-12 3-7 3-8 5-7 
Liquid cloud size at mid-levels (km) 6 6 6 6 6 6 
Maximum liquid water content (g m - 3) 1.82 2.33 2.12 2.30 4.08 2.50 

at 1630 and height (km) 6.3 6.4 6.3 6.8 6.2 7.0 
Time liquid cloud drying out begins 1632 1632 1628 1630 1630 1632 
Time of first graupel 1624 1624 1624 1624 1625 1626 
Maximum vertical velocity (m s-  2) 22.0 23.7 21.8 25.0 26.0 10-15 
Time updraft decay begins 1636 1638 1634 1636 1632 1634 
Cloud base updraft (m s-2) 2-8 3-10 2-7 2-8 1-7 1-5 
Time of first 5 dBz radar echo and height 1620 1620 1621" 1620 1620-1623 1623 

6.8 7.0 7.1" 6.8 7.0 7.0 

* Estimated values. 
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Fig. t7. West-east cross sections of total cloud field for cases 
F M  (a) and MB (b). The contour interval is 0.25 g kg 1 

west-east vertical cross sections of the total cloud 
field at equivalent y planes and at time 40-1650 
for cases MB and FM. The differences near the 
west boundary are obvious. The cloud cell near 
the west boundary in case FM is much stronger 
than the one in case MB. Looking at the wind 
vectors in Fig. 17, we see that this secondary cloud 
cell in case FM is associated with a fairly strong 
and erect updraft; this cell is much weaker in case 
MB and the wind vectors only give a hint to the 
presence of an updraft. The lower portion of the 
main cloud cell just to the right of the secondary 
cell is also considerably stronger in case FM. 
Because the main difference between the FM and 
MB cases is the location of the artificial lateral 
boundaries, we can conclude that the stronger 
updraft near the boundary in case FM is mainly 
the result of the numerical treatment of the 
boundary conditions and the proximity of these 
artificial boundaries to the physical phenomena 
being modeled. As the extra cloud cell near the 
west boundary is not evident in the observations, 

we can also conclude that the grid nesting improved 
the model performance in this respect. 

6. Summary and Conclusions 

In this paper, a modified form of Clark's 3D cloud 
model has been tested in various modes to simulate 
the life cycle of a small isolated Montana thunder- 
storm. The 3D cloud model used in this study has 
been developed by Clark and associates. Recently, 
Farley has modified this 3D model to use the bulk 
water parameterization scheme ofLin et al. (1983), 
plus secondary ice production and graupel/hail 
formation via snow (of a certain critical size) 
accreting supercooled cloud water. This model 
has been tested under three different grid meshes - 
coarse mesh CM, fine mesh FM, and one nested 
model calculation giving fine mesh interactive 
case MB and coarse mesh interactive case MA 
(both resulting from the same model run. In the 
nested grid fine mesh model simulation, the timing 
and mode of cloud growth, the liquid cloud size, 
the cloud top rise rate, the maximum cloud water 
content, and the altitude of first radar echo are 
consistent with observations. The simulated 
thunderstorm begins to dissipate after precipitation 
reaches the ground, as indicated by the decreasing 
values of maximum updraft and maximum liquid 
cloud water content, and ends as a precipitating 
anvil, as was observed in the actual thunderstorm. 

The ice phase plays a significant role in the 
microphysics of this thunderstorm. The model 
precipitation developed through ice phase processes, 
which is just like what happened in the actual 
thunderstorm suggested by the evidence from the 
observation data analysis. The simulated first 
radar echo occurred about 7 km MSL due to low 
density precipitation-sized ice particles which is 
consistent with observations. 

The model-predicted maximum updraft speed 
of 23.7 m s - 1 is smaller than the 2D model-predicted 
maximum updraft speed, but still greater than 
what was observed. As indicated by Helsdon and 
Farley (1987), however, the fact that the model- 
predicted maximum updraft speed is not evident 
in the observed data does not preclude such a 
maximum from having occurred in the actual 
cloud, although it is likely that the simulated 
maximum was overpredicted by the model. 
Comparisons with updrafts where the sailplane 
was, however, were much better. 
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The qualitative comparison Of the simulated 
and actual radar RHIs for the 3D simulated cloud 
shows remarkable similarity, especially after the 
mature stage is reached. Features of the actual 
RHI patterns, such as the weak echo region, 
upshear anvil bulge, strong upwind reflectivity 
gradients, and the upwind outflow region near the 
surface are reproduced in the simulation. The 
comparison of the simulated and actual radar 
PPIs for the 3D simulated cloud, however, shows 
differences in the storm size. The 3D simulated 
thunderstorm is somewhat larger than the actual 
thunderstorm which is well simulated in the 2D 
model simulation. 

The comparison among the 2D, MA, MB, FM, 
and CM model results shows that the nested grid 
fine mesh model (MB) gives the best simulation 
result. The various 3D model simulation results 
are generally similar to each other despite the 
difference in the domain maximum values. Domain 
maximum values for the fine mesh models (MB 
and FM) are generally higher than for the coarse 
mesh models as a result of averaging over a smaller 
area. The grid nesting improved the simulation 
results, as evident in Table 3. 

The most striking deficiency of the 3D simulations 
has been the overprediction of updraft strength 
and cloud top height. Additional experiments 
involving modifications to the initiating bubble 
and low-level moisture field indicated a relatively 
weak sensitivity to the character of the bubble,' 
whereas the low-level moisture supply exerted a 
more pronounced effect. Decreasing the low-level 
moisture by 0.5 g kg-  ~ to 6.5 g kg- 1 resulted in a 
slight lowering of cloud top although the maximum 
updraft decreased to 16ms -~, very near the 
observed maximum. Therefore, for the cases 
discussed in detail in this study it appears the 
amount of convective available potential energy 
(CAPE) is too high. 
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