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Using an Artificial Neural Network 
Hepatic Masses 

Philip S. Macl in and Jack Dempsey  

to Diagnose 

Using abdominal ultrasonographic data and laboratory tests, radiologists often find differential 
diagnoses of hepatic masses difficult. A computerized second opinion would be especially helpful 
for clinicians in diagnosing liver cancer because of the difficulty of such diagnoses. A back- 
propagation neural network was designed to diagnose five classifications of hepatic masses: 
hepatoma, metastic carcinoma, abscess, cavernous hemangioma, and cirrhosis. The network 
input consisted of 35 numbers per patient case that represented u!trasonographic data and 
laboratory tests. The network architecture had 35 elements in the input layer, two hidden layers 
of 35 elements each, and 5 elements in the output layer. After being trained to a learning 
tolerance of l %, the network classified hepatic masses correctly in 48 of 64 cases. An accuracy 
of 75% is higher than the 50% scored by the average radiology resident in training but lower than 
the 90% scored by the typical board-certified radiologist. When sufficiently sophisticated, a 
neural network may significantly improve the analysis of hepatic-mass radiographs. 

I N T R O D U C T I O N  

Diagnoses of liver cancers are based primarily on abdominal ultrasonography, a safe, 
routine, simple procedure that is continually undergoing technological improvement.1 
Our research deals with the specific problem of how to improve the diagnoses of hepatic 
masses using artificial neural networks trained on ultrasound data and laboratory test 
results. 

Artificial neural networks are solving problems that previous technologies have been 
unable to resolve satisfactorily, especially in the diagnosis of disease and other applica- 
tions involving pattem recognition. 2 An artificial neural network is an information- 
processing technique or a computer-based simulation of a living nervous system, with 
characteristics that come from a structure of many interconnected elements operating in 
parallel. 

With increased curative surgical techniques for primary and secondary hepatic neo- 
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plasms, clinical imaging tasks have become more exacting. 3'4 Neural networks can help 
solve that problem in radiology. Among the most significant therapeutic advances in the 
management of primary and metastatic hepatic neoplasms is the continued evolution of 
aggressive surgical techniques, s'6 Tumor detection, differential diagnosis of individual 
nodules, and mapping of the anatomic extensions of malignant disease are now routinely 
required. Related and unrelated liver substrate abnormalities such as cavernous heman- 
gioma and focal fatty deposits are often discovered and must be differentiated from 
metastatic deposits. Also, modern imaging methods such as magnetic resonance imaging 
(MRI) frequently display tiny nodules (<  1 cm) that often prove difficult to adequately 
characterize (micrometastases versus other types of lesions). 7 

Although no results have been announced on the specific use of a neural network in 
the diagnosis of hepatic masses, they have been published on related projects. Although 
no application was attempted, Boone, Gross and Greco-Hunt discussed the possibility of 
using neural networks in radiologic diagnosis, s They concluded that "developments in 
this area may ultimately affect radiology." 

Gross, Boone, Greco-Hunt, and Greenberg trained a neural network to choose 1 or 
more from 12 possible diagnoses based on 21 observations of neonatal chest radiographs. 9 
They concluded that a trained neural network has the potential to diagnose neonatal 
cardiopulmonary disorders "with a consistency approximately equivalent to that of pe- 
diatric radiologists." 

A prototype neural network was used to diagnose renal cancer in 52 kidney cases, lo 
While the approach to the renal cancer diagnosis was similar to our hepatic mass research, 
diagnosing renal masses is considered less demanding than diagnosing hepatic masses. 
Furthermore, no laboratory test data was used in the renal research. 

Mulsant 11 developed a backpropagation neural network that became increasingly 
proficient at clinical diagnosis of dementia, or irreversible deterioration of intellectual 
faculties from organic brain disorder. Mulsant concluded that neural computing can help 
diagnose difficult problems with its ability to learn from experience and to generalize. 

Other successful neural networks include emulation of biological system re- 
sponses, 12'13 forms of memory and REM sleep, 14 nonlinear Bayesian estimation from 
sparse data, 15 speech recognition, 16,17 hypertension, 18 and pathologic diagnoses based on 
110 radiographs of bone tumors. 19 In chemistry, various networks predict adverse drug 
reactions, physicochemical properties characteristic of a safe drug, product distributions 
from chemical reactions, and three-dimensional structures of proteins from amino acid 
sequences. 2° 

In summary, biologically inspired neural networks learn from experience, generalize 
from previous examples to new ones, and abstract essential characteristics from inputs 
containing irrelevant data. Once trained, a network's response can be partially insensitive 
to minor variations in input. This ability to see through noise and distortion to the pattern 
that lies within is vital to pattern recognition in a real-world environment. The network 
generalizes automatically as a result of its structure. 

M A T E R I A L S  A N D  M E T H O D S  

Most artificial neural networks are developed in software since conventional com- 
puters can implement most ANNs using an appropriate programming language. 21 After 
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success is proven, some networks are converted to hardware implementations (neuro- 
computers) to gain processing speed. 2 The majority of applications are either with neural 
network shells 22 or the C programming language for portability to various computers. 23 
The most successful algorithm in solving clinical diagnosis programs so far has been 
backpropagation. 24,25 

BrainMaker Professional version 2.02, a software shell designed for neural network 
applications, 26 was used to diagnose hepatic masses in our research. BrainMaker uses 
standard backpropagation, 27'2s which is the most widespread learning algorithm for mul- 
tilayered, straightforward connection. In considering what paradigm would be best for our 
hepatic mass application, standard backpropagation was chosen because of its successes 
in clinical diagnoses. Attributes of the hepatic mass application closely matched capabil- 
ities of the backpropagation paradigm. 21 Backpropagation has been applied to a wide 
variety of research applications, including medical diagnostics. 29 

Interpretation by a radiologist involves several steps. First, the ultrasound images 
from the patient's file are viewed and a list of any abnormalities present (referred to as the 
radiographic findings) is compiled. Next, numeric data of laboratory tests from computer 
printouts are read. Then the radiologist uses a cognitive process in which conclusions are 
sought as to the possible diagnosis or diagnoses based on the radiographic findings. 

Our research was based on unpublished raw data from hospital patients. At least two 
radiologists interpreted the characteristics found in the ultrasound images and agreed on 
their interpretations. The patient usually had only one ultrasound exam, but often had the 
same type of laboratory test repeated several times over a period of days. If a laboratory 
test was repeated several times, the radiologists relied more on the test with the date 
closest to that of the ultrasound reading. Consequently, our research used only the lab- 
oratory test with the closest date. 

The network was trained 16 different times on 60 cases, 93.75% of the data, and 
tested on the remaining 4 cases, which were selected at random. Since the number of 
cases in the data set was limited to 64, the "leave out k "  approach was used. 3° The 
"leave out k "  method is a process that holds out a different group of facts each time the 
training is done and then tests with the holdout group. To verify that the network was 
properly tested on all facts, this procedure was replicated 16 times, and each time a 
different set of 4 was withheld for test purposes. This procedure resulted in 64 test cases, 
a number significant enough to find the robustness of generalization, or a global mini- 
mum. This approach was used because of the limited number in the data set. The limited 
data set was the result of having to use only patient histories in which autopsies or surgery 
had confirmed the diagnosis. 

The neural network had 35 elements in the input layer. Some data attributes were 
represented as binary to the input processing elements. For example, ultrasound is re- 
flected or transmitted from the liver mass so that the area appears white (hyperechoic), 
gray (hypoechoic), or very black (anechoic); if the mass appeared white, a binary 1 was 
submitted to the hyperechoic node and a binary 0 to the hypoechoic and anechoic nodes. 
Each laboratory test was represented as a numeric value to an input element and then 
normalized. If the laboratory test was not taken or unavailable, a binary 1 was submitted 
to an input element representing that test as missing. One problem was that laboratory data 
were often incomplete since few patients were given every possible laboratory test. 

The output layer contained the five possible predominant classifications of the he- 
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patic mass: HCC, metastatic carcinoma, abscess, cavernous hemangioma, or cirrhosis. 
Since the 64 patient cases used in this research had known histological or cytological 
results, the output classification was not arbitrary. Five output elements were used with 
a binary 1 or 0 for each possible predominant outcome. 

For this hepatic mass application, the most successful network architecture had 35 
input elements in the input layer, 35 elements in each of two hidden layers, and five 
elements in the output layer. Since the hidden layer architecture is a critical variable, four 
combinations commonly found in similar research were tested: a ratio of 1:1:1, two 
hidden layers of 35 elements each; a ratio of 1:2, one hidden layer of 70 elements; a ratio 
of 1:4, one hidden layer of 140 elements; and a ratio of 1:5, one hidden layer of 175 
elements. 

The subjects were patients at Veterans Administration Medical Center in Memphis, 
Tennessee, who had been diagnosed as having liver lesions and later had the diagnosis 
verified by either surgical pathology or autopsy. Only cases in which the outcomes were 
certain were submitted to the neural network. Our research used only cases where the 
hepatic masses were abnormal, the outcome was confirmed by surgical pathology or an 
autopsy, and some supplemental laboratory test data were available. Since physicians 
seldom order every available laboratory test, a patient was commonly missing one or more 
possible tests. 

Below are the 35 different fields of data that were input to separate elements on the 
neural net: 

01 Size of the hepatic mass in millimeters. Values ranged from 0 to 150 mm and 
were normalized to range from 0 to 1. 

02 Binary 1 if no hepatic mass was detected; otherwise 0. 
03 Binary 1 if single mass was detected; otherwise 0. 
04 Binary 1 if multiple mass was detected; otherwise 0. 
05 Binary 1 if hyperechoic (sound was reflected, so the area appeared white); 

otherwise 0. 
06 Binary 1 if hypoechoic (no sound was reflected, so the area appeared gray); 

otherwise 0. 
07 Binary 1 if anechoic (sound was absorbed, so the area appeared very black); 

otherwise 0. 
Binary 1 if internal echo was detected (the area appeared white); otherwise 0. 08 

09 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 

Binary 
Binary 
Binary 
Binary 
Binary 
Binary 
Binary 
Binary 
Binary 
Binary 
Binary 

1 if no internal echo was detected (the area appeared black); otherwise 0. 
1 if sound was transmitted; otherwise 0. 
1 if no sound was transmitted; otherwise 0. 
1 if air was detected (often indicating abscess); otherwise 0. 
1 if no air was detected; otherwise 0. 
1 if computed tomography (CT) enhancement was detected; otherwise 0. 
1 if no CT enhancement was detected; otherwise 0. 
1 if CT fat was detected; otherwise 0. 
1 if no CT fat was detected; otherwise 0. 
1 if homogeneous (same texture) was detected; otherwise 0. 
1 if not homogeneous (mixed texture); otherwise 0. 



An Artificial Neural Network 219 

20 Amount of total bilirubin that was detected by test. Values ranged from 0.2 to 
18.9 and were normalized to range from 0 to 1. 

21 Binary 1 if no test was taken for total bilirubin. 
22 Amount of direct bilirubin that was detected by test. Values ranged from 0. l to 

18.0 and were normalized to range from 0 to 1. 
23 Binary 1 if no test was taken for direct bilirubin. 
24 Amount of alkaline phosphatase that was detected by test. Values ranged from 66 

to 1664 and were normalized to range from 0 to 1. 
25 Binary 1 if no test was taken for alkaline phosphatase. 
26 Amount of aspartate amino transferase (AST). Older terminology is glutamic- 

oxaloacetic transaminase. Values ranged from 10 to 903 and were normalized to 
range from 0 to 1. 

27 Binary 1 if no test was taken for AST. 
28 Amount of lactate dehydrogenase that was detected. Values ranged from 78 to 

2035 and were normalized to range from 0 to 1. 
29 Binary 1 if no test was taken for LDH. 
30 Amount of gamma glutamyl transferase (gamma GT) detected. Values ranged 

from 29 to 9214 and were normalized to range from 0 to 1. 
31 Binary 1 if no test was taken for gamma GT. 
32 Amount of albumin that was detected. Values ranged from 1.0 to 4.7 and were 

normalized to range from 0 to 1. 
33 Binary 1 if no test was taken for albumin. 
34 Amount of white blood count that was detected. Values ranged from 2.5 to 21.0 

and were normalized to range from 0 to 1. 
35 Binary 1 if no test was taken for white blood count. 

Spreadsheet column numbers for the output elements and the five possible diagnoses 
are as follows: 

36 Binary 1 if HCC; otherwise 0. 
37 Binary 1 if metastatic carcinoma; otherwise 0. 
38 Binary t if abscess; otherwise 0. 
39 Binary 1 if cavernous hemangioma; otherwise 0. 
40 Binary 1 if cirrhosis; otherwise 0. 

In the data, there were 26 cases of HCC, 9 cases of metastatic carcinoma, 4 cases of 
abscess, 16 cases of cavernous hemangioma, and 9 cases of cirrhosis. 

R E S U L T S  

The neural network shell software (BrainMaker Professional) was trained using the 
data on an 80386/25 microcomputer running MS-DOS 5.00. A spreadsheet was used to 
input and organize the raw data and print a text file to the disk for importing into the neural 
network software, which randomized the 64 facts and defined the maximum and mini- 
mum parameters for normalizing the inputs. The definition file and fact file in text 
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(ASCII) were created. The software reads the definition file and fact files in the training 
phase. The neuron transfer function was sigmoid with a low value of 0, a high value of 
1.0, a center of 0.5, and a gain of 1.0. Symmetry, blurring and noise were not used. 
Training tolerance was 0.01 (or 1%); testing tolerance was 0.2 (or 20%). B ackpropagation 
learning rate was 1.0, and the backpropagation smoothing factor was 0.9. 

To determine a suitable number of elements in the hidden layers, four different 
architectures were fully trained and tested. The best results (75% accuracy) were obtained 
with 2 hidden layers of 35 elements each (Table 1). That network was trained on 64 facts 
(cases) in 2220 iterations. 

Table 2 shows the number of correct diagnoses, number of wrong diagnoses, total 
diagnoses and percentage of accuracy by disease category using 35:35:35:5 architecture 
(two hidden layers). 

D I S C U S S I O N  

Artificial neural networks are especially useful in diagnosing hepatic masses for 
several reasons. Since radiologists frequently use abdominal ultrasonagraphic data and 
laboratory tests to perform differential diagnoses of hepatic masses, enough data are 
available for computer-assisted diagnoses. Analysis of hepatic masses involves a number 
of health care personnel with varied training, experience, and skill in image interpretation. 
The ability to suggest a specific diagnosis from the hepatic mass varies considerably 
among physicians. Based on the results of our research, a properly trained neural network 
could provide a consistently high level of accuracy in suggesting appropriate differential 
diagnostic considerations. Classification tasks are a strong forte for artificial neural net- 
works. Such a tool would help relieve the workloads of radiologists. 

In this application, the artificial neural network was 75.0% accurate in correctly 
diagnosing disease in the hepatic mass. This accuracy is higher than the 50% scored by 
the typical radiology resident in training on these same cases at the Memphis hospital, but 
is lower than the 90% scored by a board-certified radiologist on the same cases. These 
results are similar to previous studies on neural network diagnosis. 19.31 

For future improvement, an obvious step is to add more cases to the knowledge base 
and retrain the neural network. For example, only four abscess cases were in the training 
set and the network needs more to fully capture the range of readings on a typical abscess. 
Likewise, if a radiologist who had seen the images and laboratory data for only four 
abscesses would have difficulty in correctly diagnosing abscesses. 

Several technical techniques in programming neural networks merit further investi- 

Table 1. Results of the Four Architectures Used 

Number 
Number elements of correct Accuracy Number iterations 

on each layer diagnoses of network needed for training 

35:35:35:5 48 75.0 2220 
35:70:5 41 64.1 4140 
35:140:5 40 62.5 2488 
35:175:5 39 60.9 2146 
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Table 2. Diagnostic Accuracy by Category Using 35:35:35:5 Architecture a 

Correct Wrong Total Percentage 
diagnoses diagnoses diagnoses accuracy 

HCC 4 5 9 44.4 
Carcinoma 19 7 26 73.1 
Abscess 4 0 4 100.0 
Hemangioma 13 3 16 81.3 
Cirrhosis 8 1 9 88.9 

Totals 48 16 64 75.0 

Note: Correct diagnoses reflect the number of times the network correctly diagnosed the fact (patient case). 

gation to improve the performance of the neural network in diagnosing hepatic masses 
correctly. The standard backpropagation network (Rumelhard et al., 1986) is only algo- 
rithm that has been attempted in this hepatic mass problem. Other network algorithms 
might be investigated to see if they perform more accurate diagnoses. In addition, further 
research should be conducted to address the choice of training feature network elements, 
radiographic findings, different laboratory tests, and the possibility of eliminating bad 
examples from the training set. If radiologists edit the training cases for a more balanced 
representation of possible diagnoses, the performance of the network probably would 
improve. 

APPENDIX A: Raw Data 

In processing the raw data so that it could be submitted to the neural network for 
training, the first field (patient number) was removed. Otherwise, the data were presented 
in the column order as listed below with each two lines being a fact (patient case): 

Mass Hyp. Echo So'd Air Ench Fat Homo 

P a ~ S i z e N S M H H A  Y N Y N  YN YN YN Y N T M  mDB mAP m A S T m L D H  mCxGTmAlbmWBC m 

Hep MC Ab CH Ci 

B2372 2 0 0 1 0 0 1 0  10 01  01 01 01  01 1.00 1.00 3480 430  2510 7 5 0 4 . 0 0 1 0 . 0 0  

0 1 0 0 0  

E9023 0 1 0 0 0 0 0  0 0  0 0  0 0  0 0  0 0  01  3.90 3.10 4 8 2 0 2 4 3 0  01 4 3 2 0 3 . 2 0 1 5 . 0 0  

0 1 0 0 0  

F6798 2 0 0 0 1 0 1 0  10  01  01  01 01  01 1.00 1.00 3000 170 3000 2 9 0 3 . 8 0 1 1 . 0 0  

0 1 0 0 0  

G0215 3 8 0 0 1 0 1 0  10  01 0 1 0 1  0 1 0 1 1 3 . 7 0 1 2 . 2 0  01  01 01 0 1 0 . 0 1 1 2 . 0 0  

0 1 0 0 0  

G1643 4 0 0 0 1 0 1 0  10  01 01  0 0  0 0  0 0  0.50 1.00 4 6 9 0 4 2 2 0  01  I 1 6 0 2 . 6 0 1 2 . 0 0  

0 1 0 0 0  

G6227 5 3 0 0 1 0 1 0  10  10  01  01 01 01 0.80 0.30 4860  290 9830 0 1 3 . 5 0 1 0 . 0 0  

0 1 0 0 0  
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G6447 

0 1 0  

H1538 

0 1 0  

H6618 

0 1 0  

I5361 

0 1 0  

J2697 

0 1 0  

6 1 0 0 1 0 1 0  10 10 01 00  00 00  0.01 0.01 01 01 01 010 .01  9.10 

0 0  

4 6 0 1 0 0 1 0  10 01 01 01 01 10 1.00 1.00 3370 110 1000 3900 .0110 .20  

0 0  

5 5 0 0 1 0 1 0  10 01 01 01 01 01 2.20 1.00 3510 470 7800921403 .6012 .00  

0 0  

5 0 0 1 0 0 1 0  10 01 01 01 01 01 0.50 0.50 6210 860 

0 0  

0 1 0 0 0 0 0  00  00  00  01 01 1018 .9018 .00  69606430 

0 0  

01 17502.4012.00 

01 3 ~ 0 2 . 4 0 1 6 . 0 0  

J378210400 1 1 0 0  10 01 01 00  00  01 0.50 0.01 

0 1 0 0 0  

K2244 

0 1 0  

K3516 

01 420 01 11600.01 9.00 

5 2 0 0 1 0 1 0  10 10 01 01 01 01 0.01 0.01 2000 01 6000 15000.0121.00 

0 0  

0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 1 4 . 0 0 3 . 0 0 9 3 1 0 3 4 7 0  01140003 .0011 .70  

0 1 0 0 0  

K5672 5 0 0 0 1 1 0 0  10 01 01 01 01 01 1.00 0.01 5660 500 3110 13600.01 7.00 

0 1 0 0 0  

M2434 3 0 0 0 1 0 1 0  10 01 0 1 0 1  0 1 0 1  2.40 1.90 01 170 0 1 3 8 2 0 0 . 0 1 1 4 . 8 0  

0 1 0 0 0  

M6897 3 0 0 0 1 0 1 0  10 01 01 01 01 01 1.80 1.30 20201580 01217200 .01  10.50 

0 1 0 0 0  

09328 0 1 0 0 0 0 0  00  00  00  00  00  01 1.00 0.60 1590 480 01 12700.01 8.80 

0 1 0 0 0  

P2083 6 2 1 0 0 1 0 0  10 01 01 01 01 01 3.40 2.50 35302030 01 50700.01 9.30 

0 1 0 0 0  

P8554 5 6 0 0 1 0 0 1  01 01 01 00  00  00  1.60 0.60 7450 500 3530 12100.01 14.60 

0 1 0 0 0  

R3494 0 1 0 0 0 0 0  00 00  0 0  01 01 01 8.90 8.30 6890138020350 96603.6016.(}0 

0 1 0 0 0  

R8860 4 5 0 0 1 0 1 0  10 01 01 00  00  01 8.00 7 .00121802860 0 1 1 5 4 8 0 3 . 5 0 1 1 . 5 0  

0 1 0 0 0  

R9728 4 0 0 1 0 1 0 0  10 01 01 00  00  00  0.90 0.10 4470 160 1940 6403 .1012 .10  

0 1 0 0 0  

T2725 8 0 0 0 1 1 0 0  00  01 01 01 01 01 0.20 0.00 4690 360 7040 14303.00 5.60 

0 1 0 0 0  

W2608 9 0 0 0 1 1 0 0  10 01 01 01 01 01 0.70 0.01 2470 550 01 39602.70 7.40 

0 1 0 0 0  

W5635 1 0 0 0 1 0 1 0  10 01 01 01 01 1010 .00  7 .30166401250 3400 65303.5012.50  

0 1 0 0 0  
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B6785 

1 0 0  

G6251 

1 0 0  

H7889 

4 7 0 1 0 0 1 0  10 01 01 01 01 01 0.50 0.50 4000 560 2160 6004 .3010 .00  

0 0  

1 2 0 0 1 0 0 1 0  10 10 01 00  00  00  0.01 0.01 01 01 01 010 .01  0.01 

0 0  

0 1 0 0 0 0 0  00  00  01 01 01 61 1.70 1.10 3550 750 6080 34604.70 6.70 

1 0 0 0 0  

H9692 5 0 0 0 1 1 0 0  10 01 01 I 0  01 01 0.01 0.01 2590157010200 36303 .0018 .00  

1 0 0 0 0  

R2102 

1 0 0  

R4020 

1 0 0  

S0186 

1 0 0 0 0  

0 1 0 0 0 0 0  00 00  01 01 01 01 1.50 1.00 12101330 01 25103.0012.30 

0 0  

3 0 0 1 0 0 1 0  10 10 01 10 10 1011 .3010 .00  24701090 01 30603.00 2.50 

0 0  

0 1 0 0 0 0 0  00 00  01 10 01 01 1.00 1.00 93406990 2120 26802 .5012 .00  

T3754 8 0 0 0 1  1 0 0  10 01 01 01 10 01 2.00 0.01 15409030 01 35703.60 5.30 

1 0 0 0 0  

W8708 8 0 0 0 1 1 0 0  10 01 01 01 01 01 1.00 0.01 970 01 01 9 1 0 . 0 1 7 . 6 0  

I 0 0 0 0  

B5083 2 9 0 1 0 1 0 0  10 01 01 01 01 10 0.01 0.01 01 01 01 010 .01  0.01 

0 0 0 1 0  

B8426 2 2 0 1 0 1 0 0  10 01 01 01 01 10 0.30 0.01 1050 01 01 013 .4019 .00  

0 0 0 1 0  

C5454 3 1 0 1 0 1 0 0  10 01 01 01 01 10 0.01 0.01 01 01 01 010 .Ol  0.01 

0 0 0 1 0  

C8060 6 1 0 0 1 1 0 0  10 01 01 01 01 01 3.30 1.80 6710 850 01 10802.5019.80 

0 0 0 1 0  

C8153 1 6 0 1 0 1 0 0  10 01 01 00  00  10 0.01 0.01 01 01 01 0 1 3 . 0 0 1 3 . 0 0  

0 0 0 1 0  

D5209 2 0 0 1 0 1 0 0  10 01 01 00  00  10 2.00 0.01 19101170 780 54704.60 9.00 

0 0 0 1 0  

E2135 1 2 0 1 0 1 0 0  10 01 01 00  00  10 0.01 0.01 01 01 01 010 .01  7.00 

0 0 0 1 0  

(34962 1 0 0 1 0 1 0 0  10 01 01 00  00  10 1.00 0.00 1220 380 6860 11300.0118.00 

0 0 0 1 0  

G8379 5 8 0 1 0 1 0 0  10 10 01 00  00  01 0.50 0.00 1840 340 01 4000.01 8.00 

0 0 0 1 0  

H7427 1 0 0 1 0 1 0 0  10 01 01 00  00 10 0.01 0.01 01 01 01 010 .01  0.01 

0 0 0 1 0  

H9502100001 1 0 0  10 01 01 10 01 10 1.00 0.00 1010 210 01 9303 .4010 .00  

0 0 0 1 0  
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J 5 6 0 1 1 5 0 0 0 1 0 1 0  10 10 01 10 01 01 1.00 0.01 1980 170 1840 5700.01 5.00 

0 0 0 1 0  

$7904 4 0 0 1 0 1 0 0  10 01 01 10 01 10 0.01 0.01 01 01 01 010 .01  4.00 

0 0 0 1 0  

$9560 4 8 0 1 0 0 1 0  10 10 01 10 01 10 1.00 0.01 1480 370 01 4200.01  5.00 

0 0 0 1 0  

T5864 5 6 0 0 1 1 0 0  10 10 01 10 01 10 1.00 0.01 660 01 1100 010 .01  6.50 

0 0 0 1 0  

U5941 2 5 0 1 0 1 0 0  10 01 01 00  00  10 0.01 0.01 01 01 01 010 .01  0.01 

0 0 0 1 0  

C6262 6 0 0 1 0 1 0 0  10 I 0  1 0 0 1  01 10 1.00 0.50 1330 190 01 3800 .0112 .60  

0 0 1 0 0  

R3702 8 0 0 1 0 0 1 0  10 10 01 01 01 10 0.70 0.00 7090 510 1460 12702.6020.00 

0 0 1 0 0  

$4880 6 0 0 1 0 0 1 0  10 10 10 01 01 10 1.00 0.01 2600 460 01 18000.01 18.00 

0 0 1 0 0  

T 8 1 4 1 1 0 0 0 1 0 0 1 0  10 10 01 01 01 10 0.70 1.00 6770 810 2150 21403.0014.00  

0 0 1 0 0  

B9381 0 0 0 0 0 0 0  00  00  00  00  00  10 0.01 0.01 16801200 0 1 1 3 0 6 0 0 . 0 1 9 . 9 0  

0 0 0 0 1  

C4301 0 0 0 0 0 0 0  00 00  00  00  00  10 1.00 1.00 01 570 01 010 .01  0.01 

0 0 0 0 1  

F5197 0 0 0 0 0 0 0  00 00  00  00  00  10 5.60 4.50 32102370 01 71403.20 8.90 

0 0 0 0 1  

H5641 0 0 0 0 0 0 0  00  00  00  00  00  10 1.00 1.00 1820 100 3120 18303.60 9.70 

0 0 0 0 1  

M1202 0 0 0 0 0 0 0  00 00  00  00  00  10 1.00 1.00 1980 220 01 20603.80 5.00 

0 0 0 0 1  

M8559 0 0 0 0 0 0 0  00 00  10 00  00  10 1.00 0.01 670 570 01 4402 .70  2.50 

0 0 0 0 1  

M9972 0 0 0 0 0 0 0  00 00  00  00  00  10 1.40 0.01 680 220 01 7300.01 2.70 

0 0 0 0 1  

$4852 0 0 0 0 0 0 0  00  00  00  00  00  10 3.30 0.01 10601600 01 70703.00 2.50 

0 0 0 0 1  

W5881 0 0 0 0 0 0 0  00  00  00  00  00  10 3.80 1.50 1640 550 1980 25801.0010.80  

0 0 0 0 1  
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