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FACULTY SALARY EQUITY: 
Issues in Regression Model Selection 
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Faculty salary equity is a hot political issue that may have severe legal, monetary, 
and human consequences. It is also an issue that often requires the use of sophisti- 
cated statistical techniques for the determination of inequity. The purpose of this 
paper is to identify the areas in which human judgment must be made in order to 
conduct a statistical analysis of salary equity and to provide some informed guide- 
lines for making those judgments. The direction and magnitude of the final results 
are contingent on the way these statistical decisions are made. Therefore, careful 
consideration of these issues is essential for conducting a fair and defensible salary 
equity study. This paper will provide a framework based on four decision elements 
and four fields of study as the basis for establishing criteria for selecting an appropri- 
ate salary equity model. Through this discussion, the author hopes to bring a 
broader perspective and, if not objectivity, then ethical fairness to the process of 
designing salary equity models. 
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PURPOSE 

In a hotly political context, objectivity is often sought by means of statistical 
methods. The hope is that a mathematical model applied to a political issue will 
produce a result that is free of  biased human judgment. This faith in the objec- 
tivity of  statistical methods is misplaced. Human judgment is an inherent part 
of  any statistical method. Resorting to statistical methods may serve political 
interests by removing from public view the arena in which judgment is exer- 
cised but never by removing the necessity for making those judgments. 

Faculty salary equity is a hot political issue that may have severe legal, 
monetary, and human consequences. It is also an issue that often requires the 
use of  sophisticated statistical techniques for the determination of inequity. The 
purpose of this paper is to identify the areas in which human judgment must be 
made in order to conduct a statistical analysis of salary equity and to provide 
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some informed guidelines for making those judgments. The direction and mag- 
nitude of the final results are contingent on the way these statistical decisions 
are made. Therefore, careful consideration of these issues is essential for con- 
ducting a fair and defensible salary equity study. 

DECISION ELEMENTS 

The first essential decision that must be addressed is, What is the purpose of 
the salary equity study? Is the purpose to identify if an institution or department 
shows a pattern of salary inequity? Which individuals are underpaid? How 
much money would be required to achieve equitable compensation throughout 
the institution? There is no formula approach; there is no one-size-fits-all re- 
gression model. The methods and models must be selected according to the 
specific question to be answered. In order to select an appropriate model, one 
must begin by clearly identifying the goal of the study and then understand the 
scope and limits of the various methods for achieving that goal. 

Having established the focus of the study, there are four primary decision 
elements that must be addressed in order to conduct a salary equity study. 

1. What group of people should be included in the model? Is this a study of 
faculty or another employee group? Are all faculty to be included or only 
full-time, tenure-eligible positions to be included? Longitudinal or cross- 
sectional data? All departments? Males and females in one group or separate 
groups? All males or just white males? 

2. What variables should be included in the model? Should rank, which may 
itself be biased, be included in the analysis? Are productivity and perfor- 
mance variables essential? How many variables are necessary? Should all 
possible variables be inctuded or only a few main ones? How should disci- 
pline or department variables be handled? 

3. What statistical model should be used? Should a regression model be run on 
white males and then the resulting formula be applied to females? Should 
males and females be in the same model with the inclusion of a sex vari- 
able? Should a standard or a hierarchical model be employed? 

4. Which outcome statistics should be used to interpret the results? Should 
regression residuals, R 2, standardized or unstandardized coefficients, or 
tests of statistical significance be used to assess the outcome of the analysis? 

BASIS FOR ESTABLISHING JUDGMENTAL CRITERIA 

There are four fields of study that offer insights into statistical criteria for 
conducting salary equity studies. These are Law, Economics, Statistics, and 
Institutional Research. The criteria by which the above decision elements can 
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be addressed will be drawn from an integrated study of these four fields. Each 
of these fields will contribute in varying degrees toward establishing criteria on 
the decision elements. Nowhere have these four fields been combined to form a 
set of guidelines for faculty salary equity studies. More often, these different 
approaches have confronted each other in the courtroom by representing oppos- 
ing parties. In this context, the apparent strategy of the litigants is to select the 
approach that best supports its own point of view. 

The foundation for salary equity studies lies in Law since it is this field that 
defines and requires equity. The law also defines what is and is not acceptable 
evidence in discrimination cases. However, the law does not specify the details 
of analytical procedure and is often lacking in a full understanding of statistical 
methods. A study of Statistics is necessary to ensure that the design and inter- 
pretation of the study is methodologically appropriate. Statistical models can 
vary, however, depending on the applied field of study. For example, in Eco- 
nomics, human capital theorists have developed specific statistical methods for 
accounting for human characteristics that contribute to differences in salary 
earnings. And in Institutional Research, several methods have been used specif- 
ically to identify salary inequities in higher education. 

This paper will not attempt to provide any definitive answers to the decision 
elements. The answers area  matter of choice depending on the purpose of the 
salary equity study, the availability of data, the time frame or duration of the 
study, and the context within which the data will be presented. Rather, this 
paper will use the decision elements to query each of the four fields in search of 
criteria for making informed decisions. Through this discussion, the author 
hopes to bring a broader perspective and, if not objectivity, then ethical fairness 
to the process of designing salary equity models. 

PERSPECTIVES FROM THE FOUR FIELDS 

Law 

There are two laws under which gender-based salary equity suits are brought 
to trial: Title VII of the Civil Rights Act of 1964, as amended in 1972, and the 
Equal Pay Act of 1963. The Equal Pay Act is an amendment to the Fair Labor 
Standards Act, which specifically exempted executive, administrative, and pro- 
fesSional employees. However, in the Education Amendment of 1972, Con- 
gress made the Equal Pay Act and Title VII applicable to these professionals in 
Higher Education. 

Equal Pay Act--"Equal Pay for Equal Work" 

The Equal Pay Act (EPA) relates specifically to gender-based discrimination 
in wages. 
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No employer shall discriminate. . ,  between employees on the basis of sex by paying 
wages . . . at a rate less than the rate at which he pays wages to employees of the 
opposite sex . . . for equal work on jobs the performance of which requires equal 
skill, effort, and responsibility and which are paid under similar working conditions 
except where such payment is made pursuant to (1) a seniority system, (2) a merit 
system, (3) a system which measures eamings by quantity or quality of production, or 
(4) a differential based on any other factor other than sex. 

The first burden under EPA is for the plaintiff to convince the court that the 
work of  the parties is substantially equal. The equal work standard is defined 
very specifically. The focus is on the actual job performance and content, and 
not on job titles or descriptions (Spaulding v. University of Washington, 1984). 
Comparable work is not a substitute for equal work. The proper comparison 
criterion for skill level is the skills that a job requires and not the skills that the 
employees possess. 

Once the plaintiff has convinced the court that the jobs in question are sub- 
stantially equal and that the pay is unequal, the burden shifts to the defendant. 
The defendant must show that the reason for the difference in pay is non- 
discriminatory under one of the four legitimate exceptions allowed in EPA: 
seniority, merit, quantity or quality of  production, or any other non-gender- 
based factor. The plaintiff then has the opportunity to show that the reason 
given by the defendant is pretextual and the pay differential is in fact due to sex 
discrimination. 

A common defense under the fourth exemption is market. The courts gener- 
ally agree that paying the competitive market price is accepted business practice 
and does not qualify as employment discrimination (AFSCME v. State of Wash- 
ington, 1985; American Nurses Assoc. v. State of lllinois, 1986; Spaulding v. 
University of Washington, 1984). The employer  is treating all employees neu- 
trally in setting wages at the market value. The employer did not create the 
market disparity and therefore cannot be held liable for any inequity in market 
rates. 

Another common defense is merit. The defense of merit, however, has on 
occasion been rejected by the courts (Board of Regents of Nebraska v. Dawes, 
1975; Marshall v. Georgia Southwest College, 1980; Mecklenburg v. Montana 
State Board of Regents, 1976). The merit exception will not hold if the merit 
system is "operated in an informal and unsystematic manner," if the employees 
are unaware of  any merit system, or if merit evaluations are conducted in a 
subjective, ad hoc manner (Marshall, 1980). Even if a true merit system does 
exist, the existence of a system is insufficient (EEOC v. McCarthy, 1984). The 
defendant must show that the difference in pay is a result of  that system. This 
same flaw was found regarding the market defense when the defendant failed to 
produce specific evidence that it had assessed the current market rates for the 
employee position under review (Marshall, 1980). 



FACULTY SALARY EQUITY 111 

An example of a case tried under EPA is Board of Regents of the University 
of Nebraska v. Dawes (1975). This is a case of reverse discrimination brought 
by male employees of the University of Nebraska. The university decided vol- 
untarily to correct gender-based inequity in salaries. They developed a formula, 
based on male salaries, which accounted for the factors that determined sal- 
aries. The formula was used to compare individual female salaries with the 
average male salaries. A one-time adjustment was made to those females with 
salaries below the average male salary. This adjustment left a number of males 
who had salaries below the formula salary. 

The U.S. Court of Appeals ruled in favor of the male employees. "When a 
university establishes and effectuates a formula for determining a minimum sal- 
ary schedule for one sex and bases the formula on specific criteria . . . it is a 
violation of the Equal Pay Act to refuse to pay employees of the opposite sex 
the minimum required under the formula" (Board of Regents of Nebraska, 
1975). The EPA is readily applicable in cases such as Dawes where an institu- 
tion adopts a standard pay scale or formula and applies it differentially on the 
basis of sex alone. 

Title VII--Disparate Treatment, Disparate Impact 

Title VII prohibits discrimination in compensation on the basis of race, reli- 
gion, sex, or national origin without making reference to the equal work re- 
quirement. To eliminate any potential conflicts between EPA and Title VII, 
Congress adopted the Bennett Amendment stating that Titte VII does not negate 
EPA. There has been substantial debate over how to interpret Bennett (County 
of Washington v. Gunther, 1981; Lee 1989; Weeks, 1985). Does Bennett incor- 
porate into Title VII the EPA requirement of proving equal work or does Ben- 
nett refer only to the four defenses allowed under EPA? If Bennett is inter- 
preted as allowing the EPA defenses, then Title VII can be used to argue sex 
discrimination even when the jobs in question are not equal. 

The issue was decided by the U.S. Supreme Court in the Gunther (County of 
Washington v. Gunther, 1981) case. In a 5-4  vote, the Court ruled that Bennett 
did not require the equal work standard for Title VII claims. By this decision, 
the Court allows gender-based salary discrimination claims to be actionable 
under Title VII even if they do not meet the equal work standard. The Supreme 
Court declined to set specific standards for claiming discrimination under Title 
VII, leaving the lower courts flexible to interpret the facts and evidence on a 
case-by-case basis. The dissenting judges feared that this interpretation of Ben- 
nett would allow claims of comparable worth under Title VII, an outcome that 
they felt Congress did not intend (Lee, 1989). The issue of comparable worth 
will be discussed further at the end of this section. 

Under Title VII, there are two types of discrimination: disparate treatment 
and disparate impact. Disparate treatment involves intentional discrimination 
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with discriminatory motive. Disparate impact occurs when an employer's seem- 
ingly neutral policies or practices have a disproportionate effect. 

The structure of the cases under disparate treatment and disparate impact are 
somewhat different. Disparate treatment theory was first developed in McDon- 
nell-Douglas v. Green (1973). The plaintiff has the burden of proving a prima 
facie case of discrimination by a preponderance of the evidence. In a class 
action suit, the evidence must establish a pattern, practice, or custom of dis- 
crimination based on sex. A prima facie case does not require proof of actual or 
overt discrimination but should be at least suggestive for discrimination (Bar- 
nett v. Grant, 1975; Mecklenburg, 1976). However, the plaintiff must still 
show that the employer has a discriminatory motive either by direct or circum- 
stantial evidence. 

Whether or not a prima facie case has been established depends on the facts 
of each case. In Spaulding (1984), brought by nursing faculty, the Court ruled 
that it "cannot infer intent to discriminate merely from the existence of wage 
differentials between jobs that are only similar." While in Bazemore (1986), the 
Court accepted a regression analysis as prima facie evidence "that it is more 
likely than not that impermissible discrimination exists." 

If the plaintiff succeeds in establishing a prima facie case, the burden shifts 
to the defendant to show that there is some nondiscriminatory reason for the 
disparate treatment. Legitimate reasons for disparity include the four defenses 
under EPA, occupational qualifications, and business necessity. A continuation 
of inequity existing before discrimination became illegal is not an acceptable 
defense (Bazemore v. Friday, 1986; Sobel v. Yeshiva University, 1988). If the 
defendant succeeds in presenting evidence of nondiscriminatory reasons, the 
plaintiff then has the opportunity to show that the defendant's reasons are not 
the real reasons but are pretexts for discrimination. 

The structure of disparate impact was established in Griggs v. Duke Power 
Company (1971). The burdens of proof under disparate impact differ from dis- 
parate treatment only in the first phase where the plaintiff bears the burden. The 
burden of the defendant and the counter by the plaintiff remain the same as 
disparate treatment. Under disparate impact, the plaintiff is not required to 
show discriminatory intent but may simply show that the employer's seemingly 
neutral poliey or practiee has a disproportionate impact on females. AFSCME 
(1985) makes it clear that disparate impact claims must "challenge a specific, 
clearly delineated employment practice," stating that wage scales are "too 
broad" to be interpretable as policies under disparate impact. Plaintiff must 
prove that there is a discriminatory impact and also taust show the specific 
praetices or policies that produced it. The important issue hefe is to show the 
specific employer's acts that have led to the disproportionate impact (Spaulding 
v. University of Washington, 1984). 
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Comparable Worth 

Comparable worth is an assessment of the intrinsic value of jobs to the em- 
ployer. Jobs within a place of employment are evaluated on a variety of factors 
important to the employer. A numeric value is then assigned to all jobs based 
on a common scale. The concept of comparable worth proposes that compensa- 
tion rates should be set according to the relative value of the jobs as measured 
on this scale. Jobs with a similar value rating should receive comparable wages 
regardless of the dissimilarity of the work. 

It was the concern of the Rehnquist dissent in Gunther (County of Washing- 
ton v. Gunther, 1981) that the removal of the equal work requirement under 
Title VII would thereby allow comparable worth claims. Rehnquist felt that the 
notion of comparable worth was specifically rejected by Congress when they 
adopted the EPA (Lee, 1989). The Gunther Court, however, neither explicitly 
rejected nor endorsed comparable worth when delineating its interpretation of 
Bennett. 

Even though the Rehnquist opinion is not law, it has probably had a negative 
influence on the fate of comparable worth. The lower courts have consistently 
rejected comparable worth as an actionable theory. In American Nurses Assoc. 
v. State oflllinois (1986), the court refused to play a role as evaluator of the 
value of jobs. "Courts are not authorized to engage in wholesale re-evaluation 
of any employer's pay structure in order to enforce their own conceptions of 
economic worth." 

Comparable worth is thereby rejected as a theory when it places the court in 
a position of having to make subjective evaluations of jobs or to assess the 
validity of an employer's job evaluation system. The courts will not get in- 
volved with evaluating pay scales, but they will compel an employer to apply 
equally a scale that the employer has already adopted (Board ofRegents of Ne- 
braska v. Dawes, 1975; County of Washington v. Gunther, 1981; Weeks and 
Organ, 1986). This is the distinction made in Gunther. By setting aside the 
equal work requirement, the Supreme Court has allowed cases to be tried where 
the employer has discriminated in the implementation of its own pay scale. 

Comparable worth claims also fail when they rely on market inequities as 
evidence of discrimination. The courts have accepted competitive market prices 
as a legitimate defense under EPA's fourth exemption. However, some state 
legislatures have enacted legislation on comparable worth. 

Economics 

The contribution of the field of Economics to the study of salary equity 
comes from human capital theory. Human capital theory views income as a 
function of market factors. Individuals who invest in human capital can expect 
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greater returns on their investment in the form of higher earnings. Investments 
in such things as education and job training increase one's value to an employer 
presumably because these elements of human capital yield higher productivity 
(Parcel and Mueller, 1983). 

Discriminatiom in human capital terms, occurs when the wage of females is 
lower than the wage that would have been earned if the human capital were 
valued the same for males and females. Given two individuals of different sex 
with the same education level, experience, and seniority, differences in salary 
could be attributed to discrimination. Conversely, if there were no discrimina- 
tion, then the wage structure for males would also apply to females and the 
wage structure for females would also apply to males (Oaxaca, 1973). 

The human capital analysis of salary differentials between males and females 
has been operationalized by Oaxaca (1973) in the following formula: 

W m - W f  = b m ( X  m - S f )  .-.F ( b m  - bf)Xf 

where: W = wage, X = human capital characteristics, and b = weight. This 
formula separates the male-female wage gap into two parts. The first part, 
Xm - Xf, is the amount of wage difference that is attributable to differences in 
human capital characteristics between males and females dmes the rate of male 
return on investment (bm). The second part, b m - b f ,  is the difference between 
male and female returns on investment for the same human capital characteris- 
tics (Xf). The second part of the equation is the measure of wage discrimination 
(Gunderson, 1989). 

The standard procedure for analyzing salary equity is to estimate the earnings 
equations separately for males and females (Gunderson, 1989). Wages are usu- 
ally measured in logarithmic terms so that the coefficients reflect the propor- 
tionate effect of changes in human capital characteristics on wages. The regres- 
sion coefficients indicate the rate of return that the market yields for a unit 
change in individual characteristics. 

In studies of academic salaries, the factors usually included in the human 
capital model are years of experience (years since Ph.D.), seniority (years at 
the institution), education level (highest degree earned), and field of expertise 
(academic discipline). The human capital theory assumes that these characteris- 
tics are correlated with productivity. Rank is not considered to be an element of 
human capital since it is conferred by the institution, as weil as salary, and is a 
result of the investment individuals have made in their human capital. 

In addition to the typical human capital factors that are at best general corre- 
lates of productivity, studies in higher education have attempted to use direct 
measures of productivity by including the number and type of publications in 
the model (Abramson, 1975; Bayer and Astin, 1975; Centra, 1974; Lewis and 
Becker, 1979; Tuckman and Tuckman, 1976). These studies are contradictory, 
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some showing that males produce more research than females and some show- 
ing no difference. In some cases, the analysis has attempted to look at marital 
status as weil. These efforts to incorporate more complete and detailed models 
have not produced significant reductions in the size of the salary differential. 
The human capital models fail to explain significant differentials even where 
data exist on research and teaching performance (Hirsch and Leppel, 1982). In 
more than 10 years of human capital research, productivity-related variables are 
unable to account for more than about half of the male-female gap in earnings 
(Daymont and Andrisani, 1984). 

In 1975, Johnson and Stafford published an often quoted study that used 
human capital theory to examine the salaries Of female faculty. They offered an 
alternative to discrimination as an explanation of the sex differential in salaries. 
They felt that the salary differential could be the "market's reaction to volun- 
tary choices by females with regard to lifetime labor-force participation and on- 
the-job training." These choices reflect a woman's expectation to leave the 
marketplace during childbearing years and therefore lead to an accumulation of 
less human capital. This conclusion was supported in their minds by data that 
showed the starting salaries of female faculty as "not much less" than those of 
males (4% to 11% less in six disciplines) and a "fairly substantial differential" 
(13% to 23%) 15 years after obtaining the Ph.D. (Johnson and Stafford, 1975). 

However, the Johnson and Stafford study did not directly measure leave of 
absence differentials between males and females. An ACE study conducted by 
Darland et al. (1973) found that one-fourth of all faculty had interrupted their 
careers for more than one year and that a greater percentage of men had inter- 
rupted their careers than women. 

Hirsch and Leppel (1982) also dispute the pattem of salary differential upon 
which Johnson and Stafford base their argument. Johnson and Stafford (1975) 
theorize that the sex gap is smallest at the beginning of the career when human 
capital accumulation is similar for males and females. The salary differential 
widens with experience as females choose to withdraw from the labor force but 
may narrow later after the childbearing years. They state that this pattern 
should be evident at any U.S. university. Hirsch and Leppel (1982) found that 
women faculty at one university received equal rewards from experience capital 
during the early years but that the differential widened in later years. Hirsch 
and Leppel note that, "While we cannot clearly test between the human capital 
and discrimination explanations for salary differentials, our evidence strongly 
suggests that universities can and do exercise significant discretion in the 
awarding of salaries." 

The usefulness of a human capital model for explaining salary differences 
within a specific university is questionable. Human capital theorists tend to 
employ large national databases to study sex differentials in society as a whole. 
Their purpose is to gain theoretical understanding of the contributions of differ- 
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ent human capital characteristics and an explanation of the sex gap in terms of 
differences in human capital. Human capital models, however, do not ordi- 
narily conduct analyses that are specific to one institution. Even on a national 
level, the precision of human capital models is not great. They typically ac- 
count for less than one-third of earnings differences among male workers 
(Fogel, 1986). 

Statistics 

Salary equity has not been addressed in statistics literature as a methodologi- 
cal problem. The basic tools used to analyze salary equity belong to the field of 
statistics, but no one has addressed the issue of how to choose the most appro- 
priate statistical model. 

It is generally recognized in salary equity research that some form of multi- 
ple regression analysis is the minimum requirement for a believable study. Re- 
gression analysis has the ability to simultaneously account for the effects of 
multiple variables and to extrapolate data points where there may be missing 
cells. However, within the context of regression analysis, there remains a large 
number of possible models. The field of statistics does not provide definite 
rules as to which model should be used. A simple piece of advice is to be sure 
that a statistical model is selected that is capable of answering the practical 
question at hand. Therefore, it is essential to keep the purpose of the analysis in 
mind while trying to decide which model would be most appropriate and which 
outcome measures should be used to interpret the data (Williams, 1959). 

It is unreasonable, however, to expect to find a model without flaws, or to 
find a model that perfectly reproduces the institution's salary decisions. For- 
tunately, a perfect model is not necessary in order to gain insight into the salary 
decision process, but it is important to understand the limits of the chosen 
statistical method. A limitation common to all models is that no statistical 
model will prove anything (Baldus and Cole, 1980; Long in Pezzullo and Brit- 
tingham, 1979). 

Because of the limitations in any given model, it may be useful to analyze 
data using several different models, each with its strengths and weaknesses 
(Namboodiri et al., 1975; Miller and Fredericks, 1991). Using multiple models 
can increase confidence in the outcome when the results are confirmed by more 
than one method, or multiple models can provide new insights when results 
differ. When different models produce different results, it may be more reason- 
able to present salary differentials as lying within a range of numbers than to 
imply a high level of precision by reporting one number. The difficulty with 
trying a large number of models lies in indiscriminate selection of alternatives 
without having a well-thought-out rationale for each model. Lack of fore- 
thought can lead to a confusing array of conflicting results without any means 
of making sense out of them. 
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The importance of forethought is relevant to another issue, and that is the use 
of step-wide regression. The author shares the view of many statisticians that 
the use of step-wise regression for model building is a "thoughtless technique" 
(Ramsey in Pezzullo and Brittingham, 1979). It is the responsibility of the 
researcher (not the computer) to identify the variables to include and how they 
will be entered into the model based on a reasonable assessment of the specific 
situation. 

While choices about which variables to include, whether to analyze males 
and females in the same or separate models, and whether to use simple regres- 
sion or a hierarchical approach, are statistical issues, they cannot be made on a 
purely statistical basis. Statistical methods can be adapted for all of these op- 
tions. However, there are two purely statistical issues that are worth consider- 
ing here: (1) multicollinearity and (2) statistical significance. 

Multicollinearity 

In higher education practice, multicollinearity is one of those words that 
operates as a discussion stopper. When someone says, "You can't use that 
variable because of multicollinearity," who can dispute it? Few people under- 
stand what it is or how to determine if it is a problem. Multicollinearity occurs 
when two or more independent variables in the model are correlated to the 
extent that they form near-linear relationships with each other (Baldus and 
Cole, 1980). Multicollinearity goes beyond the simple correlations between 
variables because the simple correlations do not account for the effects of all of 
the variables in the model on each other. Furthermore, multicollinearity does 
not occur whenever there is intercorrelation but only when that intercorrelation 
is near perfect. The problem with a near-linear relationship between indepen- 
dent variables is that there is no unique solution to the equation (Netter et al., 
1985; Darlington, 1968). More than one equation can fit the same data; there- 
fore, conclusions drawn from the regression coefficients will be misleading. 

Multiple regression does not require independent variables to be uncorre- 
lated, and as long as there is some random error, multicollinearity does not 
occur. When multicollinearity occurs, it increases the standard errors of the 
estimated coefficients, which affects the determination of significance. It will 
produce widely different regression coefficients in different samples that come 
from the same population. 

The impact of multicollinearity for salary equity analysis is minimal. On the 
first hand, the variables entered into typical salary equity models will seldom 
approach perfect intercorrelation. Second, where salary equity models are con- 
ducted on the population of faculty at one institution, the purpose of the anal- 
ysis is not to make inferences from sample coefficients to the population. The 
regression coefficients are not estimates of the parameters but are the parame- 
ters themselves; therefore, instability of estimated coefficients is not an issue. 
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Finally, there is a standard test available to determine if multicollinearity is a 
problem for a specific model (Baldus and Cole, 1980). If the level of intercor- 
relation between variables is too high, it can be reduced by transforming the 
variables. 

Statistical Significance 

The issues surrounding the appropriate use of significance tests are complex 
and controversial. The debate has been ongoing since at least the early 1950s 
and is unlikely to be resolved in this paper. Rather than recap the historical 
arguments, the discussion here will focus on the use of significance tests in 
salary equity studies and will certainly be biased toward the side of the debate 
on which the author stands. 

A test of statistical significance is defined as "a formal procedure for making 
a decision between two hypotheses about some characteristic of a population 
(parameter) on the basis of knowledge obtained from a sample (sample statistic) 
of that population" (Morrison and Henkel, 1969). 

This formal procedure involves a comparison of the difference between the 
sample statistic and the parameter that would be expected given the null hy- 
pothesis and a normal sampling distribution. The level of statistical significance 
indicates the probability that a sample statistic of the obtained size would have 
occurred over repeated samples from the same population if the null hypothesis 
reflected the true population parameter. If the value of the sample statistic 
could be expected due to sampling variation (chance), then the null hypothesis 
that the sample came from the population is accepted and the test is not signifi- 
cant. If, however, the value of the sample statistic is so extreme as to be 
improbable from sampling variation alone, then the test is significant and the 
null hypothesis is rejected. 

The foundation of tests of statistical significance is probability theory, which 
stems from random sampling distributions. Statistical inference from a sample 
to a population has no meaning apart from the assumption of randomness, 
which is central in all probability sampling designs (Morrison and Henkel, 
1969). Tests of statistical significance only have meaning in the context of ran- 
dom samples of finite populations. The population must exist; it must be de- 
fined in advance. The sample must be drawn from the defined population ac- 
cording to a deliberate randomization strategy according to a given research 
design. Only within this context does statistical significance have any meaning 
or application. 

In practice within social science research, statistical significance has accumu- 
lated a wide range of additional interpretations based more on wishful thinking 
and fantasy than on science or probability theory. Carver (1978) lists three of 
these fantasies that have gained common acceptance and usage. Fantasy #1: 
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odds against chance. This fantasy interprets the p value as the probability that 
the research results were due to chance. This is a subtle fantasy because it uses 
the right words and therefore sounds true, but it twists the meaning of the test. 
The hypothesis under test is that chance was completely responsible for the 
observed difference. The p value is used to decide whether to accept or reject 
that hypothesis--yes or no. The fantasy changes the interpretation of the p 
value to a continuous probability and is evident in misstatements such as "the 
results were highly significant," or "the results were almost significant." Fan- 
tasy #2: reliability. Fantasy #2  interprets statistical significance as the proba- 
bility that a replication of the study would produce the same results. This fan- 
tasy misplaces the contribution of repeated sampling to the interpretation of the 
significance tests. Probability theory is based on the sampling distributions that 
occur from drawing repeated random samples from a population. The p value 
indicates the probability that the results could have been obtained from the 
hypothesized population but says nothing about the degree of confidence in the 
reliability of the results. Fantasy #3: truth ofhypothesis. Fantasy #3  interprets 
statistical significance as the probability that the research hypothesis is true. 
Some studies have used the p value as evidence that the research hypothesis 
was probably true even if the design of the study was questionable. Scientific 
method is not designed to prove that anything is true. The design of the statisti- 
cal test is set up only to disprove the null hypothesis. 

Much of the fantasy surrounding statistical significance has been perpetuated 
by the unfortunate choice of terminology and the resulting confusion with nor- 
mal usage of the word significant. It is all too easy to confuse statistical signifi- 
cance with substantive importance. In fact, the confusion is deliberate, even 
if unconscious, since researchers crave an objective measure for evaluating 
whether a result is important. Statistical significance provides the illusion of 
objectivity and has become the sine qua non crutch of social science research. 
The interpretation of statistical significance is bent and stretched to draw what- 
ever specific conclusions are needed in the study while giving the appearance 
of using scientific method. This is not done through intentional misrepresenta- 
tion hut through misunderstanding of complex issues. 

In salary equity studies, the statistical significance of a sex coefficient is 
often used as an indicator of discrimination. If the sex coefficient is statistically 
significant after all other variables in the model have been taken into account, 
then seemingly there is support for a hypothesis of discrimination. It is this 
author's view that significance tests have no meaning, and therefore should not 
be used, in salary equity studies. This view is based on the nature of the data 
used in such studies. At an institutional level, salary equity studies typically 
include the population of faculty at the institution. (If they don't, they should. 
There is no reason to draw a sample when the complete data are available.) 
There is nothing random about the data, about the hiring process, or about the 
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awarding of  salaries. There is no sampling procedure. There simply is no con- 
text within which the use of  significance tests could be considered appropriate. 

A legitimate concern of the courts is that a judgment might be based on a 
result that may not reflect decisions made over the long run. The courts are 
wary of  "imposing liability on people for events caused by chance. Statistics is 
an effective tool for measuring that risk" (Baldus and Cole, 1980). Baldus and 
Cole outline an approach to statistical inference that includes the following 
reference to significance tests: "Obtain numbers that reveal the likelihood that 
disparity in the sample would have occurred if those decisions had been se- 
lected at random from a large universe of  decisions in which there was no 
disparity whatever." 

This interpretation prompts the addition of  a fourth fantasy, the Let's pretend 
fantasy. Let 's pretend that we have a population and let's pretend that we se- 
lected a sample at random from that population. What would our results mean 
if they were interpreted as if they were sample statistics? This fantasy is perpet- 
uated by the use of  computer statistical packages that routinely produce p 
values regardless of  whether the data are population data, convenience samples, 
or randomly selected samples. Morrison and Henkel (1969) respond here to two 
examples of  the fantasy. 

However, it has been argued that significance tests can be applied to such a set of 
cases or to any set of cases by treating the set (1) as a probability sample of a 
hypothetical universe of possibilities (Blalock, 1960; Hagood and Price, 1952), or (2) 
"as an indication of a probability that an observed association could be generated in 
the given set of data by a random process moder' (Gold, 1969; Blalock, 1960), for 
instance, by repeated random redistribution of the marginal frequency of a fourfold 
table into cells. 

Both require the assumption that the particular result observed was somehow ran- 
domly selected from some larger set of possible results. On what basis this assump- 
tion is warranted except on the desire of the researcher to apply the statistical infer- 
ence model is not clear. Are some or all of the specific benefits of probability 
sampling available regardless of whether the sample is a probability sample? We 
doubt it. Statistical inference depends on a statistical theory, but to be applicable, the 
theory also depends on certain empirical questions in research. To ask whether a 
given result could be generated by a random process model in the absence of a ran- 
dom process in the generation of the data is simply to raise an irrelevant question; an 
absolutely crucial feature if the application of the model is missing. 

The primary reason that the courts look at significance tests is to eliminate 
chance as an explanation for the results. There is a more direct way to address 
this concern. Salary equity studies can be replicated by repeating the study in 
each of several past years. The cumulative results will be indicative of  the 
' pattem and practice" of  the institution and should satisfy the court 's concem in 
this regard. "The popularity of statistical significance would probably decline 
appreciably if it were more widely recognized that it is not a predictor of  the 
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replicability of research data. It seems best to rely upon direct evidence of 
replication rather than upon the myth that somehow statistical significance pre- 
dicts replicability" (Carver, 1978). 

Institutional Research 

There is very little published in the field of Institutional Research to guide 
the novice researcher in salary equity model selection. Most of the papers writ- 
ten by institutional researchers are unpublished perhaps due in part to the sensi- 
tive nature of the subject. One source of information is the AAUP Higher 
Education Salary Evaluation Kit (Scott, 1977). 

The AAUP salary kit promotes a method for "flagging" individuat female 
faculty who are apparently underpaid relative to white males. According to the 
AAUP method, a regression model is constructed to predict the salaries of 
white male faculty from the variables year of birth, highest degree, and year of 
highest degree within appropriate funding units/departments. The resulting re- 
gression weights are then applied to female faculty. All female faculty who 
receive a lower actual salary than is predicted by the male formula are 
"flagged" for review by a committee or administrator. Scott notes that although 
the method may be criticized as "quick and sloppy," it serves its purpose. 
Indeed it is worthwhile to consider what is the purpose that is served by this 
method. 

According to Scott (1977), higher education administrators "have a strong 
feeling that salary inequity is an exceptional thing and that class action is not 
appropriate." However, there is no reason to assume that only a few individuals 
are discriminated against and that most personnel decisions are free of bias. 
The issue can and should be settled empirically by examining the institutional 
data. This issue is important because it influences the type of analysis that is 
performed and, ultimately, the type of remedy that may be applied. 

In the AAUP salary kit, Scott takes the approach of flagging individual fe- 
males, an approach based on the view that inequity is an exceptional occur- 
rence. Gray and Scott (1980) present an approach based on the view that sex 
blas impacts the salaries of all female faculty as a class. They argue that regres- 
sion models are sensitive to systematic bias and that females at all salary levels 
are paid less than they would have been paid if they were male. 

A more recent source from the field of institutional research is the 1985 New 
Directions for Institutional Research publication of AIR entitled The Use of 
Data in Discrimination Issues Cases. This volume, edited by Rosenthal and 
Yancey, contains a selection of chapters written to help institutional researchers 
deal with the data requirernents of litigation. It is not the purpose of this book 
to discuss the specifics of model selection and therefore it has very little to 
offer in terms of specific guidelines for developing a salary equity model. It 
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does provide some sound advice and a worthwhile perspective on the role of 
institutional researchers facing salary equity litigation. 

The most useful source of information from institutional research can be 
found in Pezzullo and Brittingham's (1979) edited volume Salary Equity. The 
contributed chapters in this book raise a number of the issues and problems 
involved in specifying salary equity models. The approaches represent a range 
of complexity. The authors also present possible solutions and alternative ap- 
proaches to specific problems. There is however no attempt to integrate the 
approaches. Aside from one chapter that critiques a method in a previous chap- 
ter, there is no analysis provided by the editors that expresses the "state-of-the- 
art" in institutional research. After cataloging each of the chapters according to 
the four decision elements for which population, variables, models, and out- 
comes were used, there does not seem to be any consensus or common meth- 
odology among institutional researchers as of 1979. The influence of AAUP 
methodology is evident but not predominant. 

To ger a sense of current practice in institutional research, I solicited infor- 
mation from several related electronic-mail lists and obtained responses from 
12 institutions regarding their salary equity studies. These responses ranged 
from a few paragraphs via e-mail to fully descriptive white papers. A catalog of 
these responses according to the four decision elements also showed a wide 
range of approaches. Some variation in approach is to be expected due to the 
range of possible issues that could be addressed in a salary equity study. 
Among the studies reported in Pezzullo and Brittingham and the 12 informally 
solicited reports, there are some common patterns that may begin to describe 
the "typical" institutional research approach to salary equity studies. 

Sadly, stepwise regression is frequently used to select the variables in the 
model. This practice may be an indication of the power of politics outweighing 
purposeful model building. In a political rather than a research environment, 
giving the computer responsibility for selecting variables may be a great relief 
to the institutional researcher! 

There seem to be two predominant models for salary equity: (1) the AAUP 
method of applying the male formula to females and flagging females with 
negative residuals and (2) combining males and females in the same model and 
determining the statistical significance of the sex variable. Most studies use 
only full-time tenured and tenure-track faculty in the analysis. 

The commonly used variables are rank, highest degree, years since Ph.D. 
(experience), years since hire (service), and discipline (market). Although there 
is sometimes mention of the issue of possible bias in rank, and despite AAUP's 
recommendation to exclude it, rank is included in every case. 

Conspicuously absent from institutional studies is any measure of produc- 
tivity or merit. Measures of productivity have been examined using the ACE 
national database (for example, Tuckman in Pezzullo and Brittingham, 1979) 



FACULTY SALARY EQUITY 123 

and on subsamples in some institutional studies (for example, Muffo et al. or 
Brittingham et al. in Pezzullo and Brittingham, 1979). The absence of produc- 
tivity or merit measures in institutional studies after almost 20 years of salary 
equity research is particularly disturbing. Differentials between males and le- 
males are often "explained" away on the basis of these factors without ever 
measuring them. Institutional researchers understandably use the variables that 
are readily available to them on institutional databases. However, if institutions 
award salaries and salary increases on the basis of productivity and merit as 
they claim, it is not unreasonable to expect that these variables would have 
become a part of the institutional database by now. The fact that these variables 
remain unavailable and still lack accepted operational measures tends to under- 
mine institutional credibility in this area. Until the institutions can produce 
valid measures for productivity and merit that can be examined for faimess or 
bias, models of salary equity can hardly be faulted for not including these 
measures. Until then, it has not been proven that salary inequities can be ex- 
plained by sex differences in productivity and merit nor has it been established 
that institutions truly assign salaries on the basis of these factors and not on 
some other, less lofty criteria. 

CONCLUSION 

This paper has presented a framework for selecting salary equity models 
based on four decision elements and four fields of study. The discussion on the 
perspectives from the four fields has provided only the initial groundwork with- 
out going into detail on each of the decision elements. The next step in this 
study will be to apply the contributions from the four fields to an analysis of 
specific salary equity models. This analysis will establish criteria for evaluating 
the usefulness and faimess of different approaches to determining salary equity. 
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