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Notes on Canonical Label Languages 
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Derivations by a phrase-structure grammar may be represented by a word 
over the set of indices for the rules of the grammar. The set of all label words 
constitutes the label language for the grammar. The canonical label language 
is the restriction of the label language to the set of canonical derivations 
of the grammar. Whether a given language may be the label language for 
any grammar is partially answered by restricting the question to the canonical 
derivations for regular and contextfree grammars. 
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1. I N T R O D U C T I O N  

Placing labels on the p roduc t ions  of  a g r a m m a r  has been found  useful by  
several au thors  as a means  o f  s tudying g rammars  and the languages tha t  
they  generate.  Two approaches  have been suggested. One a p p r o a c h  has  
been to  cons ider  a language,  or  control set, over the a lphabe t  o f  labels and  
to al low a g r a m m a r  to generate  only by  a der iva t ion  sequence tha t  cor-  
responds  to some e lement  o f  the cont ro l  set. m~) Such an  a p p r o a c h  has been 
used to examine the effect o f  a cont ro l  set o f  one type in the Chomsky  hier-  
a rchy  on  g r a m m a r s  o f  var ious  types. A second a p p r o a c h  has been to a l low 
a g r a m m a r  G to generate  the  language L(G) and  to examine the sequence 
o f  labels tha t  occur  over  the set o f  all possible  der ivat ions  o f  elements o f  
L(G)./a-l~ This  is the label  language,  or  Szilard language,  approach .  

Clearly,  for  any  g r a m m a r  G there is an  associa ted label  language:  
the  sequence o f  labels associa ted  with the set o f  all der ivat ions  o f  elements 
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of  L(G). A converse question may be asked, ls every language the label 
language for some grammar  ? These notes do not  answer that  question for  
arbi t rary label languages, but  rather for canonical label languages-- the  
label languages associated with the canonical derivations o f  a grammar.  
Condit ions are described under which, for various types o f  languages, 
there exists a g rammar  whose canonical label language is the given language. 

2. D E F I N I T I O N S  A N D  E X A M P L E S  

A phrase-structure grammar  G is a four-tuple < V~, Vr ,  P, S> such that  
VN c~ Vr = ~ ,  VN is defined as a finite set o f  nonterminal symbols with 

S c VN, Vr is a set of  terminal symbols, V = VN ~J Vr is the alphabet, and 
the set P of  productions satisfies P C V*VNV* • V*, where A is the empty 
:string, V + is the closure of  V under catenation, and V*  = V + w {;~}, P C 
V*VuV* • V* is the set of productions of  G. A set H = {~r a , ~r~ ,..., %} in 
one-to-one correspondence with P is called a set o f  labels for the productions 
o f  G. All grammars  are assumed to have such a set of  labels. For  7r, co, ~- e V*, 
.~ e V +, the string ~ c o  derives the string ~r~-~o, written ~rgco ~ ~rzco, if there 
exists a product ion c r -7  ~- in P. The reflexive transitive closure of  ~ is 
denoted by *~. The language L(G) generated by G is defined as {x [ x ~ Vr*, 
S*~ x}. 

A grammar  is called regular iff elements o f  P are of  the form X--+ aY, 
where X, Y ~ VN and a + Vr. A grammar  is called contextfree iff elements 
o f  P are subsets of  VN • V +. In  particular, a contextfree grammar  is in 
Greibach normal  form iff productions are o f  the form X -+ ac~, a e Vr 'and 

~ VN*. When  I ~ I is the length of  a string ~, a g rammar  is called context- 
sensitive iff ] a I ~ ] ~" I when ~ -+ ~ is in P. Regular, contextfree, and con- 
text-sensitive grammars  generate regular, contextfree, and context-sensitive 
languages, respectively. All of  these definitions follow those o f  Salomaa. ai> 

As first defined by Griffiths (12> for a phrase-structure grammar  G, a 
derivation 

~1 ::~ 0s ::~ """ : ~  O~n 

such that  c~i = ~ i ( T i ~ l i  , 0~i4_ 1 ~ ~ i T i ~ / i  , with ai -+ ~-~ a rule o f  P, is called 
a canonical derivation sequence iff 

Ifi~/ < 1 ~ i + 1  I @ I 0"i+1 [, 1 ~< i ~< n - -  2 

Fo r  a regular or contextfree g rammar  it is always true that  I e~i --  1, so 
tha t  I~1 ~< I/?~+~[, the usual restriction to leftmost derivations for con- 
textfree grammars,  and the unique derivation for regular grammars.  

I f  labels are placed on the product ions o f  G, and the labels are recorded 
f rom left to right in the sequence o f  applications o f  their associated deri- 
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vations, then a label wordis formed. Moreover, for a grammar G the canonical 

label language CLL(G) may be defined as the set of all label words associated 
with canonical derivations of elements of L(G). Canonical derivations for 
contextfree languages have been studied extensively, (4) Recently, Hart  (TJ 
and Cannon (s) have examined canonical derivations for phrase-structure 
grammars. 

Before proceeding to examine the nature of languages that may be a 
canonical label languages, we should note for several types of grammars 
their associated canonical label languages. 

A contextfree language may be generated by a grammar having a regular, 
contextfree, or context-sensitive canonical label language. For example, the 
grammar with production set 

{1 : S --+ aSb, 2: S --+ ab} 

has canonical label language (1 *2). The grammar with production set 

{1: S -+ aSB, 2: S -2  aB, 3: B --~ b} 

has canonical label language {1 n-1 23~1n ~> 1}. Lastly, the grammar with 
production set 

{1: S - - ,  SAB,  2: S - +  aB, 3: BA -+ AB,  4: aA --~ aa, 5: a B - +  ab, 6: bB--~ bb} 

has canonical label language {1 n-1 23432 4 '"  3 n-1 456 n-1 [ n ~> 1}. All three 
grammars generate the contextfree language {a~b "~ ] n >~ 1}, yet the canonical 
label languages range from a regular set to a context-sensitive set. 

Because of the properties seen in these examples, canonical label 
languages have been suggested as a measure of the complexity of a grammar. 
Hart  (y) indicates that one of the inadequacies of the canonical label language 
is that by a trivial reversal of a production of a contextfree grammar the 
language is reversed, yet the canonical label language for one grammar is 
contextfree and the other is regular. 

Another disadvantage of the canonical label language is that, for a 
phrase-structure grammar, a canonical label word specifies neither a unique 
derivation nor the derivation of a unique word in the language. For the 
grammar with production set 

{1: S -+ aSaSa, 2: aSa --+ aba, 3: aSa -+ aca} 

the canonical label word 123 corresponds to two syntactical graphs, (zS) as 
shown in Fig. 1. One graph shows a derivation of abaca, the other of acaba. 
This example disproves a conjecture by Hart  (7) that a canonical label word 
may be identified with a unique word in the language generated by G. 
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Derivation of abaca and acaba associated with the canonical label 
word 123. 

3. L A N G U A G E S  A N D  A S S O C I A T E D  G R A M M A R S  

In discussing Szilard (not necessarily canonical) languages, Salomaa (11) 
notes that it has not been determined whether for a given language L there 
exists a grammar  G such that the Szilard language for G is L. This section 
answers the question not for arbitrary label languages, but for canonical 
label languages. 

The first problem to be considered here is the existence of a mapping 
between the canonical label language of some grammar and an arbitrary 
language. 

Proposition I. For L a regular (contextfree) language there exists a 
regular (contextfree) grammar G and a length-preserving homomorphism 
h: CLL(G) --~ L of CLL(G) onto L. 

Proof. We need to find a grammar ~ that generates L. For  regular L 
the homomorphism is h: ~r~ ~ a iff ~r~ is a production in ~ of the form 
X --* a Y o r  X --~ a. For contextfree L, a grammar ~ for L in Greibach normal 
form exists. Again the homomorphism h is h: 7r~ -+ a iff ~r~ is a production 
in ~ of the form X ~ a~ where ~ E V~*. With all such grammars there is 
a one-to-one correspondence between the canonical label words and the 
elements of  L, because at each application of a rewriting rule of  ~ one more 
terminal symbol is generated. 

By Proposition 1 it is seen that there are grammars which behave in a 
manner similar to any given language, the similarity measured by the 
number of  productions which h projects on a single terminal symbol of  L. 

Proposition 2. For  L a phrase-structure language, there exists a gram- 
mar  G and a homomorphism h: CLL(G) ~ L of CLL(G) onto L. 
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Proof. Let L be an arbitrary language and G a grammar  for L. For  
G = (VN,  Vr ,  P, S )  define 

vT = {~ I v �9 vT} 

Let ~ = ( l ) u ,  Vr ,  P, S )  such that lFx = Vu u Vr,  with P such that every 
production of P is replaced by one in P such that all elements of  Vr are 
replaced by elements of  Vr ,  and there are also productions of the form 

--~ a for all a �9 Vr �9 Now a homomorphism h may be defined such that 

h: eri--~ a 

iff ~r i is a production ~ ~ a, and otherwise h: ~i --~ A. 
In a canonical derivation sequence, each production ~ ~ a is applied 

when there is no production that can be applied to any symbol to the left 
of~. Thus, the labels of  the productions of  the form ~ --~ a lie in the canonical 
label word in strictly left-to-right order with respect to the terminals them- 
selves, so that h projects a canonical label word on the word in L(G) that 
G generated. 

Although h maps the canonical label language for G onto L, h has 
destroyed so much information about the derivation sequences that the 
elements of  CLL(G) and of L bear little resemblance to each other. 

Not  every language can be the image under a length-preserving homo- 
morphism of the canonical label language of a grammar. Let L be a nonre- 
cursive language, G a grammar,  and let h: C L L ( G ) ~  L be a length-pre- 
serving homomorphism of CLL(G) onto L. For  y ~ Vr*, let J = {x X x 
CLL(G), [ x I = [ Y 1}. Since J is finite, K = h(J) is finite. Now, y �9 L iff 
y ~ K. This contradicts the nonrecursiveness of  L. 

Determining the conditions under which there exists a grammar G such 
that C L L ( G ) =  L is still the most important question. For regular and 
contextfree languages the question can be answered partially by the following 
two propositions. 

Proposition 3. Let L be a regular language. There exists a regular 
grammar  G such that CLL(G) = L iff there exists a regular grammar 
such that L(G) = L and no terminal symbol appears in more than one 
production of  G. 

Proof. I f  such a grammar  ~ exists, then productions of  ~ can be 
labeled uniquely by the terminal symbol that is written. Thus, for any word 
w in L(~), the corresponding word in CLL(~)  is w. 

Conversely, let G = { VN, Vr ,  P, S)  be a regular grammar  with label 
set H and such that CLL(G) = L. Construct ~ = ( V u , / 7 ,  P, S)  such that 



146 Cannon 

X--+ a ~ P i f f a :  X--~ t ~ P, where t ~ Vr,  and X---~ a Y e P i f f a :  X---~ t Y c P ,  
t ~ Vr ,  Y ~ VN. NOW L(~) = L, regular, and, if each production of ~ is 
labeled by the terminal symbol that it writes, then L(G) ~- CLL(~) = L. 

There exist regular languages for which no ~ exists. As an example, 
consider the grammar with production set {1: S-- -~ATA,  2: T--~ UT, 3: 
U --~ a, 4: T ~ a, 5: A ~ a}. This grammar has canonical label language 
(15)(23)*(45). No regular grammar with a unique production for each of 
the five labels can generate this language. Thus, this regular language can 
be the canonical label language for no regular grammar. 

Proposition 4. Let L be a contextfree language. There exists a context- 
free grammar G such that CLL(G) = L iff there exists a contextfree grammar 
(~ in Greibach normal form such that L ( G ) =  L and no terminal symbol 
appears in more than one production of G. 

Proof. i f  such a ~ exists, then each production of ~ can be labeled by 
the terminal symbol that it writes, Thus, CLL(~) = L. 

Conversely, let G = (VN, Vr,  P, S)  be a contextfree grammar with 
label se t /7  and such that CLL(G) = L. For/3 ~ V +, let/3' be the substring 
of/3 with all terminal symbols removed. Construct ~ = ( VN,/7, P, S)  such 
that X -7 a/3' ~ P iff a: X ~ / 3  ~ P where /3 ~ V + and /3' ~ V~v*. Now G is 
in Greibach normal form, and if each production of G is labeled by the 
production that it writes, then L(G) ---- CLL(G) = L. 

As an example, for the regular language (15)(23)*(45) the grammar 
in Greibach normal form has productions 

{1: S - + I A T A ,  2: T---~2UT, 3: U---~3, 4: T - ~ 4 ,  5: A - + 5 }  

Now L(~) = CLL(~) = (15)(23)*(45). The language {1~2 ~ [ n ~> 1} cannot, 
however, be the canonical label language for any contextfree grammar. 

There exist grammars with a contextfree canonical label language, which 
language cannot, however, be the canonical label language for a contextfree 
grammar. As an example, the contextfree language 

{1 2" 3 4n+13 In ~> 0} (1) 

is the canonical language for the grammar with production set 

{1: S --~ AXAa ,  2: X A  --~ X X A ,  3: Aa ~ aa, 4: Xa -.'. aa} 

No grammar in Greibach normal form can generate this language (1), since 
there cannot be in the grammar productions of all three forms X - +  2~, 
X -+ 3/3, X -+: 4),, X e V~, where ~,/3, y E VN*. Thus, the class of context 
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free languages which may b e  the canonical label language for a phrase- 
structure grammar  includes as a proper subset the class of contextfree 
languages that may be the canonical label language for a contextfree gram- 
mar.  

4. T H E  G E N E R A L  CASE 

A characterization of the conditions under which an arbitrary language 
can be the canonical label language for some grammar is still an open 
question. It  is immediate that not every language can be a canonical label 
language. For example, the language given by the regular expression 11" 
cannot be, nor can the language {1'~2 n E n >/ 1}. in the former case it should 
be apparent that production a cannot both initiate and terminate a canonical 
derivation sequence. The latter case is shown by the following: 

Proposition 5. The language L = {l~2~ln >~ 1} cannot be the cano- 
nical label language for any phrase-structure grammar. 

Proof. Let G = (VN, Vr, P, S} be a phrase-structure grammar with 
CLL(G) = L. Let l k2~eL where k >~ 1. Let w EL(G) be derived by the 
canonical derivation 11~2 ~. 

By the definition of a canonical derivation for a phrase-structure gram- 
mar, production 1 must be applied k times before production 2 is applied. 
Since production 1 is the initial production in the derivation sequence, it 
must be of the form S --, c~S/3 where ~, f i e  V*. Clearly, S must appear 
on the left because the  initial string of the derivation consists only of  S. 
S mus t  appear on the right :because production 1 must be repeated k --  1 
more  times. Note that S might appear as a symbol in ~ or/3. 

Assume that S *~ 7S~ where y, 3 ~ V* in the first k steps the canonical 
derivation 1~2 k. Production 2 must have S on its left side in order that a 
word in L(G) be written by k steps of  the derivation sequence. I f  production 
2 is of  the form ~S~ -+ ~S~- where 7, ~, or, ~" E V*, then an S remains in the 
sentential form after k applications of  production 2. Alternatively, pro- 
duction 2 may be of the form ~S~ --+ p where ~7, ~, P e V* and S is not a 
symbol in p. I f  production 1 had j + 1 copies of S on its right side, then 
there would be kj -+- 1 copies of  S in the sentential form vS~. No sequence 
of  k applications of  production 2, however, can rewrite kj @ 1 copies of  
the symbol S such that a word in L(G) can be written. 

There is still no characterization of languages which can be the Szilard 
language or the canonical label language for an arbitrary grammar. An 
upper bound is provided by the observation that all Szilard and canonical 
label languages are type 1. (2,7) These notes characterize the type 3 and 
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type 2 languages,  which may  be the canonical  label  language for g rammars  
o f  the same respective type. A l though  the type o f  the canonical  label  lan- 
guages for  a g r a m m a r  can be used as a measure  of  the complexi ty  of  a deri-  
vat ion,  it  is, however,  o f  little consequence in determining the complexi ty  
o f  the language generated by  the grammar .  
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